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Fractional White- Noise Limit and Paraxial Approximation for
Waves in Random Media

Christophe Gomez* and  Olivier Pinaud'

Abstract

This work is devoted to the asymptotic analysis of high frequency wave propagation
in random media with long-range dependence. We are interested in two asymptotic
regimes, that we investigate simultaneously: the paraxial approximation, where the wave
is collimated and propagates along a privileged direction of propagation, and the white-
noise limit, where random fluctuations in the background are well approximated in a
statistical sense by a fractional white noise. The fractional nature of the fluctuations is
reminiscent of the long-range correlations in the underlying random medium. A typical
physical setting is laser beam propagation in turbulent atmosphere. Starting from the
high frequency wave equation with fast non-Gaussian random oscillations in the velocity
field, we derive the fractional It6-Schrodinger equation, that is a Schrodinger equation
with potential equal to a fractional white noise. The proof involves a fine analysis of
the backscattering and of the coupling between the propagating and evanescent modes.
Because of the long-range dependence, classical diffusion-approximation theorems for
equations with random coefficients do not apply, and we therefore use moment techniques
to study the convergence.

1 Introduction

Problems related to wave propagation in random media are encountered in many applications
that range from imaging the earth’s crust in geophysics [10], to communication in underwater
acoustics [35] or laser beam propagation in the atmosphere [13, 32]. The random medium
often models a complex medium for which only partial information is known. Typically, the
large-scale variations of the medium (i.e. the background) are known, while the small-scale
fluctuations (i.e. the heterogeneities) might be too difficult to estimate and are considered
as random.

In these applications, waves are generally in a high frequency regime, with frequencies
sufficiently high so that the interaction of the wave with the fine structures of the medium
cannot be ignored. From both the theoretical and numerical perspectives, describing the
cumulative effects of this interaction is a very challenging task. There is therefore a need
for an approximate, but still accurate, description of the wave propagation. The common
strategy to attack the problem is based on the high frequency assumption and on asymptotic
theories of random ODEs or PDEs. There is now a vast literature on this matter, and we
refer to [14] and the references therein for more details.

In this work, we are interested in two particular asymptotic limits, that we intend to
perform at once. The first one is the paraxial (parabolic) approximation, which is valid
when the wave has a privileged direction of propagation and is sufficiently collimated. In
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the frequency picture, the d—dimensional Helmholtz equation is reduced to the (d — 1)-
dimensional Schrédinger equation where the time variable plays the role of the variable
along the axis of propagation. There is a significant gain since a boundary value problem
is replaced by an evolution problem with lower spatial dimensions. In homogenous media,
the derivation of the paraxial wave equation is relatively straightforward, and is based on
asymptotics of the principal symbol of the operator describing the propagation (here that
of the scalar wave equation). The situation is much more complex when the medium is
heterogeneous since the interaction with the medium generates some backscattering. One
has then to resort to some particular features of the medium, for instance small amplitude
of the fluctuations [5], or oscillatory behavior [1, 17], to justify the approximation.

The second type of limit is of probabilistic nature, and depends on the correlation struc-
ture of the fluctuations. After the high frequency wave has propagated over sufficiently large
distances in the random medium, it is natural to expect some sort of universal statistical
behavior to describe the multiple scattering on the wavefield. We are naturally thinking
here of applications of the (non-)central limit theorem. There is also a vast literature on
this subject, see for instance [14, 33, 34]. In our context of the paraxial approximation, the
random medium fluctuations are then asymptotically statistically equivalent to a white noise
in the main direction of propagation (say z). This holds when the medium has sufficiently
fast decaying correlations. The limiting model, known as the It6-Schrodinger equation, is
studied mathematically in [11].

When the starting point is the wave equation, or equivalently the Helmholtz equation,
there are, to the best of our knowledge, only two references on the coupled paraxial-white
noise limit: in [1], the authors consider the random Helmholtz equation in layered media and
derive the It6-Schrodinger equation. Layered media are a nice setting since the dynamics is
essentially one-dimensional and the transverse variables play little role. In this latter work,
fluctuations of the medium in the transverse direction are too slow to have a significant
effect, and the resulting white noise only depends on z. The cumulative effect of the random
fluctuations on the wave is then a random phase shift driven by a Brownian motion. In [17],
the medium is much more general, and sufficiently complex to lead to a white noise in z with
transverse dependence. The cumulative effect is then more complicated and not just a phase
shift.

These two references assume that the medium has short-range correlations. It is not
always the case in practice, as is pointed out in [12, 23, 31] for geophysical problems, wave
propagation in turbulent atmosphere, or medical imaging. This has then stimulated recent
mathematical works on wave propagation in random media with long-range dependence |2,
18, 20, 21, 22, 25, 26]. It is shown there that the wave dynamics in such media can be in
great contrast with that of waves in media with rapidly decaying correlations. For instance,
anomalous diffusion phenomena were exhibited in [18, 20, 21].

The goal of this paper is to derive rigorously and simultaneously the paraxial and the
white-noise approximations in the context of random media with slowly decaying correla-
tions in the z direction. Heuristically, the limiting classical white noise is replaced by a
fractional white noise, leading to the fractional It6-Schridinger equation. From the mathe-
matical viewpoint, this is a significantly more difficult problem than the ones addressed in
[1, 17]. Indeed, in the long-range case, the martingale techniques of [1, 17] and standard
diffusion-approximation theorems for ODEs with random coefficients do not apply. There
is essentially no general theory in this long-range setting, and we are thus restricted to the
use of moments techniques which are fairly involved analytically. Note as well that the ex-
istence theory for the fractional It6-Schrédinger equation is not direct, which leads to some
additional difficulties in the asymptotic theory.

Let us be more specific now and introduce the scalar wave equation in the physical space



Figure 1: Hlustration of the wave propagation model.

R? (the setting could be extended to R?, d > 2, since the techniques used in the paper are
dimension independent),

1
AP— —— 9>P=V-F R x R? 1
CQ(ij) at \% (t,z,x) € (07+OO) X X ) ( )

equipped with initial conditions
P(t=0,22)=0,P(t=0,2,2) =0  V(z,7) € R x R%.

Above, the z-direction will play the role of the main propagation axis, A = 92 + A, is the
Laplacian, and A, the Laplacian with respect to the transverse variable x. Here, the forcing
term F(t, z,x) has the form

t «x
F(ta Z,l‘) = fO()\i(J) %)5(2 - LS)eZa

where 0 is the Dirac measure, e, is the unit vector pointing in the z-direction, and then
models a source located in the plane z = Lg < 0, emitting a wave in the z-direction with
profile fy (see Figure 1), central wavelength Ao, and transverse width ry. The divergence form
of the source term is standard in linear acoustics where P would represent the pressure wave,
see [17] for instance. Other types of sources could be considered with minor modifications.
In (1), the velocity field is assumed to be given by

1 [ Al+ovEp)] i zefoLd and xR
A(z,z) 2 if 2 € (—00,0)U (L, +00) |

where ¢ is the background velocity (constant for simplicity), and the random field V(z, z),
with a stationary covariance, models fluctuations around cq in the slab (0, L,) x R2. The
parameters o and [. represent the amplitude and the correlation length of the fluctuations.
The main assumption on V is that it satisfies the long-range property in the z-direction,
which is translated mathematically into a bounded non-integrable autocorrelation function
which decreases at infinity only as

E[V(z+s,2)V(s,y)] ~ 2  with $e(0,1),

z—400 29
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and then .
/0 |E[V(z+ s,2)V(s,y)]|dz = +oo. (2)

We introduce now the scalings, which are similar to these of [17] where fluctuations with
rapidly decaying correlations are considered. We assume first that the correlation length [,
is small compare to the overall distance of propagation in the random medium L., and we

denote their ratio by
l

C
e:=— 1.
L,
Second, we assume that the transverse width ry of the source and the correlation length I,
are of the same order,

To ~ lc.

This assumption allows for a full interaction of the wave with the transverse fluctuations of
the medium, leading to a non-trivial transverse behavior. Third, we assume that the central
wavelength \g is small compare to L, by taking
220

L,
This corresponds to a high frequency regime. With these choices, the Rayleigh length of the
beam is of order of the propagation distance L,. The Rayleigh length is defined as the distance
from the beam waist to the place where its cross-section is doubled by diffraction. Hence,
the beam is still collimated at the exit of the random slab, which is a crucial assumption for
the validity of the paraxial approximation. In homogeneous media, the Rayleigh length is of
order 73/)\g. Therefore, we have for our problem

2 2
Ao ATy D e

fz r% L, fg
This is a parabolic scaling, where the wave oscillations in the z direction are much faster
than in the transverse direction, which then leads to the paraxial wave equation. From now
on, we consider the propagation distance L, as our reference scale of order 1, and rescale
parameters as

L,=1, o = &2 lo.=¢, and rog = €.

Finally, we consider
o=¢° with  s=2-9/2, $He(0,1),

where §) is related to the decay of the correlation function of V' in the variable z as defined
before. This specific choice of s leads to a nontrivial asymptotic regime in the limit ¢ goes
to 0. As a result, the wave equation (1) becomes

AP 5 (L= V(E D 10n)otP = fo( 5. D) - Ls) 3)

The main result of the paper is the asymptotic description of the pulse front exiting from
the random section at z = L and around the expected arrival time, which is defined by

L,—L L—-L
Pi(t,x) :P<)\0t+ZTS,Lz,rom) :P<52t+ w S,L,a:c). (4)

Here, the solution is rescaled around the arrival time, and at the transverse scale of the source
profile. We will show in this work that the process P§ converges in law in C°((0, +00), L?(R?))
to a process

Y (t,x) = /eiM\I/w(L,a:)dw,
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where W, satisfies the following fractional It6-Schrodinger equation

1

dqu(z7 ‘:U) 2k

Ay, + ik, VU, (2, 2)dWg(z,z) = 0, (5)
where k,, := w/cy is the wavenumber,

W (0,2) 1= gL/ o, ),

—iLsAx/(2ks)

with e the semigroup of the free Schrédinger equation, and with the convention

. 1 A . 4
flw) = 2—/f(t)e““tdt and f(t) = /f(w)e_Z“tdw. (6)
0
Above, Wy is a fractional field in z with Hurst index
H:=1-§/2€(1/2,1)

and will be defined properly further, along with the nature of the stochastic integral. This
latter integral is of pathwise type, and can be seen as a fractional equivalent to the Ito6-
Stratonovich integral for standard Brownian motions. The function ¥, describes the pulse
deformation, in the paraxial approximation, due to the interaction of the wave with the ran-
dom medium in the section (0, L). The initial condition ¥, (0) is simply the free propagation
of the source from z = Lg to z = 0 in the paraxial approximation. In (5), backscattering is
neglected, leading to an initial value problem. As was already observed in different contexts
in [2, 25] for instance, the long-range nature thus leads to a different statistical description
of the wave than in the classical mixing case of [17]. In the latter reference, waves are in the
regime of the central limit theorem, and the resulting Schrédinger equation is driven by a
standard Brownian field. Here, we are in a different regime where e=%/2 [ V'(u/e, z)du con-
verges in law to a fractional field in z with Hurst index H = 1—$/2 € (1/2,1). A important
difficulty in this work is then to justify that a similar type of limit holds for solutions to
(3). There are in addition two other main technical points: showing that the coupling with
the evanescent modes is negligible; these modes exist because of the non-trivial transverse
frequency content of the random medium; and showing that backscattering can be ignored.

The paper is organized as follows. In Section 2, we introduce the various assumptions,
define the stochastic integral and the notion of solution for (5), and state our main results. In
Section 3, we give an outline of the proof. The proof is then broken down into the subsequent
sections. Section 4 concerns the derivation of some important estimates. Section 5 is devoted
to central technical results about expectation and limits of iterated integrals. Section 6
addresses the evanescent modes and Section 7 the backscattering. Section 8 is devoted to
the convergence to the fractional It6-Schrodinger equation. Section 9 finalizes the proof of
the main theorems, and Section 10 addresses an estimate introduced further.

Acknowledgment. O. Pinaud acknowledges support from NSF CAREER grant DMS-
1452349.

2 Preliminaries and main results

Throughout this work, we will use the following conventions for the Fourier transform: f
denotes the Fourier transform w.r.t. the variable ¢ as in (6), and f that w.r.t. ¢ and =,

flw,k) = (271r)3/f(t’ 2)e WD) didy with ft,x) = /f(w,/f)e*i(m*“'x)dwdn.



2.1 Assumptions

The source term. We suppose that fg (w, k) is a bounded function with compact support
in both variables, and even in the variable w. We assume moreover that it is supported away
from zero w.r.t. w, that is there exists w. > 0 such that

(_Wc’wc) N Suppwa(w7 ﬁ) = @7 Vk € R (7)

The latter assumption essentially means that the source is shortband. Larger bandwidths
could be included by direct modifications of the proofs.

The random field. We construct the random field on a probability space (£2,7,P) and
in the Fourier space as follows: the field V is the Fourier transform of a random measure

V(z,dq), i.e.
V(z,x):/ e~V (2,dq).
R2

We define f/(z, dq) sufficiently explicitly in order to be able to carry on the calculations. Let
then S C R? be a bounded domain, symmetric around the origin (S = —&), included in a
ball B(0,rs). The domain S will be the support of V since we want the largest transverse
frequency to be at most of order 7! (after rescaling). Let also By be a real-valued mean-zero
Gaussian random field on [0, +00) X S, continuous and stationary with respect to the variable
z, and such that Bg(z,q) = Bg(z, —¢). Its covariance function is given by

E[Bs (2 + 20, ¢1)Bg (20, g2)] := r4(2) R(q1, ¢2),
where R is assumed to be a continuous positive symmetric and bounded function such that

0< R(q1,q) < R(q,q) = 1, V(g,q1,q2) €S XS x S.

Besides, 1y is a continuous even function bounded by r(0) = 1 and

Ch .
r4(2) e 36 with  $H € (0,1). (8)

Hence, rg is not integrable at the infinity. Let then © be a smooth odd function satisfying
forall I € N,

sup |00 (u)| < Cb, (9)

u€eR
where O stands for the I-th derivative of ©, and consider ©(Bg(2,q)), which is not a
Gaussian variable. Introducing a random measure m(dq), supported on S~, independent of
the random field By, and whose properties are defined below, we write V' as V(z,dq) =
m(dq)O(Bq(2,q)), 5o that

Viza) = [ mldg)e 70 (By(x0). (10)

We suppose that m*(dq) = m(—dq), with bounded associated total variation measure |m|,
that is, almost surely,
Im|(S) < Ci, (11)

for some deterministic constant C),, > 0. This yields in particular that V' is real and bounded,
and therefore that the velocity field cannot take negative values for € sufficiently small. We
suppose moreover that m is stationary,

Elm(pnm(ze)] = [ midg)er(a)eala).
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Figure 2: Examples of realizations of V. Here, V is obtained via (10) with ©(x) = sin(10x)
and S = [—15,15]. The measure m is as in (12), where the U; are uniform in [—1, 1], the g;
are chosen with a discrete uniform distribution among the points of a uniform discretization
of §, and a; = 1 for j < 100 and zero otherwise. The field By, is obtained via a similar formula
as (16) where the e,, are cosines, the 3,, behave like n~2 and Wy is replaced by a Gaussian
process with autocorrelation rg(2) defined as the Fourier transform of 1(_y515)(k)/ k|19,
From left to right, $ = 0.9,0.5,0.1. Observe the arising of long-range correlations in the z
direction as §) decreases, that is as rg decreases slower at the infinity.

where m is a positive measure on S with finite mass and the ¢; are smooth functions. This
yields that V has a stationary covariance in both z and x, which is a common assumption in
applications. An example of such a measure is the following:

m(dq) = Z CLj(Uj(;qj + Uj(squ), (12)
>0
where (a;);j>0 € [}(N,R) is deterministic, (U;);>0 € CY and (g;);>0 € SV are independent iid
sequences of random variables with appropriate distributions, and the U; have a zero mean.
Note that E[V(z,z)] = 0 by symmetry, and in the same spirit as [25, Lemma 1], we show
in Proposition 5.1 of Section 5 that V itself satisfies the long-range property

+o0 2
E[V(z + z0,2)V(20,y)] ~ %Ro(x —y) with Cy:= 075(/ @(u)ue_“2/2du) ,

z—+oo 29 27\ J_ o

and
Ro(a) i= [ midg)Rlg,a)e™ " = [ midgpeir*. (13)

This implies that (2) is satisfied. Examples of realizations of V' are given in Figure 2.

The limiting field Wy of (5) is heuristically obtained as follows: the scalings in V' and
the long-range behavior act in a such a way that only the linear part in © is not negligible,
and such that e=9/2 [¥ Bg(u/e, q)du is well approximated (in distribution) by a fractional
Brownian field in z. Hence, W is a random field with covariance operator given by

_ Cy
- 2H(2H — 1)

for all (21, 22) € [0,4+00) x [0, +00) and (x,y) € R? x R2. The construction of Wy and the
definition of the stochastic integral are given in the next section.

E[Wg (21, 2)Wh (22, 9)] (AT + 25" — a1 — 2Rz —y)  (14)

2.2 Stochastic integral and fractional It6-Schrodinger equation

The stochastic integral with respect to a fractional Brownian motion obtained here in the
limiting process is of pathwise type, and is defined according to the work of Zahle [36]. We
start this section with the construction of the fractional field Wy with covariance operator
(14), which is used thereafter to define the stochastic integral. Finally, we give the definition
of a solution of (5) before stating the main results of the paper.



Fractional field. A one dimensional standard fractional Brownian motion with Hurst index
H, on a probability space (€2, 7,P) is a centered Gaussian process by with covariance

Ebg (w)by (v)] = %(@RH o2y = o2H), Y(u,w) € [0, +00) x [0, +00).

Moreover, such a process admits the following spectral representation

eiru -1
bir(u) = C* / YT w(dr), (15)

with Cy = HI'(2H)sin(mH)/m, and where w(dr) is a complex Gaussian random measure
such that w*(dr) = w(—dr) and

Elw(dr)w*(ds)] = 6(r — s)drds.

The construction of the fractional field with covariance operator (14) is done in the Fourier
domain. Let (Wg n)n>1 be~a sequence of independent standard fractional Brownian motions
on the probability space (€2, T, P) with Hurst index H. Using the fact that

Q:LXS) — LX)
¢ > JsdpR(p,q)¢(q)

is a positive self-adjoint trace class operator [8, Corollary 4.4], their exist a sequence (en)n>1
of orthonormal eigenvectors and a sequence (f8y,)n>1 of positive eigenvalues for @). Therefore,
the Gaussian random field

Bu(z,q) == Z Bren(@)Whn(2) (16)

n>1

defines a infinite-dimensional standard fractional Brownian motion on L?(S), and then

Cy

Wy (z,x) = JH/Sm(d‘J)e_iq'xBH(z’Q) with o = H(2H - 1)

(17)
defines a random mixture of fractional Brownian fields with Hurst index H and covariance
operator given by (14). It is interesting to note that our asymptotic noise model is not
Gaussian. In fact, for medium perturbations with mixing properties the asymptotic noise
is always Gaussian [1, 14, 17]. However, for medium perturbations with slowly decaying
correlations, it is not necessarily the case. In a one-dimensional wave propagation setting,
it has been observed in [26] that the asymptotic noise model is not necessarily Gaussian
if the initial medium fluctuations have non-Gaussian statistics. In our context, the non-
Gaussianity of Wg is due to the random measure m, which has been introduced for the
covariance stationarity of V. Nevertheless, the form of W allows the use of the Gaussian
properties, and then the use of [36] to define the stochastic integral in (5).

Stochastic integral. We follow here the approach of [27, 28]. Let us consider the Banach
space

W0, L, B) := {v € C°([0, L], B) such that [¢)]la,5 < +00},

with

_ “ 6(2) — olw)ls
6l = sup (166l + du],

2€[0,L (z —u)otl



and where B is a given Banach space. Moreover, for 3 € (0, 1), let us denote by C#([0, L], B)
the Banach space of -Hoélder functions on [0, L] with values in B, equipped with

¢(u) — ¢(v)llB
ollgc,B = sup |¢(2)||p+ sup .
l¢lls Sup [o(2)l I S AT
One can remark that for o € (0,1/2)
|9lla.s < LY 2Y¢|li—acp  so that C'~2([0, L], B) ¢ W*(0, L, B). (18)

Now, for @ € (0,1) and z € (0, L), let us introduce, for a real-valued function f, the so-called
Weyl’s derivative given by

a 1 f f u
D+ f(2) = F(l - a) / (z — u)a(+1 }

. T £(2)~ £
PETE = p ) [@ e [ {2,

whenever these quantities are well-defined, and where I'(u) = f0+°° r“~le~"dr is the gamma
function. Following [36], the generalized Stieljes integral of a function f € C*([0, L], R) with
respect to g € C*([0, L],R), with v + > 1, v > «, and p > 1 — « is defined by

/fdg = /D u)D; g~ (u)du, (19)

where g7 (u) := g(u) — g(L™). The definition does not depend on «, and we have

/ fdg = / o4 dg
0 0

Moreover, according to [28], this integral can be extended to more general classes of functions
thanks to the relation

| /OL fdg\ < [£lla1Aal9).

o = (L0 [0 )a,

1
Ao(g) = = Dl=%g,(u)].
(9) Ti— o)l (a) 0<21<11Z><L| 0]

Consequently, this integral is well-defined as soon as f € W<(0, L,R) and A,(g) < +00.
As a result, for a random function F' € W®(0, L, L?(R?)), the stochastic integral with
respect to the fractional field W,

where

and

/OZ F(u,z)dWg(u,z),

is defined by (19) almost everywhere in x and P-almost surely. In fact, we have for o €
(1—H,1/2) and for all z € [0, L],

| [ Paawa)| .. < ClIFIweo sz sup Aa(Wi(a)),

L2(R2) z€eR?2

with

E[ sup Aa(Wir(@))] < [ Ellml(d)]EN(Bu(0))] < CrsupElAa(Bu(a))] < <.
z€R? N qeS

as will be proved later in Lemma 8.1.



Fractional It6-Schriodinger equation. The notion of solution for the It6-Schrédinger
equation (5) is made precise in the following definition. First, let us introduce some additional
notations. Let k € N*, and let us denote by H¥(R?) the k-th Sobolev space on R2. Consider
moreover W(0,L) := W<(0, L, H*(R?)), equipped with the norm || - o, 7+ (r2), and the
complete metric space
W0, L) == () WP, L),
keN*

equipped with

1

oo (@) = 3 35 (1A 16 = Vllarme)) -
k>1

Definition 2.1. Let H € (1/2,1), a € (1 — H,1/2), and Wy be the fractional field defined

by (17). We say that ¥, € W (0, L) is a pathwise solution of (5) if, with probability one,

for all (z,z) € [0, L] x R?, we have

U, (2,2) = \IIW(O,JU)—F%/ AT, (u, a:)du+ik:w/ U, (u, 2)dWe (u, ).
w J0 0

In other words, a solution of (5) is a pointwise solution of this equation for almost all
realizations of the randomness. We will see later that a solution to (5) has automatically
Hoélder regularity

v, ecl0,0):= (N c"o,L], H*(R?) with 6 =H+a—1.
keN*

Here, cg—e(o, L) is a complete metric space equipped with

1

di—0.c,00(0,0) = oF (1 Ao — ¢||H—9,C,Hk(ﬂz<2)) ;
E>1

so that C7=9(0, L) ¢ W (0, L) according to (18). The solutions we define here are classical

solutions in the standard terminology. It is not completely trivial to construct less regular

solutions to (5), which is required for non-linear problems, see [29]. Indeed, the standard

technique is to use the mild formulation, and then treat a term of the form

/OZ S(z —u)Vy(u,z2)dWg(u,z),

where S is the Schréodinger semigroup. As explained before, some Holder regularity in u
is needed in order to make sense of the integral. Since the semigroup is not sufficiently
regularizing, this regularity in u has to be exchanged for some regularity in = on ¥, and
the fixed point procedure cannot be closed. This is not a problem in our linear setting where
we can iterate the stochastic integrals and suppose that the initial condition is C*° in z. A
different strategy has to be adopted in the non-linear case [29].

Note that the stochastic integral here is the fractional equivalent to the It6-Stratonovich
integral for standard Brownian motions, and as such satisfies the classical integration by
parts formula. This then formally yields the conservation relation, for all z € [0, L],

1, -
o ()lz2ee) = [P0 2 @) = 5l fo(w)llL2r2)-
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2.3 Main results

We will actually not work directly with the process Pj given by (4), but rather with an
approximate process p7 defined by

pi(t @) = p(2t+ °Lex), (20)

€o

where p solves the wave equation (3) with artificial absorption a,

Ap — 61%(1 +ev(

z x
ele

)10.0(2)) 0P + i0ep = fo 5,2 )8 (= — Ls)

and vanishing initial conditions. Thanks to the estimate below, proved in Section 10,

sup |P(t, z,e) — p(t, z,6) | 2m2) < vT >0, (21)

(t,2)€(0,T) xR

it is equivalent, from the viewpoint of convergence in law (see [6, Theorem 3.1 pp. 27]), to
consider pj instead of P; by choosing o, = 0(¢?). The main theorem will be hence stated in
terms of p7. The introduction of p is an important point since the absorption term provides
us with straightforward estimates in L2((0, L) x R?), that would require much more work with
the process P. These estimates are not uniform, but sufficiently tamed, and are exploited
throughout the paper.

We will mostly work in the frequency domain, and in order to take Fourier transforms in
time, we extend p to negative times by setting p(—t, z,x) = p(t, z, z), for all ¢ > 0.

The main result of this paper is the following theorem, that states the convergence of the
pulse (20).

Theorem 2.1 (Convergence result). The family (p7)ee(0,1), defined by (20), converges in
law in the space C°((—o0, +00), L?(R?)) N L?((—o0, +00) x R?) to a limit given by

Phlto) = [0 (L, a)d,

where U, is the unique pathwise solution to the fractional Ito6-Schrodinger equation (5).

The second theorem below is a by-product of the proof of the main theorem, and provides
us with some interesting properties of the solutions of the fractional It6-Schrédinger equation:
existence and uniqueness, conservation of the energy, approximation by a smooth process
which can be expanded in terms of scattering events, and approximate formulas for moments
of any order.

Theorem 2.2 (Properties of the fractional It6-Schrodinger equation). We have the three
following statements:

1. The fractional Ité-Schrodinger equation (5) admits a unique pathwise solution W, for
all « € (1 — H,1/2), which satisfies

1, +
Ve ()lz2ee) = 5l folw)llze@e) ¥z €0, L]. (22)

Moreover, ¥, € CEL=9(0, L) for all 6 € (0, H —1/2).
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2. For all 0 € (0, H — 1/2), the process ¥, can be approrimated by

\yw(z)zAgTooqf (z)  with  U(2) )+ DT (2)
n>1

where the limit holds in COE*H(O, L) in probability. Here, we have in the Fourier domain

I (z, k) = (ikw)n/ m(dq(”))/ du(”)e‘i|“‘2z/(2k“)eiG"(“<n)’Q(n>)f0(w,Qn)

’LTyn Um

where u® = (ur,...,un), 4™ = (g1, . ., a), m(dq<">> = m(dq)...m(dg,), Q™) :=

(Qo,---,Qn), with Qp, ==K —q1 — -+ — ¢, and
1 n
Ga(u™, QM) = 5= 37 (1Qmf? = (@l um
W om=1
Moreover,

Ap(z) = {(u1,...,up) €[0,2]", st 0<wuj<wuj_1 Vje{2,....n}},

and (w(dr,q))qes is a family of complex Gaussian random measure defined by

w(dr, q) \/ﬁnC’;JF (2H — 1) sin(wH) en(q)wn(dr), (23)
n>1

s

where (wp(dr))n>1 is the family of independent complexr Gaussian random measure in
the spectral representation (15) of the family (Wy g)n>1 introduced in (17).

3. We have
M1 M2
E[< H \I’w1,j1 (Z) H \IJwQ,jQ (Z)v S0>L2(R2(A41+1”2)):|
=1 Jo=1
= ALHJIFIOOE[< H ‘Ilwlj H \Ilw2 32 >L2(R2(M1+MQ))}’

J2=1
for all (M7, M) € N2, frequencies (Wi j)(i.j)ef1,2yx{1,....M} and ¢ € L2(R2(M1+M2)).

The conservation relation (22) is a consequence of a negligible backscattering and shows
that the energy of the pulse is conserved at the end of the random section, that is

||p%”L2 —00,+00)xR2) = 7||f0”L2 —00,+00)xXR?)"

Note also that the convergence in the second point holds in W (0,L) with « =1 — H + 6
according to (18), and that ¥, becomes smoother in z as H increases, which is expected
since the regularity of the fractional brownian motion improves with H. Moreover, we will
see further that the process WA is the solution to a fractional Ité-Schrodinger equation with
a regularized fractional white noise, and as such enjoys some regularity properties (w.r.t. z)
that are convenient in justifying formal computations, in particular the calculation of the
moments as in item (3) above. Moments are important for instance in imaging applications,
where they help quantify the stability of reconstructions with respect to changes in the

12



random medium, see e.g. [7, 3, 4, 19]. The series expansion in item (2) is the classical Born
approximation, see e.g. [24, Section 17.2].
Note finally that ¥, satisfies various formulations of (5), for instance

Z!Fé!Q

U,(z, k) = U,(0,5) — / W, (u H)du—i—zkwaH/S m(dq) /Z w(u, k —q)dBg(u,q)

in the Fourier domain, or the mild formulation
W) = DG (0, 1)tk [ m(dg) [ e P B, (k) B (u. g)du,
S 0

where the relation between Wy and By is given by (17).
The rest of the paper is dedicated to the proofs of the theorems. We will focus on Theorem
2.1 since its proof contains that of Theorem 2.2. We begin with an outline in the next section.

3 Outline of the proof

The proof starts with recasting the wave equation in the Fourier domain in all variables,
except z. Defining for this the Fourier transform in time

ge(w) = 5o2 /g(t)eiwt/z-:?dt with g(t) _ /gs(w)e—iwt/adw’

that accounts for the high frequencies generated by the source, we obtain from (3) the
Helmholtz equation

. K2 s, (2 T . .
O, (2, 0) + A (2 0) + 25 (14 V(2 D) 10,000 (2)) L (2 2) + e (2, 2)

= fo(w,Z)3'(z - Ls). (24)

We will construct solutions to (24) in section 4, and show that p;, satisfies the required
regularity to justify all the calculations. Taking the Fourier transform w.r.t to x of the
wavefield rescaled around the propagation axis pg,(z,ex), that is

1 X
/ﬁi,(z, ex)e"™dx,

Doz, k) = @)

we find

2

k 2,12
2% (2, k) + 7(1 _ el

kS
52 / m(dq) V(Z q)pw( k—q) = fo(w, k)& (z — Lg),

VP52, ) + e (2, )
(25)

where k, = w/co is the wavenumber, and V = ©(Bg) according to (10). Following the
standard terminology in absence of absorption (ae. = 0), when the wavevector x satisfies
|k| < |kw|/e we will refer to the corresponding mode as a propagating mode. These modes
can propagate over large distances. When the wavevector satisfies |k| > |k, |/e, we refer to an
evanescent mode. The proof is then based on a decomposition of p;, into right- and left-going
propagating modes, see Figure 3, with amplitudes a;, and lA)fu, respectively. These amplitudes
are defined as the solutions to

1 . ~ .
ﬁi}(zv KV) = T/ (&Z(Z, K)elkuJ)\e,w(K/)Z/£2 + bi}(z’ H)e—’bkw)\s,w(:‘f)Z/EQ) (26)
Aew(K)
ik Ao () | A |
azﬁil(z7 ’Li) = 5725 (aiz(z? H>€ka>\£’w(ﬁ)z/82 — bi}(z’ H)e_zkw)\s,w(’i)z/52> ’ (27)
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Figure 3: Illustration of the right- and left going mode amplitudes.

for |k| < |kw|/e, and where

age?

k2 -

Aew() = \J1 = E2[RP/RE +iowe,  with g = (28)

We consider here the principal square root for complex numbers, namely the square root
with positive imaginary part. Using (25) we find the following coupled-mode equations

e

(2 K)

I

/{n—ql<|kw|/e}ms S(zk—q)

S

m(da)HE (2, #, ) lzw@ - q)]

efikw Aeyw (n)z/a2

ik %
+€5727w/ m(dQ)V(Z/an) [ i K)z 1ﬁw(2,ﬁ—Q),
2/ e o (i) tlsmal> Ikl —et e (92/7

(29)
for |k| < |kw|/e, with
k. R
HE(z,k,q) = %72 ' V(z/e,q)
2 \/ AE,W(K))\E',QJ(q) (30)
eikw()\ayw(q)—/\g_,w(n))z/g2 e—ikzw()\E,W(q)—ﬁ—)\(,;,w(H))z/&2
X _eikw()\i,w(Q)+)‘E,w(K))Z/Ez _efikw()‘E,w(q)f)‘fyw(n))z/EQ
The system (29) is equipped with the boundary conditions
Aew(R) . . .
as (0, k) = %e—zkw%ws/f" folw,k) and  b5(L,k) =0, (31)

where the first condition represents the (known) amplitude of the wave coming from the left-
homogeneous half-space and entering the slab (0, L), and the second condition implements
the fact that no wave is entering the right-hand side of the slab. These conditions will be
investigated in more details in Section 4. Despite its formulation, the system (29) is not an
initial value problem (IVP), but rather a boundary value problem. The limiting problem will
nevertheless be shown to be an IVP.
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Note that in the homogeneous case where V' = 0, the justification of the paraxial approx-
imation is straightforward. Indeed, in that case ag (z, x) is constant for z > Lg and therefore
equal to a5 (0, k) defined in (31), so that the right-going wave (4) is given by

.
pi(t @) = p(*t +

_ ;// it in ik (e ()1 = L8)/22 o (05 1) duod,

and therefore, pointwise in (¢, x),

S
, 2, EX
0

il 5
ii_l%pi(t,x) — 2 // —iwt —mx ka( S)fo(w’ H)dwdlﬁ

=5 [ et o, ] (@),

where e is the semigroup of the free Schrédinger equation.
When V' is random, the core of the proof is an asymptotic analysis of the amplitudes a;,
and b, solutions to (29). There are several steps, most of which involve computing moments

of the form
5[ [T o (2.0)]. ®

The random variables ©(Bg(u/e, q)) are not Gaussian, but we will see in Section 5 that they
asymptotically behave as Gaussian variables. This is based on the ideas of [34]: suppose that
n is even; the even function © is then projected on the basis of the Hermite polynomials,
which gives rise to a series of terms in (32). The leading one corresponds to the product of
the first order terms in the Hermite expansions, and consists of the product of n/2 moments
of order 2 of By. Any other term involves at least n/2 + 1 moments of order 2 which, after
integration, the use of the scaling u;/e and of the long-range dependance property, leads to
negligible contributions. The fact that a fractional Brownian field is obtained at the limit is
a direct consequence of the asymptotic behavior of the correlation function (8).

Owing the technical results on terms of the form (32), we can then proceed to the analysis
of a¢, and l;fu The first step is to show that the coupling between propagating and evanescent
modes can be neglected. This is actually a fairly subtle point. The fact that evanescent
modes are expected to decrease exponentially as z increases in (0, L) cannot be exploited
close to the transition propagating/evanescent modes. Indeed, in this case, A, is too small
around the transition, which essentially yields exponentials in (26) of order one. Our method
then goes as follows: we start from (29) with |k| < |k:|/e, and therefore only consider
the propagating modes; the first term in the r.h.s corresponds to propagating modes with
momentum k — p scattered to propagating modes with momentum x after interaction with
the random medium; the second term corresponds to evanescent modes with momentum
K—p scattered to propagating modes with momentum . We will prove the convergence of
(ag,,be) in the distribution sense, which will limit || to some bounded domain independent
of e, say |k| < R. In this case, the second term is zero, since only propagating modes
with large wavenumbers of order |k,|/¢ (which is of order ! since k, is bounded from
below independently of € according to assumption (7)) are coupled to the evanescent modes.
This naturally does not mean that evanescent modes have no influence on the propagating
modes, the coupling appears in the first term of the r.h.s via modes with larger and larger
wavenumbers that get closer to the transition.

As an approximation, it is therefore natural to introduce the following system, that only
describes propagating modes, for all || < |ky]|/e,

As(2,6)|  [a5(0,k) " £ (u, A (u,k —q)
[Bj(z,m)] [ba 0, n] / ¢ /{m q|<|kw|/e}NS m(da) H (1, ) [BE( %—Q)]’ (33)
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extended to 0 for |k| > |ky|/e, and where

=2k, koL (@M (N b\ (@A (0)) /22
5 V(6K = Q) | (@ N 090)2/2?_ pmiha (L (@) AL o ()2

(34)

HE(z,k,q) =

with
Aewlq) =1 —¢e2q]?/R2.

The important fact is that evanescent modes are absent in the system above, a minor point
is that HS is approximated by H, where the absorption o is set to zero and the )., in the
denominator in HE are set to one. We want to show that (AZ, BY) is a good approximation

A

of (ag,,b%). For the sake of clarity, let us assume that HS is replaced by HZ in (33) since
this is not the main issue. Integrating (29) in z and taking the difference with (33), we then
need to prove that two homogeneous solutions to (33) for |s| < R, that is solutions with
the first term in the r.h.s set to zero, are close to each other as ¢ — 0. The solutions are
not equal for ¢ fixed, otherwise there would not be any evanescent modes in (29), which
is obviously wrong. The main difficulty is that the system is not closed: even if we only
consider modes with || < R in the Lh.s., modes with larger wavenumbers are involved in
the r.h.s.. We will use the following observation to overcome this issue: two modes with very
different wavenumbers, say one with || < R and the other with |s’| > R, are related to each
other only after a large number of interactions with the medium; since there is some loss of
amplitude at each interaction (due to scattering and not the artificial absorption ), the
coupling between the |x| and the |£’| modes is expected to be small. This idea can be seen as
a form of asymptotic closure of the non-closed system, and is implemented in the following
proposition, proved in Section 6:

Proposition 3.1 (Coupling with evanescent modes is negligible). For all z € [0, L], for all
p >0, and for all test function ¢ € C§°(R?) x C°(R?), we have

ANE

el [E)] _[4s )
lmg P lBZ(Z)] - [Bz@] 9 geersen

An easy consequence of this result is that for all > 0, T' > 0, and test function ¢ with
¢ € C°(R?), we have

>,u):0.

: (5 € —
;%P(tefquﬂwmt) P51, 8) pagga| > 1) =0, (35)

where pj is given by (4) and

e~ ikw(L—Ls)/e

2/ Acw(K)

Let us remark that the left-going mode amplitude is not involved in pf ; because of the

A

piL(t, ™) ::/ dwdre Wtemim® AZ(L,&)eikw)‘E"“(“)L/EQ.

boundary condition bE,(L) = 0 (no wave is coming from the right homogeneous space). Since
pg, — pi, converges in probability to 0, it is then enough to investigate the limit in law of
pi ;, to prove Theorem 2.1 (see [6, Theorem 3.1 pp. 27]). Even if this latter convergence only
holds in a weak sense, energy estimates given in Section 4 will allow us to obtain the strong
convergence in L%(R?).

The second step of the proof is to study pj ; and therefore the couple (/ifu,éf,) The

system (33) is closed, but the backscattered mode amplitude bg,(0) is unknown and cannot
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be considered as an initial condition. This issue is corrected by introducing the propagator
Ps,, defined as the solution to, for all |k| < |ky]|/e,

d(k—r) 0 z -
Pz s oy = +/ d/ d Hf; s oy ,Pf; ykh—4,7),
(2 mor) [ ; M_T)] Cauf A P )

where the initial condition is the identity operator. The propagator is extended to zero for
|k| > |ky|/e. According to symmetries in H, the propagator can be decomposed as follows

Pi(z,k,1) = P%,E(z’ﬁ’r) in(z’ﬁ’r) )
Pofa('za’{a T) PUJ’ (Z,/{,?")

where (P%¢, Pb) is the solution of
PLE(z, kyT) d(k—r) /Z / ~ PLE(u, k — q,1)
s vy — + du m(d Hs u, K, w ) ) )
[7’3’8(2‘, K,7) 0 0 J{k—gl<lkul/cIns (dg)Ho(u, - q) Po (us k= q,7)
(36)
The term P% describes scattering to the same direction of propagation, while P%¢ describes

scattering to the opposite direction. We then find the following relation between the right
and left going modes in terms of the propagator:

( g, (0,7)
l ] /73 Z, Ky T ll;i(’r)]dr, Vz € [0, L].

The expression of the wave exiting the random section is thus, after integration against a
test function ¢ € C§°(R?),

(D1L(t), d) := 5 L(t, 9) + 15 1. (L, 8),
with
P (t6) / duwdre™ e (r / drPo(L, k,r)d5, (1)
P (L, 6) = / / duwdre= oL/ e (0 1) / dkPEE (L, ke, )05, (1) ().

Here, we have defined the following functions,

) | ik (Aew(r)—1)L/e?
z | )fo(w,r)e_Zk“(AE’“(T)_I)LS/EZ), UE (k) 1=
e

Before describing the asymptotic behavior of the propagator, we need to introduce a few
more notations:

Plig(Lor) i= [ PE(Lomnos)dr PLYE (L) i= [ PEE(Lor,r)o(0)d(n)dn
60(r) = fo(w, r)elr*Es/ke,

The next result shows that the backscattering is negligible and provides us with the leading
term in the propagator.

¢o(r) i=

(37)

Proposition 3.2 (Backscattering is negligible). We have the following two statements:
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1. For alln > 0, we have
*be
hm]P’ /H L)l p2(r2ydw > n) 0,

where P, IZ/; is extended by O for |k| > |ky|/e.

2. For all n > 0, we have

tim P( [ P55 () = ALl aqueyde > ) =0,

where X7 is the solution to

0:X5(2, k) = / m(dq)HE | 1 (2, k,q)X5(2, 6 — q)  with  X5(0) = 65,
{lk—ql<|kul/e}NS "
(38)

for || < |ko|/e, and HE is defined by (34) (ijijl’l is the (1,1) entry of HS). Here,
Pa’zsg and XS are extended by 0 for |k| > |ky|/e.

W,

Proposition 3.2 is proved in Section 7. The proof is based on a series expansion of the
propagator and on the fact that the coupling between right and left going modes appears via
an oscillatory integral. Note also that neglecting the backscattering leads to an IVP on X.

The last step is to characterize the limit of X7. With the same arguments as before, we
only need to investigate the convergence in law of X5 to prove Theorem 2.1. The proof, given
in Section 8, is also based on a series expansion of X and on the computation of the limiting
moments of X°. We will need the following functional spaces: for k € N*, let us denote by

He:={o=10 with ¢eH®)} with [g]3, = / (14 |62 |6(r) Pdr.

Consider also W (0, L) :== W®(0, L, Hy), equipped with the norm || - [|gx := || - and

the complete metric space

. . 5 1
W (0,L) := () W{(0,L)  equipped with  daoo(,9) := Y == (LA [[¢ — Plla) -
keN® P12

We finally introduce the complete metric space of Hy-valued functions with Holder regularity
CH=%0,L) = () ([0, L], Hy),
keN*
equipped with
R 1
dH—G,C,oo(gbvw) = Z 27]C (1 A ||¢ - d}HH—QvC,'Hk) .

k>1

We will also use the spaces C2,(0, L) and (0, L) with immediate definitions. Let us recall
that according to (18), we have CZ=9(0,L) c W2 (0, L) for = H — a — 1. The convergence
result is the following;:

Proposition 3.3 (Convergence to the fractional It6-Schrodinger equation). We have the
three statements below:

1. For all M € N* and frequencies (wi,...,wnr), the family (X5 (L),..., X5, (L)) con-

WM

verges in law in L*(R*M) to (X,,(L),...,X.,,(L)). Here, X, is the unique pathwise
solution in W (0,L), for alla € (1 —H,1/2), o

X (28) = 00() + koo [ mldg) [ due PR X, — q)d B, )
S 0
(39)
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where By is defined by (16) and o by (17). Here, the stochastic integral is defined P-
almost surely pointwise in x and q. Moreover, X,, € C1=9(0, L) for all§ € (0, H—1/2),
and

1 A
[ X () 2r2) = [ X0 (0)][ L2 (R2) = §Hf0(wa I r2(w2)- (40)

2. We have for all (My, M3) € N2, all frequencies (Wij) (i.5)ef1,2y x{1,...,M;}» and test function
p € LP(RA(MFM)),

My Mo
lim E{ I1 %, @ 11 %, @ #) s aton i)
= J2=

M1 M2
=E[( j}]l Xon, (L) j;[l Xion 5, (L), <p>L2(R2(Ml+M2))} .

3. Therefore, the process defined in the Fourier domain by

A

U, (z, k) = e_i|“|22/(2k“)2(w(z, K)
satisfies all the requirements of Theorem 2.2 with Wy defined by (17).

In order to identify the moments of &}, with the limits of those of X, we will identify
the moments of each term in a Duhamel expansion of &,. The main technical difficulty
is to handle the fractional stochastic integral and to justify the calculations, in particular
exchange of expectation, limit, and integration. We will for this proceed by regularization,
and start by constructing an approximate solution X% that solves (39) with By replaced by
BI“} defined by, for q € S,

A eiru -1

Biw.a) = Cif* Y- Vnenla) [ 5 ragin(ar),

=1 —Ar|r
with Cy = HI'(2H) sin(wH ) /7, and where (wy,(dr)),>1 is the family of independent complex
Gaussian random measure given in the spectral representation (15). Since Bfl is C* w.r.t.
to u, the integral in (39) is now simply a Lebesgue integral, and computations can be easily
justified. We then pass to the limit A — 400 in order to construct and characterize solutions
to (39). These points are addressed in the proof of Proposition 3.3 in Section 8, and the
proofs of Theorems 2.1 and 2.2 are then straightforward owing the previous propositions.

4 Existence theory and estimates

This section is devoted to the existence of solutions to (24), their regularity, and to the
derivation of some important estimates that will be used throughout the proof. We introduce
first the Green’s function

ik I
GZ(Z’:E):ZT(‘W’ with x = (z,2) and £k = kyy\/1+ia.e?/k2.

We then recast (24) into the integral form

]Bi; - Tsﬁi; = UQ,e, (41)
where

2

k2 s—4
we / Gi(2— 2,z — x')V(—, —)u(z', 2')dz dx’
(0,1) xR?

47

T =
u(z,x) oG

/

X Z
uoe(w, 2,2) = /}R2 Loe(w, z,7,2") fo (w, ;)dx/
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and

N|=

Loc(w, 2, z, x') = (z—Lg)

ikS,\/|z—Lg|?+|z—='|?
c Q@szuﬁ+u—fﬂ

_1>'

ar(|z — Ls|? + |z — 2/|2)2
We have then the following lemma:

Lemma 4.1. For alle > 0 and all k,, € R, (41) admits a unique solution pg, in
W2P((—00, Ls) x R?) N W>P((Ls, 00) x R?)
that satisfies (24) in the distribution sense and almost surely.

Proof. First of all, since the potential V is bounded, it follows from Riesz compactness
criterion (see [30, Theorem XIIL.66 pp. 248]) that the operator 7. is compact in LP(R3),
1 < p < co. Moreover, application of the Young inequality show that ug . € L7((0, L) x R?),
1 < ¢ < 0o. The existence and uniqueness of a solution to (41) in LP((0, L) x R?) is then
a consequence of the Fredholm alternative. Remarking further that ug. € LP((—o0, Lg) X
R?) N LP((Lg, ) x R?), the solution 3, belongs to the latter space and satisfies (24) in the
distribution sense. Standard elliptic regularity finally yields 3¢, € W?P((—o0, Lg) x R?) N
W2P((Lg,0) x R?). O

A first consequence of the latter lemma is that the Helmholtz equation is satisfied almost
everywhere for z > Lg and z < Lg. A second consequence is that p;, and 0,p;, both admit
limits as z — qu[. The Helmholtz equation then yields the following jump conditions across
the plane z = Lg,

(LS, k) = (Lg, k) = folw, k) and  0.p5(LE, &) — 0-p5(Lg,5) = 0. (42)

We then use these relations to solve the Helmholtz equation for z < Lg, for z € (Lg,0), and
for z > L. This will allow us to derive boundary conditions at z = 0 and z = L that will lead
to some estimates on p;,. We will need for this some properties of the ., defined in (28),
which follows from some of the principal square root. For a complex number z = u+ v, with
v # 0, the principal square root admits the expression

ﬁz\%(\/vzﬂ—kv?—i—u—kisign(v) \/u2+v2—u). (43)

As a consequence,
Re(Aew(k)) >0, Ve €R? and Im(\.w(k)) < Oyfame, for 1—&?|k|?/k2>0. (44)

For the second inequality above, we used the fact that the square root is of Holder regularity
1/2. We will also need the following expressions, that are consequences of (26)-(27):

g )\E7w(ﬁ)e—ikw)\5,w(n)z/s2 . 52 .

(2. 1) = 5 ) + s =) (45)
and

N Aew(mletberee (/e 2

b2 00) = ; [PEe0m) = s 0P (46)
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Solution for z € (—oo0,Lg) U (Lg,0). Since there are no sources at z = —oo, there are
no right-traveling waves in z < Lg and therefore aZ,(z,x) = 0 for z < Lg. Moreover, since
the medium is homogeneous in (—co,0), the coefficients a,(z, k) and b (z, ) are constant in
(—o0, Lg) U (Lg,0). Using the jump conditions (42), we find

Aelr) |

&Z(L;, K) = %fo(w, ,i)eﬂkw)\s,w(ﬂ)Ls/g' (47)

The coefficient b€, is unknown at this point in (Lg,0). We then eliminate it in the expression

of pf(z, k), which leads after direct manipulations to the following boundary condition at
z =0

ik Ae oK) 2ikiy/ Ao w(K)

0550, %) + =5 TP (0, k) = a(Lin),  YReR:  (48)

Note that we used here the fact that 0,55 (z, k) and pf(z, k) are continuous in z, k a.e.,
according to the regularity of Lemma 4.1.

Solution for z € (L,+00). As in the previous case, there are no sources at z = +00, and
therefore 07 (z,k) = 0 for z > L. Since aZ,(z, k) is constant in (L, +o00) and unknown, we
can eliminate it in the same fashion as above to obtain the following boundary condition at

z=1L:
kw E,wW A
0.05, (L, ) = Z;(“)pzw, k),  VkeRZ (49)

We then use the boundary conditions (48)—(49) to arrive at the following result:
Lemma 4.2. The wavefield p;, satisfies the following estimates:

A~ ~ 045
L B DI Pdn+ [ | Rere (k)15 0. 0) P+ S 55 g ey (50)
< Cllfolw, 722y

2
A N € .
[y OB L)+ [ IO O, 0) P + IVl 2o ez (51
R? R2 ke ’
. ) k2
< CHfO(w’ ')HLQ(RQ) (1 + Oé554> )
55, M zzqety + 150, zaey < Clolw, ) agesy (52

We have moreover .

T 165, (L )l agea) < 5 Lol ey (53)

[\

Proof. We start by multiplying (25) by pg (2, ). Integrating in (z, x) over [0, L] x R?, using
boundary conditions (48)—(49), and taking first the imaginary part leads to

L ReOua DI (L, 0)Pds + [ ReOrew (W) (0,0)
R R

= 2Re ( /R . VAew(R)as (LY, /1)]55,(0,/<a)d/<a> .

Since Re(Aew(k)) > 0 for all k according to (44), we then find

[ Reeutniie 0w Pan <2 ([ el i) ([ o)
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where K is the support in the x variable of fy. Since there are constants Cy, Cs and Cs such
that (the last inequality follows from (44)),

0 < C) < Re(Aew(r)), Mew(k)] < Co,  elbelmOewtls/e® < 0p vy e K,

we deduce from (47) that

/| Oli|d/€<0/ | folw, k) 2dr, (54)

and therefore (50). For the second estimate, we take now the real part, and obtain

62

. Vi 2 0) Pdeda + [ I (0I5 (L )P+ [ | IO () 1550, 1) P
ko J(o,0)xR2 2 R2

ko s / ~E T+ NBE(O o)
=22 oy (1 +e V(f —))\pw(z z)|2dzdz + 2Im (/]1{2 Aew(w)ag, (LY, k)P (0, Ii)dﬁ) .

Using the fact that Im(); ,(k)) > 0, that V' is bounded uniformly in (z,z), expression (47),
estimates (54) and (50), the estimate (51) follows directly. Estimates (52) and (53) are
obtained in a similar manner as (50), we instead multiply (25) by p< (2, k) Az (%) 1. In that
case, we obtain

N N £ m{Ae,wl 2 A
185 (L )12 zez) + 15,0, )2 (rey < [1fo(w, -)el bl mAee LS/ o oy 1950, )| p2 ey

and we conclude using Young’s inequality. This ends the proof. O

Following definitions (45)-(46), it is then direct to estimates a5, and b¢, from Lemma 4.2:

Corollary 4.1. The following estimates are satisfied:

~E 2 X 2 » 2
w ? + bw I d d 5" 55
Jotretcny (R + )tz < e My (59
3
/{| |<Ikwl/e} 620, )Fds < Cll ol )Eaqez): (56)
K wl|/E

Proof. The bound (55) is a consequence of (45)-(46)-(50)-(51) and the relation

(1+y)\w| ) < %(1+aw5+(1+52|m| JE2)).

Vawe < |,

For (56), we use (26) at z = 0, together with (50), along with the fact that v2Re(\c o (k)) >
|Acw (k)| when |k| < kg /e, and the calculation below:

/ b0, )Pz < Gy [ A o()] (1850, 1) + | foleo, 0)2)
{lsl<|kwl/e} {Irl<lkol/e}
< G dkRe(Ae (k) |P5(0, £)% + Coll folw, )| 72 ey
{lrl<lkol/e}
< G3ll fo(w, )72 (e)-
This ends the proof. ]

Let us remark that the absorption term a. is introduced precisely in order to obtain (55),
which allows us to control a, and b5, on (0, L) and not just at z = 0 and z = L. The estimate
is used in the proof of the fact that the coupling with evanescent modes in negligible, see
section 6.
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5 Technical results on iterated integrals

This section is devoted to crucial technical results that will be used throughout the paper.
The following fact is of importance: for f(uq,...,u,) an integrable function, invariant with
respect to any permutation o, that is

f(ula ce 7“71) = f(ucr(l)7 s 7ua(n)>7

we have

1
f(ul,...,un)dul...dun:—'/ flut, ... up)duy ... duy, (57)
An(z) n: J[0.z]"
where A, (z) is the simplex defined by
Ap(z) = {(u1,...,up) €[0,2]", st. 0<u; <wuj_; Vje{2,...,n}}. (58)

The next proposition shows that the random field V' satisfies a long-range property in the z
direction.

Proposition 5.1. For all zg € R and (z,y) € R? x R?, we have

+oo 2
E[V(z + z0,2)V (20,y)] ~ %Ro(av —y) with Cg:= Cﬁ(/ u@(u)e_UZ/Zdu> .

Z—)+OO Z'ﬁ 27T — 00
The correlation function Ry is defined in (13).

The proof of this proposition follows the lines of [25, Lemma 1]. We give its proof below
as a preliminary to the proof of Proposition 5.2 further.

Proof. Let us first note that
B[V (2 + 20, )V (20, 9)] = [Sm(dQ)e_iq'(x_y)E[G(Bﬁ(z +20,9))0(By (20, 9))],

so that we just need to investigate the term E[O(Bg(z + 20, ¢))O(Bg(z0,q))]. The analysis is
based on the Hermite polynomials defined by

with g(u) == (59)

which form an orthogonal basis of L*(R, g(u)du):

(Hy, Hy) = Uy (60)

L2(R,g(u)du)

Decomposing © with respect to this basis, we have

7
Ou) =Y 7 Hiw)  where 0y = (Hi,0) 1 gyau)-
>1

We will also use Mehler’s formula which, for two centered Gaussian random variables such
that E[X?] = E[X2] = 1, yields

E[H;(X1)H,,(X2)] = IE[X 1 X5] 0mm.
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Then, we obtain

B[O (By (= + 20,0))0 By (0,0)] = 3 %E[mwﬁ(z+za,q>>Hm<Bﬁ<zO,q>>]

I,m>1

_Zu R'(q,q)

>1

Moreover, following (8), we have zﬁr%(z) — 0 as z — 400 for [ > 2, and also

;‘ ! ‘ ; l <X @7@>L2(R:Q(U)du) < +00,

for z large enough. As a result, using dominated convergence for series, we obtain
E[O(Bs (2 + 20,0)©(Bs(20,9))] | 901,

which concludes the proof of Proposition 5.1. O

Since the proof of Theorem 3.3 is based on a moment technique, we will be required to
compute moments of the form

ﬁ /An(z) E[]]_ill @(Bg(%,pj))}gog(z, ULy vy Up)dUg - .. dUy,

where n is an even number (otherwise this moment is 0 by symmetry), and ¢, is a bounded
function. The following result is extensively used in the forthcoming sections up to simple
modifications. It provides us with crucial uniform (in £) bounds as well as with an important
convergence result.

Proposition 5.2. For all even number n > 2 and s = 2—$/2, there exists a constant C > 0
such that

n

B[ 11 (8o (" 0,))]du . duwn < O

J=1

1
sup sup 7/
e(0,1) Propn €727 Jio 20

and, for the Cg of Proposition 5.1,

5_>0 en(2— s)/ ]i[ Bf)( ,p]))}gos(z ULy ey )duldun

= lim C’"/Q/ R(pa,pgé Ve, Uty .. up)dug . .. dig,
An(2) oc,B E]-' —u |

where . is a uniformly bounded function in €. Here, the sum runs over the pairings F of
{1,...,n}, and the limit e — 0 is uniform with respect to (p1,...,pn). A pairing over vertices
of {1,...,n} is a partition of this set made of n/2 pairs of couples («, 3), for which o < [
and such that all the elements of {1,...,n} appear in only one of the pairs. Note that the

number of pairings behaves like n™'2, which appears in the estimate above.
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Proof. The proof follows some of the ideas of [34]. For the first result of the proposition,
we decompose O(\,,! ) over the Hermite polynomials (with resulting coefficients ©,,;), and
obtain

IE[‘

J

n

,_.
<
Il

—

- 5 (%) el ()
Note that we introduce the factor

(n —2)1/2

in order to force the convergence of a series, as will be explicit further. This is a key point
of the proof. We want to use now [34, Lemma 3.2], which states that for n > 2, and a
(X1,...,X,) mean zero Gaussian vector such that

EX7]=1 and [E[X;X][<1 V(1) e{l,...,n}*> with j#I,

we have

L1,
2q (q|) Z Tiljl 7AZ'2J‘2 e riqjq
' I(llr-wln)

if Lh+-4+l,=2¢qand 0<1y,...,l,<gq
0 otherwise

E| ﬁ Hy,(X;)] = (61)
j=1

where Tij = ]E[XlX]], and

Il ln) = {(i1, 51, -5 igy dg) € {1, ., n}29, st ig#js VBe€{l,...,q¢}
and all index 7€ {1,...,n} appears [, times}.

Above such a Gaussian vector is said to be standard. Nevertheless, because of the factor
An we cannot apply (61) directly, we first have to make use of the following multiplication
theorem [15]:
l [1/2] - Il
Hy(A\u) = A 1- XN H_ .
) ",ZB( S aamyr -()

Specializing (61) to our case, we find

E[jﬁlej%j (Bﬁ(%’pﬂ'»}

l~1'l~n' d uiﬁ—ujﬂ A
Toagl Z H Tﬁ(f)R(Piijﬁ)
— C I(leln) B ~ N -
it h+--+1l,=2¢and 0<1q,...,0, <q with [;:=1; —2kj,
0 otherwise.

Let us remark that all the indices [ are odd since © is assumed to be odd (©,,; = 0 for [
even). Hence, l; =1; —2k; > 1 for all j =1,...,n, so that ¢ > n/2. Consider now the term

Agm = /
! 0,2]"

du1 c. dun

a s\
Il s (7%" . u]m)R(mm,pjm)
m=1
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We deduce from the definition of I(l}, . ,Zn) that each of the uy,...,u, appear at least
once in the product above. Keeping n/2 of them for integrating rg, and bounding rg by
sup,, |[rg(u)| = 1 for the others, and using the fact that rq(u) is even, we find

q—n/2
Agn < (22)2 (sup |T'fJ(U)|) (su}? |R(p1, po)| (/ ‘ry) ‘du) . (62)
u 1,P2
—_———
<1
We now need to estimate the cardinal of I(l1,...,I,). For this, we use again (61) with
X =---=X, =X where X ~N(0,1), and find, with now ;,,;,, = 1, together with (62),

[H Hi,or, (Bo (.93 ) || desr ... du,

T4 (E) ‘du) n/2 EH ]li[l Hy, ok, (X)H .

Juar

e

Moreover, we have

B[ 1T #, (0[] < [T - 1772, (63

Jj=1 J=1

according to [34, Lemma 3.1], which yields

];@] {Ilfﬁ (A Bﬁ( Jh))]du1“.dun

z n/2 n AL
<Cc" (/ re (2 du) nJ
0 ﬁ(s)‘ ll[b/ﬂ'
O S (L e T
j=l,.;n  j=1 2kikyly (1 — 2Kk;)!

k;=0,...[1;/2]

After standard computations, we find for /; odd,

V(G =2k > 2l Ak (1 72] — k), and (n— )82k < /2 (n — 1)lla/2=k

and then, with the binomial theorem,

/2]
i (n _ 1)lj/27k:j ()\;2 _ 1)k:] [ZJ/Q]'
k;=0 ijkj! (lj — 2k‘])'
w12 L 15/
< 2y L6/
= 5w/ Z n YO 1) k(L2 — k)l
nl/2

(n+ ;2 —2)lL/2,

oll; /2]
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Hence, using again that all the indices /; are odds, we obtain

o ELTTO(E(203) o
<wrer([[la(: ’d“) DS [1/2””;21 nt At - 2)bl
1

lg>1
pell...n)
()\ n1/2 nom (/ ‘7’5 ‘du) Z ’@n21+1’
>0

Now, let us consider

Z|®nzz+1| (Mji N Z ) |®n2l+1|

>0 =[nM]
— [+ 11,

where M is independent of n and will be specified later. In what follows, we just work with
I > 1 since the bound is direct for [ = 0 . For the first term, we perform an integration by
parts in ©,, 941 using definition (59), and obtain

Onart = X (-1 [ 0D g™ (w) = X161,
and according to (60), we have
19n.2011] < A HIOW (W) 22k g (gt | Hot | 22 (R g (i) < A sup 10 (u)[4/(20)".

As a result, using that (21)! < 2%(1!)2 we obtain

[nM]-1
<01+ Con'? 3 2b <0y +nl/20mM,
=1

For the second term I1, we have after 2[ integration by parts,
Onait = A2 (1)1 [OFI0 u)g D (w)du

and therefore, according to (9), using that I! > e(l/e)’,

On
3 | ;’“‘<C 3 d<c Y (f) (eC2)L.

I>nM)] I>nM)] ! I>[nM)]

—2l

Then, setting M > eC%, we have I1 < C. Hence,

fEl H 08 (%)) s dun < 20 ([ g (%)

We finally conclude by estimating the term involving rg: following (8), there exists z. such
that for all z > 2., we have |rg(2)| < C|z|™, and therefore, for all z > z,

/

n/2

Bz (o2 [ o) s o

€Ze
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with s =2 — §/2.
For the second result of the proposition, we decompose © itself over the Hermite polyno-
mials to obtain

E[j]f[l@(z?ﬁ(zf,pj))]zal?n (]ﬁl ) [f[ (Ba(Zomi))]

=01>" I ro(=—"L2)Rparps) + Bi(un, .., un),

F (a,B)eF c
with
oo =32 (1% el fl 2]
3=18;(l1,esln) Jlj J=1
and

Si(l, ..., lp)={ly=1for k<j; 1;€{2,...,n}, lxe{l,...,n}for k> j}.

According to (61), R, can be recast as

AT z > % TL(P5) =TT A=)

1g>n/2+1 Sj (U seln) M= 1 m=1

where S; (I, ..., 1) = S;(l1,... 1) N {ly +--- + 1, = 2¢}. Let us emphasize the fact that
q > n/2 + 1 since there is at least one index [; greater than 2 and n is even. This is what
will allow us to gain some extra powers of € to obtain the convergence to the leading term.
We need to estimate for this the term A,,, for ¢ > n/2+ 1 in the same way as before. Since
rg and R are bounded by one, we directly find, for all (01,712 0g: Jg) € L(l1, ..., 1n),

oy n/2+1 W — U
/ H |7ﬂf} )R(pzmapjm |du1 duy, < / H |7“5§(Zm7jm) |d’LL1 v dUy,
[O Z] [(] z]” 9
where (i},71, ... ’Z.;L/2+17j7/1/2+1) repeat j twice. Since n/2 + 1 is odd, only one other index,

denoted by j', appears twice. In that context, two cases are possible. In the first case, we
have a term of the form r%((uj — ujr)/e) (if any there is only one), and

Ce?? it 9 e(0,1/2),

/du]/ dujzrﬁ(uj uj')g Clelog(1l/e) if $H=1/2,
Cre it §e(1/2,1).

Using then (64),

n/2+1

il n/2—1
/[ , H |1"55 e J’")|du1 dun—</ du/ dv[m )|dudv>
0,z

/du/ dv 7‘5:) dudv

< CeM/2HN1-9) log(l/s).

If we are not in the first case, we have a term of the form rg((u; — ujy)/e)ra((u; — ug)/e),
k # j'. Using then the Cauchy-Schwarz’ inequality with respect to u;, a change of variable,
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the fact that rg is even, and again (64) leads to

n/2+1

n/2—1
/ [] ]7“55 ]du1 dup, < C (/ du/ dv|r,~j )|dudv>
0,z]™

m=1
2z
du 12 “>
X 0 urf) (5
< CeM/2eN1=9) 160(1 /¢).

As a result, bounding the cardinal of I(ly,...,[,) in the same way as before, we obtain

-/[Oz} sub ‘ [HHlm B—"J( 7pm Hdul . du,

5 ™ Pl,.-,Pn

< comit gty 1] 1, ()|

and therefore, using (63),

=
—_— su
gn(2-s) [o,z}npl,..gan

e IED S SIS HW

§=1q>n/241 5, (11, ln) M=1

E{R;(ul, e un)} ‘dul ooduy,

: el -1\
< M= 10g(1 /)nC™ 18d(n =17 :
2

According to (9), we have
@ =| [ 0V (wg(u)du| < .

so that the sum above is finite, and which shows that for n fixed, the error term R;, converges
to zero as € — 0. It remains to treat the leading term. For this, we write

1 Uo — UG
; 5n(2—s) /An(z) (a,l,é’_)[ef‘rﬁ< £ ) |

(n—1)!!
< n! 62(2_8)

EYJ

Uy ...du
—U,Blﬁ’ b

u—v e9cq

)

]

T4 “Tuc v|’3‘ udv
where (n — 1)!! = n!/(2"2(n/2)!) is the number of pairings of {1,...,n}. According to (8),
for any 7 > 0 and 2, such that z > z., we have |rg(z) — cg|2z| ™| < neglz| ™2, and as a result,

— )
u v i Cﬁﬁ ‘dudv < ncﬁ/ lu — v| ™V dudv
‘U - U‘ |lu—v|>eze

+ 5/ re(u — v)dudv
lu—v|<zq

-l-c;,/ lu — v| P dudv,
lu—v|<ezq

This finally yields, for all n > 0,

u — v
_ |9
2%523 5 T'fj |u—v[ﬁ‘dUdv <7705/ / |lu — v| ™ dudv.
The proof of the proposition is complete. O
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6 Proof of Proposition 3.1

Let ¢ = (¢1,¢2) € C(R?) x C§°(R?) be a test function such that supp(¢) C B(0,74). In
order to control the transition between propagative and evanescent modes, we introduce the
following integer

ne = inf (n >0 st {Qne@). st 1< elQn|?/k2Y # @)
where QF _ is the set

Qoe={Qn=r—q——qn st (Kq,...,q2) € B(0,74) x S5 (x)}.
Above, S (k) is defined by

Sho():={(a1,--,q2) €™ st |Qi < |kul/e VI {1,...,n}}. (65)
Let us remark that with this definition, we have, for all € < g,
ne > i(M—r ) and Mew(Qn)| >n:=v1—¢g (66)
TS \/g 9 )

for all @y, € QF . with n < n.. The integer n. measures the number of iterations it takes for
the momentum @Q,, to be at least of order 1/,/e. Note that this order is arbitrary, any order
of the form €%, @ > 0 would work just fine. Integrating then (29) in z and iterating n. — 1
times this relation, we obtain

s ne—1 n

ANE

ein
+ d (ne)/ d (ne) 7 H‘i Qi1 (:li)(unstnE)
/Am(z) W o )L Q-1,29) b, (tn,, Qn.)

w,s(n) j=1
= I°(z,Kk) + J°(2, k),

where HZ and A,(z) are defined by (30) and (58), m(dq™) := m(dqy)...m(dg,), and
Qj:=k—q — - -—qj, and Qo := K, . Let us point out the important fact that iterations
are stopped before evanescent modes appear in the series (that is before the second term
in the r.h.s of (29) enters the expansion), and this gives rise to only the two terms I°(z, k)
and J¢(z,k). The first one is the driving term, and the second one is a reminder. The
latter will be shown to be negligible, the main argument being that it is essentially of order
1/n.! after integration over the simplex A, _(z). Writing a complete series expansion, i.e.
choosing n. = +oo (which then sets J¢ to zero), requires to handle the transition propagative-
evanescent modes which is more difficult than treating the reminder J¢. Note also that in
Proposition 3.1, we are only interested in the convergence of a<,(z, &) and b, (z, k) for  in the
support of ¢, and we can therefore only consider the above equation for |k| < |ky|/e. Thus,
we set I°(z,k) = J%(z,k) = 0 for |k| > |ky|/e. We then have the following two lemmas,
whose proofs are postponed to the end of the section.

Lemma 6.1. For all z € [0, L], we have, for all pu > 0,

iK%P(K’]a(z),¢>L2(R2)XL2(R2)’ > M) = 0.

This first lemma shows that J¢ gives a negligible contribution, and therefore that I¢ is
the leading term. In the second lemma below, we introduce an auxiliary process I¢ that
approximates I by letting the absorption a. vanish in the complex exponentials and by
replacing the A, ., in the denominator by one.
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Lemma 6.2. For all z € [0, L], we have, for all y > 0

gi_%P(KIE(Z) - IE(Z)7¢>L2(R2)XL2(R2)| > M) =0,

where
TLs—l n AE (O Qn)
u ) ) Pt )
-2 Lo /3,5(> ) ILHS s Q1. @) [b&(o,czm]
where HE is defined by (34), and I¥(z, k) = 0 for |k| > |k|/e.
Now, with the notation
AE (2, k) .
€ = AUJ Y L€ — f » ,
Lf(z, k) lBi(%H)] with (z,6) =0 for |k|> |ko|/e
we have
ag,(z) i5,(2)
P(( [65,@)] llfz(z) ) e~ )
< P(|<IE(Z) - fe(z)v¢>L2(R2 x L2 R2)| > ,u/S)

+ P(|<IN6(Z) - LE( ) ¢>L2(R2)><L2 R2) | > /L/3) +P(|<J6 ¢>L2(R2 x L2(R2) | > U/S)
and owing Lemmas 6.1 and 6.2, it just remains to prove that, Vu' > 0,
;I_%P(KIE(Z) — L*(2), ¢>L2(R2)><L2(R2)’ > p') =0. (67)

This follows from the calculation below. After straightforward algebra and the change of
variable kK = kK +q1 + - - - + gn, We have

(I5(2) ~ L(2), 8) o epoguny = 0

n>ne

lai,((»

&
”>L2(R2)xL2(R2)’

0)
o)’
where Qj =k +¢qn+--+qjq1, and

5;}75(/4)::{(ql,...,qn)esn st Q] < |kol/e, vz€{1,...,n}}.

We need now to bound R:. For this, the following estimate, which is a consequence of the
first result of Proposition 5.2, will be used several times in the course of the proof of the
proposition:

1

= du®|E
q; ,95

Since Qo € supp(¢), the support of R is included in K, = {|x/| < nrs + 74}, and then,
according to (57),

where R: (k') = 0 for |&'| > |k,|/e, and is given by, for |s/| < |ko|/e,

Be (Y () ) T #1(Q
R; (k) : /An(z) du /Sgﬂg(n’)m dq 1;[ u],Q] LQJ) Lf)Q(Q

The

) V(2L ge) ]l < (1P0P (68)

E 1B canrzan] < CEIm(S)P] Knl (sup 16;(0)])* Toe/ ()’
ieRQ
(nl/QC)Zn )
= gy s tre)
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Using finally (47) and estimate (56) in order to bound a,(0) and bg,(0), as well as the Markov’
and Cauchy-Schwarz’ inequalities, we find,

P(|<I~E(Z)_L8(Z) ¢>L2(R2)><L2 R2) | > ,u’)

oMol ”“ LIORS U S (B IR ey 2] )

n>ne
n

< Z ﬁ(nr‘g +rg),

n>ne

which concludes the proof of Proposition 3.1. We end this section with the proofs of Lemmas
6.1 and 6.2.

Proof of Lemma 6.1. The proof is very similar to the one above, and we only detail the
differences. The main ingredient is the fact that J. is proportional to 1/n.! after integration.
After the change of variable kK — k + ¢1 + - - - + ¢, wWe have

ac,(un,. )

€ _ ? 7
<J (Z)’¢>L2(R2)><L2(R2) _/O dun5< [bg( )] ’Hns(un5)>L2(R2)xL2(R2)

with H,, (un, x') = 0 for |s/| > |ky|/e, and for |k/| < |k, /e,

- N (n—1) NTT e A A | 91(Qo)
Hn(uny"ﬁ) ’ /An(z,un) du /71 (k") (dq )HHW(UJ7Q]_1’Q]) [¢2(Q0)1 .

Here, Qj is as before, and
An(zyun) = {(ur, .. sup—1) €0,2]" 7, st wjyr <wuj Vie{l,...,n—1}}

As a result, using the Cauchy-Schwarz’ inequality, (68) with n = n. — 1, as well as estimate
(55), we find

. E(S 2)Cn5 1 . 1/2
B[(7°(2), ) aqaayusnen] < e [(/ ey S ) ) >) ]

8(s 2)-2

< —7———C"=.
o/t (ne —1)!

According to the bound from below for n. given in (66), and the fact that n! > Cn*+1/2e="
we find

g5 L Cer o(8+1/2-25—n./2) log(ne)
a2/t (ne — 1)1 a2/t
This concludes the proof of the lemma. O

Proof of Lemma 6.2. The proof simply consists in sending the absorption a. to zero and
using the fact that £2|Qn|?/k% — 0 as ¢ — 0 for n < n.. Let us for this introduce, for
1€{0,...,n},

folewyi= [ [ mida)

. n ac,(0,Qn
1;[ ’LLJaQJ 1>Qj)j:1;£1 (uJ’QJ 17Q]) [gggoagn))]’
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so that

ne—1n—1

If(z,K) — I (2, K) Z Z (Iln Z,K) I~l€+17n(z,ﬂ)).

n=1 =0
After the usual change of variable Kk — k + ¢ + - - - + ¢, we have

: e az,(0)
(i) = Tr nl2): B oy ey = 83(0)] Tin) paryesniaey
with If (k) = 0 for [r'| > |ky|/e, and for |K'] < [ky|/e,
I
) = [ aa® [ m(da®™) ] A5, Qi1 Q)
b An(2) 5201 ]Hl P
€ N A _ 1€ N A - @bl(QO)
X [Hw(ulJrlleanJrl) Hw(ul+17Qlan+l)] H (ujaQ] 17Qj) qb (Q )
=142 0

where Qj =K' 4+¢gn+---+¢j+1. Now, we deduce from (43) and the fact that the square root
is of Holder regularity 1/2, that for all |q| < |kw]|/e,

1 1
[Re(ew(@)) = Xow (@) < 5 (/L= 2lal?/R2)2 + a2 . = (1= 2lal*/K2)) < Jowe.  (69)
With (69), (44), the definition of n. and (66), we then find, for [ < n.,

)‘g,w(QZ) - Aa,w(@l) )‘g,w(Ql) -1 Caé,/f C\[

A (QONL () N () 2 Ty T

1 1| <
)\a,w(Ql)

and
eikw(As,u(Ql)—ks,w(QNz—ﬂuz/EZ _ ei(’\g,w(Ql)_Ag,w(Ql—l))ul/(ka)

_ eikw()\e,w(Ql)_A;w(Ql)_()\s,w(Ql—l)_)‘;w(Ql—l)))ul/a2 _ 1’

<Cle
+ ’e—kwjm()\a,w(Ql)_)\s,w(Ql—l))ul/EQ _ ]_’

ik (Re(Ae.w(Q1) = AL 4, (@)~ (Re(Aew (Qu-1)) = AL o (Q1—1)))ur /e _ 1‘

< Call?.

The rest of the proof is now classical and follows from the same techniques as (67): we first
apply (68) to obtain

E (IGalacr 2] < (02 +0e) CEmI(S)] Kl (310 [65(0))? T/ (nl)? 201
ieRb
(’73 + az—:)02n

n!

and then use (47) and estimate (56) in order to bound ag,(0) and b%,(0), as well as the Markov’
and Cauchy-Schwarz’ inequalities to arrive at

P([(I°(2) — I* (=), O 22y L2(m2y| > 1)

< (nrs + 7‘¢)2.

na 1n—1 ) 1/2
<X (B [ 1320,y 20 )
n=1 1=0
< Qe z_: —n(nrg +ry)
H n=1 \/T?
This concludes the proof. O
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7 Proof of Proposition 3.2

The proof is based on iteration techniques. We only prove the second point of the proposition
since it is the most interesting one and the first point follows from similar calculations. We
start by writing Pz’za as an infinite series obtained by iterating (36), that is

P (z8) = D T (2,k),  with  TD%(z, k) = ¢, (k), (70)
n>0

where, for n > 1,
Ty = [ au® [ m(da®)HS (0 q)65(Qu),
An(2) S5, (k) h

and

Hi;( H w(uy, Qj-1,Q;).

Here, S (k) is defined by (65), HE by (34), and H, ;; denotes the (1,1) entry of the
matrix H,. As we will see, the leading term in 7. is the one obtained by the product
of the diagonal elements of the matrices HS (uj, Qj—1,Q;). Any other term involving an off
diagonal component introduces an oscillatory integral leading to a vanishing limit as ¢ — 0.
This will be proved further. The leading term is therefore

Xo(z, k) = Z X5z, k), Xg’a(z, k) = ¢, (K), (71)
n>0
where, for n > 1,
iky \™ - G (um g™
X (2, k) 1= (o / du™ wj e, q;) )G a N ge (.
(=) An(2) Spat) (]1;[1 i/5:0))¢
(72)
with .
GE(u™, q™) = —‘;Z — A w(@j-1))u;

Before getting to the core of the proof, we present some technical results that show that the
two series above are well-defined, and that expectation and limits can be taken term by term.

Lemma 7.1. The series (70) is well-defined, and we have, for all ¢ € L*(R?),

400
E [<’Pa’265 ( ) ¢>L2(R2)} = E[ ;) <7;"=6(z L2 R2 Z E [ >L2(R2)}
and .
;E}HOE [<P JPE, (), ¢>L2(R2)} -~ ;l_)Hé]EK T ( ¢>L2(R2 ]

Similar properties hold for (71).

Proof. We only consider (70), and just need to show that

> sup (E (|72 sy ) < oo

n>1 56(0,1)
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This follows from a direct adaptation of the estimate on be in the proof of (67) in Proposition
3.1, which yields

. 9 CQn )
E[Hnn’ (Z)HLQ(]Rz)] < W(nr‘g—krﬁ)) ,

where 7 i is such that suppfo C B (0,7 fo)' This concludes the proof. O

Owing Lemma 7.1, it is not difficult to show that X is the unique solution to (38) such
that

E [HXf)(Z)Hi?(RQ)} < CHfO(w? )”%Q(RQ)

We now proceed to the proof itself and write

PLE(208) = X5(20) = > T2, k),

n>1
where
7;”’5(27/43) = Z / du(n)/ H wlm lylm um,Qm 1’Qm)¢w(Qn)
(ydn1)ELy T A (2) & ('i) =l

=" = (1y,.. ., 1,1) € {1,277, st Tmee{2,...,n—1}

73
with lpy =1 and ly,—1 = 2}. (73)

The set £,, is such that there is at least one contribution of the off-diagonal of HZ. Following
Lemma 7.1, we can study the series above term by term, and in particular,

. ae . Zn, 1/2
lim B[P55 () — X2 ] < 0 I BLIT2(2) | 2aqee)

n>1
where, using the second point of Proposition 5.2,
. 7 2
HmE [|172°(2) 32 a2

ke, O 2n . . o
(T ficmennyy ® o Bl (e e Q.o Q)

X > S 1m0 05 0 a8 TI R(gasgp)-

(1,15 l1,n—1)ELR F2,n (a,8)€F2,n
(l2,17---7l2,n71)6£n

We will show that the limit is actually zero. Above, r i is as in the proof of Lemma 7.1 and

the second sum is taken over all the pairings Fa,, of {1,2} x {1,...,n}, and ¢ is defined by
(37). Here, we have introduced the notations

(lgn),lgn), q§n), qén)) = lim dugn) / dugn)
An(2) An(2)

e—0
11

8l5a,<071),la (Oé(l), Ua, Qa7(0,1)7 Qa)gliﬁf((),l)vlﬁ (/8(1)7 ug, Q/Bf(o,l)a Qﬁ)
(a)IB)€f2,TL

|[Ua — “ﬁ’ﬁ
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with

(e Ol DO it (1) = (1,1)
—ikw(Ae,w(@)+Ae,w(p))u/e? if i _

€ o € it (4,01) =(1,2)

E(Lu,p,q) = e Qen@ s i (5 1) = (2.1)

et e @A)/ i (1) = (2,2),

and &5 1(2 u,p,q) = 5;7[(1, u,p,q). Now, let us consider a pairing F3 , and 1§") € L,. Using

the notatlon of (73), take also a couple (g, fp) such that ap(1l) = 1 and ag(2) = my for
instance. The other cases follow exactly the same lines and are omitted. Using the following

relation i (u—v)
B B e’L’/’ U—7v
‘U—’U‘ ) = Cf_) 7|T’1*~6 dT,

where ég :=T'(2H — 1) sin(rH) /7 with H = (2—$)/2, we single out the pairing (g, 5p) and
obtain

(n) 4(n) _(n) _ - (m) %
Ir,, 1" 10" a1, a5 = & iﬂ%/yﬂl f)/ i /An(z)du2
o H 6l5a7(0,1)7la( ( )7 Uqy Qa—(071 )s Qa)glii’—(o,l)vlﬂ (5(1)7 ug, Qﬂ_(0,1)7 Qﬁ)

(.B)EF2n [ta —vgl?
(a,8)#(0,B0)

% eiTuag (c/’lao 0.0 day (ao(l), Uqy anf(O,l)a an)

X e~ s 51,30—(0,1)71% (Bo(1), usy, @gy—(0,1), Qo )-

Integrating by parts (with respect to the variable ) the function "o (T+k”(’\5’“’(QD‘O)+)‘E’“(QO‘O*(OJ)))/EQ),

with antiderivative
eitag (r+kw (e w(Qag)+Ae,w(Qag—(0,1)))/€%) _ 1

(1 + ko (Aew(Qag) + )‘s,w(an—(O,l)))/*:Z)’

we find, using dominated convergence,

115, (17,157 g™, o)

<Ci / dullV / du" [t — |
Bua(z) O e (a,ﬁgfz,n ’

(e,B)#(@0,80)

Uag—(0, 1)("'+kw()‘a w(an)“‘)‘E w(an (0, 1)))/5 ) _
X lim/
e—=0 ‘ 5w(Qa0)+)\SUJ(Qa0 (0,1) ))/52 “Tyl -9
+ 02/ du (n) / duf” [ue — ug|™®
Buae) O [y, ) T <a,ﬁgf2 ’

(c,8)#(@0-+(0,1),0)
/‘ 74“040 T""kw Ae w(QCzo)""AE w(QaO (0, 1)))/E )

T+k aw an)+)\aw(Qag (0,1) ))/52 ‘|T’1 -9

x lim
e—0

(n)

with uyy == (W11, -+ Wme—15 U1,mo+1s - - - » U1,n), and where A,_1(z) is the same simplex as
(n)

(58) with now n — 1 elements. Let us remark that we are working here with fixed q; ’ and

qén), so that
gl—rf(l) )‘E,w(an) + )‘E,W(an—(oal)) =2

Therefore, together with the Markov inequality and dominated convergence, the following
lemma concludes the proof of Proposition 3.2.
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Lemma 7.2. For all a # 0 and u # 0, we have

wu(r—a/es) _
lim/ le 1|dr:0.
M) = afe T

Proof. Let > 0 and n > 0 be small parameters, and let us decompose the integral into
three parts as follows:

|€iu(7‘—a/55) _ 1| |6iu(r—a/as) _ 1‘

dr = / +/ +/ dr.
| —a/es||r[\=® ( r—a/es|>n/es  In<ir—a/es|<p/es Ir—a/85\<n) [r —a/es||r|'=®

We treat the last integral first and make the change of variable » — r + a/£°r to obtain

’eiu(rfa/ss) _ 1’ ’eiur _ 1‘
/ p l_f)dr = / P dr
r—a/es|<n | — a/e%||r| irl<n [7]lr + a/e]

< |l Ll
rl<n |7+ a/es|t=D
rl<n la] —esn[t=0
< 0519,

For the second integral, we have, with the change of variable r — r/e?,

iu(r—a/e®) _ | iu(e’r—a)/e® _ q
[ e TP e -1,
n<|r—a/e’|<p/es [r —a/es||r|t = esn<|esr—al<p le*r — al|r|

< e*1=9) / dr
N (‘a| - 6877)1753 esn<|r—al<p |T - a|
< Ce*17 9 Jog(1/e).

For the last term, we find, after the change of variable r — r /e,

/ ‘eiu(r—a/ss) _ 1| J S(1-5) / ’eiu(r—a)/ss _ 1‘d
r=c r
[r—a/es|>p/es [T — a/es|[r[1=9 r—al>p [r —al[r['=9

< 58(1_5)/ dr ,
B fr—a|>p |7 — al|r[1=9

which concludes the proof of Lemma 7.2. O

8 Proof of Proposition 3.3

The proof is split into two steps. We start by constructing solutions to the fractional It6-
Schrodinger equation (39) in the Fourier form. We prove the announced pathwise regularity
in W2 (0,L) and in C2-9(0, L), and show that, up to a phase shift, the obtained solution
is the Fourier transform of the solution in the sense of Definition 1.1. The second step is
to prove the convergence of the process X;. We will show for this the convergence of the
moments of & and use a regularized process.

8.1 Existence theory for the fractional It6-Schréodinger equation (39)

As explained in the outline, we construct solutions via a regularization procedure. The
solutions will be written in terms of Duhamel expansions, since, as in the proof of Proposition
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3.2, it will enough to check the term by term convergence to obtain the convergence of the
whole series. We then introduce the process Xf, defined formally as

X (zm) = (k) + > XM (2, 8), (74)
n>1
where
X = )" [ au® [ (a0 (Qn)
An(z) n
(n) n eir‘mum (75)
d " T . g_1/9 d my m)s
X/(A,A)n r Tr:!_zll ]rm|H_1/2w( Tm, q )
with
n n 1
Ga(u®™,q™) = =5 (IQmI2 Q). (76)

Here, we use the same notation as in Section 7. Moreover, (w(dr,q))qes is the family
of complex Gaussian random measures, independent of m(dg), defined by (23), such that
w*(du, q1) = w(—du, q), and with covariance function

CyI'(2H — 1) sin(mH)

™

E[w(du, q1)w* (dv, g2)] = R(ql, q2)0(u — v)dudv.

We introduce as well the regularized standard fractional Brownian field Bﬁ, and its k—th
derivative b;_l[’k = 0FBf (b)) = bg’l), forqge S,

|H 2H -1)
u q /A ’I,'I"|T’H 1/2 (d’r7 q)7
Ak: l 2H _ 1 k 1 'Lru
U q / |T‘H 1/2 (d?", Q)

Note that bfl’k is well-defined since

{/ du/ |m|(dq) |bAk(u q)|2] <CE [/ \m|(dq)R(q, q }/ du/AA ’Tf:HQCfT < Cy. (77)

We will use the notation B}, = By, with By defined by (16). Let finally

L)z s= ik [ mida) [ due NI, ) B (1 0),
S 0

for A € [1,400], whenever it is well-defined, and let us remind the reader about the following
notation

Arvy . L
Aa(Bir(q)) = mogi‘;%L’D “[Bitl- (s, q)].
When A < +o0, we wrote Z# in terms of the fractional integral defined in (19). Since Bi
has smooth trajectories, it follows from [36, Theorem 2.4] that the fractional integral is equal
to the usual Lebesgue integral.

Our goals are then to show that (Xj‘) A>1 forms a Cauchy sequence in the appropriate
metric space, and to show that the limit satisfies (39). We start by addressing the path
regularity of X%, and by characterizing it as a mild solution to a regularized fractional Ito-
Schrédinger equatlon.
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Proposition 8.1. The series X' defined by (74) converges in (f'go((), L), and we have
XAz, k) = o2 (k) + ikwaH/ m(dq)/ e_i(‘”_ﬂ?_l”'z)“/(%“)Xf(u, k—q)dBa(u,q), (78)
S 0

with 0% = Cs/(H(2H — 1)). Moreover, the trajectories of X2 belong to C2(0, L), and for
all z >0,

1.
X2 ()| L2 ey = 1 (0)]| p2(rey = ino(Wv 22 (79)

The path regularity of X*' will be useful to justify future calculations. The proposition is
proved in Section 8.1.1. The next step is to recover the mild formulation of (5) in the Fourier
domain by passing to the limit A — 400 in (78). We need for this uniform estimates in A.
They are consequences of next two technical lemmas that follow the ideas of [28]. The first
one (Lemma 8.1) is based on the Garsia-Rademich-Rumsey inequality [16] below:

Garsia-Rademich-Rumsey inequality: Let p > 1 and @ > 1/p. Then, there exists a
constant Cs 5 > 0 such that, for any continuous function f on [0, L], we have

L p
F(t) = F(s)IP < Caplt — \// ) = FO 5

|u — v|0‘1”+1
for all (¢,s) € [0, L], and with the convention 0/0 = 0.

Owing the inequality above, the increments (in time) of Bi}(t,q) can be estimated as
follows:

Lemma 8.1. Let 0 € (0,H) and A € [1,400]. There exist positive random variables
(Z54(q))qes, such that for all g € S,

|Bii(t,a) — Bii(s,0)| < Zg'(a)]t — s
with probability one, and for all p > 1,

sup sup E[| Zg' (¢)[”] < +oc.
A>1qgeS

Therefore, the trajectories of B belong to CE=0(0, L) for all 6 € (0, H), and we also have

sup sup E| A% (B4 (q))] < +o0,
A>1qgeS

fora e (1—H,1/2), and all p > 1.

The second lemma we need consists in adapting [28, Proposition 4.1] to our context, and
provides us with estimates on Z4(1)).

Lemma 8.2. Let A€ [1,+o00], k>0, a € (1—-H,1/2), and ¢ € W,?+2(0,L). We have the
following relations:

1. Forall0 <s<t<L,
IZ4 () () = T () (5) 194, < Kl,a,k/ m|(dg)Ao(Bir(q))

X/stdr[ré‘(1+7“8)|7/)(7")”7{k+2 Hw( HHk +/ dy H¢ (y)”’Hk:|

= o=y
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2. For allt € [0, L],

A
IZ4 W) s + / EAO =L < 16y ) o (B )
/ ar(( 2a+r—a>[||w< s+ 100, + [ a0

3. The following estimate holds:

IZ4 (@) -, < K3,a,k/ m|(dg) Aa(Bip(@) [|¥ ok + sup [19(r)[1#4,.,) -
S rel0,L]

Here, (Kj7a,k)je{17273} are non random positive constants.

Note that there is a loss of regularity in the ¢ variable since estimates on IA(w) in Hy,
require ¢ € Hpg4o. This is due to the the lack of regularizing effects of the Schrodinger
semigroup: regularity in time has to be exchanged for some regularity in space. The proofs
of the last two lemmas are offered below.

Proof of Lemma 8.1. Let 6 € (0, H) and p > 1 such that p/f € N*. According to Lemma 8.1
with & = H — /2 and p = 2/6, we have for all 0 < s <t < L,

1B ) = B

‘BH(t q) — BH(S Q| < |t— ’H OC / / |u—v|2§[1/97 dudv

=23 (q)

where C is a deterministic constant. Moreover,

L E[|Bf(u,q) — B (v, q)|*/"] 0/2
E[|Z§'(g)]P] < cPLP~V? / / ]u—v\ﬂg’/e dudv} ,

thanks to the Jensen’s and Holder’s inequalities. Using that B (u,q) — B (v, q) is a Gaussian
random variable, we find

E(|Bfi(u,q) = Bii(v,q)"’] < CyoEl| Bii(u, ) — Bi (v, q) ]’

A ‘eir(u—v) _ 1|2 p/o . 0
< Gp,e{/_A W—Hﬂdr] R¥(q,q)

< Cpolu— w00,

This gives the first point of the lemma. Now, since

A _ pA s
D}~ [BAli- (5.0)] < F(la)[’BH<t<7tq1 sffi( a)|
/ !BA BA<s 0y

we have, following the same lines as above, with now using a 6 (0, H 4+ « — 1) such that
p/0 € N*,

~ A

E[A%(Bi(9))] < C, 5,25 ()] < C\ g, B7(q,9),

which concludes the proof of the lemma. O
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Proof of Lemma 8.2. According to the first item of [28, Proposition 4.1] and the fact that

L ei(\'f\Z*W*Q\Q)(T*y)‘ L 11— ei(\ﬂ|2*|'f*61|2)y/(2kw)‘
/s dy (r — y)ott = /0 dy yotl

1 [(Ldy
< (I = k= aPl g [
w
< Clql|2K — 4l

we have

T @O-TA )G e, < o [ Iml(@Aa(BA@) [ dr[Crsliz- —aivtr, =l
[(r, - — @)l [9(r, - —a) =¥, — Dl
n (T_S LuTSN / dy Yy q)||lH }

(r —y)ott

i

which gives the first point of the lemma after the change of variable kK — x + ¢ and basic
computations. The second point follows closely the proof of the first item of [28, Proposition
4.1]. The last point is a direct consequence of the first one. In fact, taking s = 0 in the first
relation yields

T < Cras 10 Ol + s [0+ [ sbe )

t€[0,L]
and also

IZA@) () = TA@)(5)
< Cai(t =)' 510 [00lhnua + 510 [I0O] [ W V)l ]

te[0,L 5) 1

This concludes the proof of the lemma. O

Now, using the previous two technical lemmas, we have the following proposition, proved
in Section 8.1.2.

Proposition 8.2. Let 0 € (0, H — 1/2). The family (X\)a>1 converges in probability as
A — 400 in 65*9(0, L), to a limit denoted by X,,, which is the unique pathwise solution to

X, (2, k) = ¢2 (k) + ik:wo'H/ m(dq)/ e_i(‘”_Q|2_|“|2)“/(2k“)Xw(u, Kk —q)dBg(u,q). (80)
S 0

A corollary (proved in Section 8.1.3) of this convergence result is the following.

Corollary 8.1. The process defined by VA (2, k) = e_z|”|2'z/(2kw)XA(z K) converges in prob-
ability as A — +oo in CE=0(0,L) to W, (z,k) = e iIil*2/@ko) X, (2, k), which is the unique
pathwise solution to

A

2
U, (z,k) = W,(0,K) — Zw /\If un)du—l—zkaH/mdq / W, (u, k—q)dBr (u, q). (81)

It remains to address the last point of Proposition 3.3, and to show that we can Fourier
transform W, to recover the fractional Schrodinger equation of Definition 1.1. It is just a
matter of switching order of integration. The proof is given in section 8.1.3 for the sake of
completeness.

Proposition 8.3. The Fourier transform realize a one-to-one correspondence between the
solution of (81) and the ones of (5).
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Finally, let us also remark that according to propositions 8.1 and 8.2, we have, for all
n>0

P(sup (I caqery — g ol Mzzcan| >
z€[0,L]

= Jim P sup \IIX (Mizery — 3ol Mezgee

> 77) =0,
which yields the conservation relation for X, and at the same time for \i/w and V.

8.1.1 Proof of Proposition 8.1

The first step consists in studying the regularity of each term Xﬁ’A in the series (74). This
is straightforward: since ¢0 € Hy, for all k € N, recasting then X" in terms of bﬁ, as

Xf’”(Z,H) — (ka)n/A ()du(n)/ m(dq(n))eiGn(u(n),q(n) H b (tms G )& (Qn), (82)
n{# " m=1

it is a direct consequence of (77), the Jensen inequality and the Fubini theorem that Xf’" €
C'([0, L], Hy). We also obtain the recursive formula below by permuting order of integration,

XA (2 k) = z'k:waH/

m(dg) [ due ot B0 A, — ) B (). (83)
S 0

We show now that for all A > 1
N

X;{N = xmA (84)
n=0

is a Cauchy sequence (with respect to N) in probability in C°([0, L], Hy,) for all k > 1. We
will use the following result (see [9, Theorem 3.9 pp. 104]).

Theorem 8.1. Let (E,d) be a complete metric space. A sequence (Xp)n>0 of E-valued
random variable converges in probability if and only if

VYn>0andv >0, dng>0 s.t. Vn,m>ng, P(d(Xpn, Xm) >n) < v,
that is (Xn)n>0 @5 a Cauchy sequence in probability.

Let us first remark that it is enough to work on the event

L
e </s el </o dulbry” (u,q)| + |b2’1(0,Q)|> < M) :

where M > 0 is arbitrary. Indeed, using the Markov and Cauchy-Schwarz inequalities,

/du/|mrdq|b“<uq>|>M << [/ du [ |ml(da) dq|b“uq>rD/2g

according to (77), and a similar estimate holds for the term involving bﬁ,’l(O, q) after an easy

adaptation of (77). Hence, on the event E, we have |b’£[’1(u,q)] < M, for all u € [0,L]. It
then follows from (75) and the latter bound, that

2o

. . CM)"
HXW’A”CO([O,LLHI@) < (1 + n\8|)k||f0(w7 )”Hk(n[)
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The division by n! comes from the integration over A, (z) as in (57). This yields the desired
Cauchy property of the partial sum (Xﬁ ~)N. Now, using

L
72X = X2 leno.nug < C ) du [ mi(da) b, @) 162! = Xehlloqo )

it suffices to pass to the limit N — +oc in (83) to obtain (78). The fact that 9PX? €
C°([0, L], Hy) for all p > 0 is a consequence of (77) and of (78). It remains the obtain the
conservation of the L? norm. Since we just proved that X4 € C'([0, L], Hy), we can write

0. (2 r) = ihoon | midg)e =PSRN 2 M k=) (89)
so that

(-1 21, X)) gy = ik [ drmdg)e a1 Ry 2,

L2(
X X{f(za K= Q)Xtﬁl(za H) € ZRa
since S, m and w(dr,-) are assumed to be symmetric. As a result, we obtain

d A2 _ d A A
1AL @l 2re) = 2Re (X2 (2). X (2))

which concludes the proof of Proposition 8.1.

pw) =0

8.1.2 Proof of Proposition 8.2
The first step of the proof starts with the following lemma, proved further in this section.

Lemma 8.3. The family (Xf)AZl is Cauchy in probability on the complete metric space
(W&(0, L), da,oo)-

Owing the latter lemma, let us denote by X, the limit of (X%)a>; in probability in
(W2(0, L), da.00), and let us prove that this limit satisfies (80). Note that the last point of
Lemma 8.2 implies that (X)4>; is also Cauchy in probability in CAO%_(’(O, L). According to
the second point of Lemma 8.2, we have

175 (X = XDk < Kaw /S [ml(da) Aa(Br (@)X — XS a2

and

I742X) = TN XD o < [ Iml(d)a(Brr(@) = B} @)1 s
For the first term, we have for all  and M > 0,
P (X = X ok > 1) < P(I1X = XM lakiz > 0/(MKay))
+P( [ mlda)Aa(Bala)) = M),

so that according to Lemmas 8.1 and 8.3,

: +o00 _ pA —
Jim P74 (X — Xk > n) =0. (86)

For the second term, we find in the same way,
P(I(X) = THXD lak > 0) < P(IX lakr2 > M)

+B( [ lml(d)Aa(Bu@) - Bit@) > n/(MEap)).
S
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Here, for the first term on the right hand side, using that the convergence in probability
implies the convergence in law, the mapping theorem [6, Theorem 2.7 pp. 21|, and the
Portmanteau Theorem [6, Theorem 2.1 pp. 16], we have

lim sup P([[ X2 o k42 > M) < P([|Xolais2 > M),
A——+oo

and

lim P(||Xw||a7k+2 > M) =0, since P(]| X || a2 < +00) = 1.
M—+o0

Second, we have

i B( [ iml(de)Aa(Ba(a) = Bit(a) > n/(MEKap)) = 0, (57)

following the proof of Lemma 8.5 below. As a result, combining (86) and (87) we obtain that
X, is a solution of (80). The next lemma addresses the pathwise uniqueness of solutions to
(80), and concludes the proof of Proposition 8.1.

Lemma 8.4. Equation (80) admits a unique pathwise solution in W(0,L).
The section is ended by the proofs of Lemmas 8.3 and 8.4.
Proof of Lemma 8.3. Let n >0, v >0, N > 0, and let us write
P(do o0 (X7, 25 > 1) < P(dayoo (XSHF, X057) > 1/3)
+ P(Cia,OO(XﬁJJ\FfB7 ch‘, ) >n/3) (88)

+ P(da oo (Xin: XS > 1/3),

where XJ;‘,N is defined by (84). First, let M > 0 and k;) such that 32>, 27% < n/6, so that

kﬂ
P(da oo (X, X2 > 1/3) S P(D XLy = X las > n/6)
k=0

kﬂ
<P( Y 11Xy = XMl > /6, [ m|(dg)Aa(Bii(g)) < M)
k=0 s

+P( [ Iml(da)Aa(Bii(a) > M).

In order to treat the first term in the r.s.h, we introduce

. t XA = XA g
Furlt) = NALAW) s + [ st S O

and find, using inductively the second point of Lemma 8.2,
Tas®) < Ko [ Il Aa(BA@)] [ arl 40 .
s [ ) g )]
< Ryt [ Il A(BR@IP [*dr(e—r) 2 7o g

< [Roan [ Iml(d)Aa(Bih@)] B Ol folw, )i
S

44



where (3,(t))n is given by

Bo)i=1  and Bua() = [ (=) PG

According to [28, Lemma 7.6], we actually have

I'(1-2a)

bull) = T+ DI = 20))

[t1729T (1 — 2a)]".

As a result, since fo is compactly supported, we have

[Kar s ml(d0)Aa (B (@)]"
T((n+ 1)(1 - 20))

12 < T(1 = 20) | fo(w, )l (89)

Hence, using (89), we have for all A > 1 and N, sufficiently large (but not depending on A)

k”]
P(Y 12y, = X llak > n/6, / [ml(da)Aa(Biy(0) < M) =0,
k=0 S

since we have for the previous event

| (MKqr)"
((n+1)(1 - 2a))
Moreover, according to Lemma 8.1 and the Markov’s inequality, it is clear that
Co
P dq) Ao ( M
sup P( [ Iml(da)Aa(Bit(a)) > M) < 7.
so that finally
C
sup P(daoo (X y, , X2) > 1/3) < =1 (90)
A>1 M
In the same way, we obtain
7 A+B pA+B Cy
sup sup P(da,o00,0( X, X ) >1/3) < 7 (91)
A>1B>0

For the remaining term of (88), we have first

k’f?
P(dp oo (X7, XN > 1/3) SB[ X2LE = Xy, ok > 1/6)
k=0

< ZP(anfvf N, (6(ky +1))).

Second, according to (83), we have for all n € {0,..., N, — 1},
(X‘:L—kl,A-i-B _ X:}H’A)(z, /@) _ IA—i—B(X:}L,A—i-B _ XE’A)(Z, /@)

ik [ m(dg) [ duem eI YA s q)(B — B (o),
S 0
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and using the second point of Lemma 8.2 together with (89), we find

HXOCLJrLAJrB o XnJrl,AHa .

< [ Imlde)Aa(BE (@) = BiH(@) 2 12 fakragnia-m)

m=0

x[CLmk/QManﬂAu(B§+B@”ﬂ”

—m

v [Coa fs ml(d)Aa(Bih(a)] "
< G [ Iml(d) (B (0) = Bi}(@) Y
= (m+1)(1 —2a))
C4ak’/ ’m‘ dq BA+B :|'r7, m
(92)
Now, using the facts that
P[22 = Xy llak > n/(6(ky +1)))
NW
< S P AAE = XDk > 0/ (6(ky + 1N, + 1))
n=0
as well as
P([| 7445 = X2 | > C)
< P = 20 s> Caor [ mld)Aa(Bi @) < M. [ ml(da) a(B @) < 1)

+P( [ Iml(d)Aa(B P @) > M) + B( [ Iml(da)Aa(Bii(a) > M),

we have according to Lemma 8.1, the Markov inequality, and (92)

P14 — 240 > Co) < T2+ B( [ Inldn)Aa(BE @) — Bib@) = C.)

< —+E / Im|(dg)Aa(B*P(q) = Bit(a))| /Cs.n

for all M > 0 and all C5,, sufficiently small (independently of A and B). Gathering all the
previous estimates, we find, combining (90) and (91) in (88) and taking M — +oo,

B (dooe (X, 28 > 1) < 3+ G B[ [ ml(d) (B (0) ~ B ()]

Then, the following lemma allows us to conclude the proof of Lemma 8.3.
Lemma 8.5. Let @ € (1 — H,1/2), and
mru
-1
B4+B u,q) = / eiw dr,q).
A () {A<|r|<A+B} dr|r[H-1/2 (dr.q)

We have

1 E|Aa(B4TP(q))| =0.
Aﬂ%%%%g{a(A (a))]

As a result, we finally obtain with (11),

lim  sup P(da o (XATE, X4) > 1) = 0,
A—+00 B>

which ends the proof. ]
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Proof of Lemma 8.5. Following exactly the proof of Lemma 8.1, we have for 0 ¢ (0, H+a—1)
such that 1/6 € N*,

E[Aa(BYT P ()] < Kj o LT 101+ 1/(H + 6 — 1 - )]

/ /LE|BA+Bu ,q) — B4B(0,9) /)

dudv
,U’2H/9

Y

}9‘/2

BYTE( B4TP (v, q) is a Gaussian random variable, one has

and since u,q) —

supE[Ad(BﬁJrB(q))} < Ng“@ sup R'/%(q, q)
qeS q€S

Lol ler(w=v) 112 \1/6  dudv 10/2
X [/ / (/ ) |
o Jo {A<|rl<A+B} |7 |u — v|2H/0

The proof is ended using the dominated convergence owing that

i) — 1P 2H
Am»ulﬁm“(ﬁgdmu_w '

We end the section with the proof of Lemma 8.4.

Proof of Lemma 8.4. Let us consider two solutions of (80) denoted by X, and X,,, and let

.)Ew(z)HHk + /Z dSHXw(Z) - Xw(?i__(‘j:i?) - XW(S))HHk- '

Ti(2) = [|Xu(z) —
Using the second point of Lemma 8.2, we find

< 0= [ ml(dg)Aa(Bia(@)) [ drz =) 2 G()
so that considering

J(z) = lim ij

N—H—oo

which takes its values in R} U {400}, we obtain by the monotone convergence theorem

o2 [ ml(da)Aa(Bule)) [ dr(z =) 22 g (o)

As a result, according to the particular version of the Gronwall lemma given in [28, Lemma
7.6], we have J(z) = 0 for all z > 0. ]
8.1.3 Proof of Corollary 8.1

First, it is clear ¥4 converges in probability as A — +oo in (fofg_e(O,L) to ¥,. Moreover
according to (85), we obtain

A

2 SN
B2 = 20,0) — B [ G20 m)dut ik [ mld) [ 93 — B0
S 0
(99
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and we only need to address the convergence of the last term. Introducing

KA() (2, k —’Lka'H/m dq) / U4 (u, k — q)dBi(u, q),
for A € [1, +oo] where B, = By, we have

IEAPE) = K5 (00) ok < (KA = KF) (Bo) ap + 1A TS = To) ok

< IkwIUH/SIm!(dQ)Aa(BXm(Q))II‘lfw\la,k

+ kol [ fml(da) Aa(Bi (@) 12 — b

so that proceeding as in the proof of Proposition 8.2, we obtain that, for all n > 0

A A +00
Jim P(JATE) — K7 (8) o > ) = 0.

Therefore, we can pass to the limit A — +o00 in (93) and obtain that 0, satisfies the desired
equation. Uniqueness follows from the one-to-one correspondence between (80) and (81) via
v, and A,.

8.1.4 Proof of Proposition 8.3

With the notations of the previous section, we just need to show that
(R (W) (2), 0) ey = (21 (80)(2), ) 1o

where, for A € [1,400] and the notation W;> = Wy,

RAW) o) = ik, [ ua)dWil(ua),  Wiza) = on [ mldge " Bij(u,q),
0 S

The proof consists in approximating Wy by I/le,4 with A < 400 in order to have sufficient
regularity to justify the calculations. We thus write

(RF2(D)(2), 6) o ey = (KT = KN (W) (2), 8) paggey + (KN(T0)(2), 0) o e
with
B [ (00)(2) = KAL) (2| < B[I1W0(2) lz2(e) sup Aa(Wi(a) = Wi (@)

< Ollfo(w, M2z W E [Aa(BE(q))]
qeS

which converges to 0 as A — +o0 according to Lemma 8.5. Following (77) and the fact that
U, € CO([0, L], H*(R?)) for all k € N, we can write,

KA (z,z) = ikaH/ m(dq)/ du¥,,(u, z)e b (u, q),
S 0

and thus use the Fubini and Fourier-Plancherel theorems to arrive at

<’€A(q’w)(2)v¢>L2(R2) = (277)2<’CA(@w)(Z)79£>L2(R2)'

The proof is ended by passing to the limit in A by adapting what was done above for KA.

48



8.2 Convergence of X

We investigate in this section the limit in law of (X7, (2),..., &5, (2))e. The tightness of this

WM
family is addressed in Proposition 8.4 below and is the stralghtforward consequence of the

conservation of the L? norm of X°. The characterization of the limit in distribution of the
family requires more work. We will use for this a moment method and the regularized process
Xf for which formal calculations are justified. In order to fix the ideas, we will investigate
first the moment of order one in Proposition 8.5, and then generalize to moments of any
order in Proposition 8.6. The various results are put together in a conclusion at the end of
the section.

8.2.1 Tightness

This section is devoted to the tightness of the family (X7, (2),..., X5, (2))e. We have the
following result:

Proposition 8.4. For all z € [0,L], the family (X5 (2),...,X5,,(2))e is tight in L*(R?)
equipped with the weak topology.

Proof. Tt suffices to show that the family of complex-valued random variable (( X5 ( )s ®5))e.je (1,...M}
is tight on CM for all ¢; € L*(R?) (j € {1,..., M}), which amounts to prove that

M
Vn >0, 3Ju>0 such that gg%]P’(]z:l ](ij,(z),@ﬂz > u) <.

This is a direct consequence of the following lemma:;:
Lemma 8.6. We have, for all z € [0, L],
X5 (D | 22y = 11051 L2 (2)-

The proof of the lemma is left to the reader. Since X has sufficient regularity (i.e. at
least C*([0, L], L*(R?)) almost surely), it suffices to adapt the proof of (79) to obtain the
result. O

8.2.2 Moment of order one
Proposition 8.5. For all z € [0 L] and ¢ € C§°(R?), we have
_ A
hmEK ¢>L2(R2 ] = AEI—EOOEKXUJ (Z)’¢>L2(]R2)]'

Proof. According to Lemma 7.1, it suffices to show the term by term convergence of the
series defining X°. Moreover, since the integrand in (72) is L! in all variables, we can invoke
Fubini Theorem to permute order of integration. Using the second point of Proposition 5.2,
we have for n = 2n/ (if n is odd the limit is 0),

;i_%EKXj’W(Z)’@] = (ik‘w)%//d/{gb(;{ / " / du®")E[m(dg?"))]

O Aoy S ] et

ERNTE
Font (0,B)EF [t — up]

where the sum runs over the pairings Fo,s of {1,...,2n'} and G, is defined by (76). We
want to relate now the term above with X42"". We use first for this the Gaussianity of the
measures w to find

! R(qa,q5) ..
Cs Z H |t — _ALIIEooE H /Ar

]:271,/ (avﬂ)e‘}—2n’

leUm

ey w(drm, gm)]



Moreover, since on the one hand,

< C|U1 - u2|2H_27 H e (1/27 1)7 (94)

2 A eirmum
UL/ oo

m=1""

and on the other hand that the integrand in (82) is L' in all variables, we can invoke both
the Fubini Theorem and dominated convergence to obtain, for all n > 1

i B (), 0)) = (k)" [ dngle) [ an® [ Elm(ag )60 Q)
e—0 An(z) Sn
) n A eirjuj
x AEI-EOO]E[ I /—A Irj\H—1/2w(drj’ qﬂ')}

j=1
= Jim E[(X"(2), 0)].

Above, gbg = lim, ¢%, is given by (37). It just remains to show that limit and expectation can
be taken term by term in the series defining Xj‘. This is the object of the next lemma.

Lemma 8.7. We have for all z € [0, L]

lim E[(XA(2),0)) = 3 lim_E[(X7(2),0)] < oc.

A—+o00 750
Proof. This result is just a consequence of the fact that

Z SupE[fo’n(z)H%%R%]l/Q < +00.
n>1421

As in Lemma 7.1, we have using (11),

B[4 () e | < K2 [ d |

SnxSn

A ezrmu}n L1 A eirZud, 5 o
/A Ww(drmqu)/A Ww(drm7Qm)]

(n) (n) / (n)/ (n)
E[lml(d m)|(d d d
[[m|(dq; ) |m]|(dqy )] An®) u; An2) Uy

<=1 /. i

m=1
X ’|f0(waQ1,n)f0(va2,n)|

2n
(12

2
< (nrs —i—'rfo) _—.

n!
Above, we used (94), the term (2n — 1)!! = (2n)!/(2"n!) is the number of pairings of
{1,...,2n}, and the term (n!)? is a consequence of (57). O
This concludes the proof of Proposition 8.5. O

8.2.3 Arbitrary Order Moments

In the forthcoming computations, all indices with the subscript 2 correspond to the complex
conjugate terms.
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Proposition 8.6. We have for all z € [0, L], frequencies (wi1,...,Wi M, W2,15--->W2 My)s
and test functions (¢1.1,. .., P10, P21, -, P2 M) N CSO(RQ),

M1 M2
limE[ H <Xu€q] ( )7¢1J1>L2(R2) H <X£2,j (z)7¢27j2>L2(R2)}
e—0 ; ; 2
Jji1=1 Jz—l
Mo
- AETOOE[ H (X5, (0150 prgeey T1 (¥, (2), 92) ey | < o0
p2=1
Proof. Using (71), we have
My M3 M; Mz 4oo
H <X£1 Jl( )’¢1J1>L2(R2) H <X527j2( ) ¢2,]2 L2(R2) Z Z Z Z )(‘6 = ZX
j1=1 jo=1 J1=1j2=1n1,;j,=0n2 j,=0
where
nl na
Xa= en(s—1/2) / / H dﬁly]lkwl J1 ¢1731 “141 H d’f2,yzkw2 2 ¢27]2("€27]2)
Jji=1 Jj2=1
o (n1) (m1.51)
% / . (d n1,j5;1 )/ duln-l’“
]lrzll Snl,gl (K/l,j ) 7.]1 Anlyjl (Z) »J1
= ) (n2.s2)
<11 [, meafzsh [ aug
jpl S"2.42 (52’]_2) 2,52 ns (Z) »J2
i ( u ") (7150 ) e M —iGE(u( 2J2>q<ng,j2>)
H i ¢w1 J1 (Ql,jl,nl,n) H € 2 2 WQ 32 (Q2,]2,n2 32)
=1 ja=1
M;  "M1,5; R My 2,59 _
X H H V(u17j17m1,j1 /57q17j17m1,j1) H H V(u27j27m2,j2/57q27j27m2,j2)7
j1:1m1,j1:1 Jo=1 m27j2=1

with

1 2
ny = Z n1,515 N9 1= Z n2 js, and n:=mni+ na.
Ji=1 Jo=1

As before, we need to show that limit and expectation can be taken term by term.

Lemma 8.8. The series )y X, is well-defined, and we have

M
E{ ﬁ { wln( 2),11) 12 (R2) H wzn ) b2,52) 2 R?] ZEXE
Ji=1 J2=1
as well as
M,y
lg%E[]ll—[1< w1 ]1( 2), P1jy) 2 Rz)]}_[ o n ¢2732>L2(R2)} = 2 gg%]E[XE]

Proof. As usual, it suffices to show that

Y- sup B[XGPY? < +oc. (95)
Jn 56(0,1)
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Adapting once more Lemma 7.1 and the first point of Proposition 5.2, we have for s = 2—$)/2,

M1 M2
€12 . .
E[[ X4 < / ' / H d’ilvﬂll{lﬁl,n|<”1,117‘s+7'f } H d’€27321{|“2,j2|<”2,j27'S+Tf0}
j Jo=1

0
J1=1

Ml Cnl’jl M2 Cn27j2
X

| 7
=1 Mprt 2y M2,
which gives (95). O

The latter lemma can be directly generalized to moments of X* using the fact that the
measures are Gaussian. Using now the second point of Proposition 5.2, we obtain for n = 2n’,

M1 M2
. . _ nl145~5 7 N ng ;
lim B[XG] = @™~ / / [1 devgikonsi b (i) 11 deagobns d2.52(2,5,)

fi=1 ja=1
M M,

E[ILIL [, e midals )
J1=1 jom1 7S I (R ) XS 292 (K255 ) 7 ’

(n1,50) (n15)

(n1,41) iGn(uy "V ay 771 L0
X/ dul’jl e 1,51 1,51 d)UJ(Qlajl:nl,jl)
A"l,jl (2)

. (n2,45) (n245)
(n2,j,) —iGn(u, 292’ q 292y —ee—————
X/ du2,j;2 e ? (u2,32 2,y )¢2)(Q27j27n2,j2)
Angj (Z)
»J2
R

<Y ] et

T (ag)er ta — Ul

where the sum runs over the pairings Fy, of

In = {(i,ji,mi7ji) (S {1,2} X {1, . ,Mz‘} X {1, R ,nmi}}.

Moreover, in the same way as in Proposition 8.5,
’ —F/\{(th q
n ) QB)
Cﬁ Z H [te — u |53
Fa (aB)eFn ¥ 8

n1,51

M, A eirl,jlwml,jlulyjmejl
-t B[] 1T / ) o Oy D)

A— _ ; )
+oo ji=1maq j, =1 |T17]17m1,31

My 7T2,j A ir22,ma j, U2,55,ma )

w(drsy._; 2. , }
_A ’TZ,jz,mQ,jng_l/Q ( g2,y & ’12’m2ﬂ2) ’

so that the proof is concluded by dominated convergence and the Fubini Theorem. O

8.2.4 Conclusion

We have now everything needed to conclude the proof of convergence of X°. Consider first
the limiting process X, solution to (39). Thanks to (40), the moment generating function of
the random variable Y (z) = jjvil(/'l,’wj (2), ¢;) is perfectly defined for z fixed in [0, L], so that
the law of Y'(z) is uniquely defined by its moments. Then, since Xf converges in probability
to X, according to Proposition 8.2, and since all moments of Y4(z) := Zjﬂ/ﬁl()((j‘j (2), 95)

(test functions ¢; in C5°(R?) are sufficient by density) converge according to Proposition 8.6,
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they necessarily converge to those of Y (z). Furthermore, since the limits of the moments
of Ye(2) := Zj]vil(z\,’jj (2),¢;) are the same as those of Y4(z) according to Proposition 8.6,
we conclude that the moments of Y¢(z) converge to the moments of Y (z). Proposition 8.4
finally implies that (X5, (2),..., X5, (2))e converges in law in L*(R?) equipped with the weak

topology to (X, (2),..., X, (2))-
Finally, convergence in law in L?(R?) for the strong topology is obtained thanks to Lemma
8.6, the Skorohod’s representation theorem [6, Theorem 6.7 pp.70], and the following relation

. . 1.4
tim |5 () ey = i 162 | = 5 1o, ) zaceey = (o) ey

This concludes the proof of Proposition 3.3.

9 Proof of Theorem 2.1

The proof is a direct application of Propositions 3.1 and 3.2 and Theorem 2.2. As already
mentioned in Section 3, owing the convergence results of Propositions 3.1 and 3.2, it is enough
to check the convergence in law of

5Lt x) = / / e W TS (1K) XS (L, k)dwdk.

Note that we cannot directly use here any continuity arguments of the map (X3)w — (P5 1)tz
for the appropriate topology since we only previously obtained pointwise information about
X7 in the variable w.

The proof is then done in three steps. First, we prove the tightness of pa 7, in the space
CO([-T,T), L% (R?)) for all T > 0, where L2 (R?) stands for the space L?(R?) equipped with
the weak topology. Second, we characterize all the accumulation points using the convergence
of the moments of X2. Finally, we obtain the convergence in L?((—o0,+00) x R?) and then
in CO([-T,T], L*(R?)), where L?*(R?) is equipped with the strong topology.

We will use the notation

P50 (t:0) == (p5,1(¢,-), &) = (2m)* (B, (¢, ), b,

with
Pntor) = [ LR XL R

According to [6, Theorem 7.3 pp. 70], tightness is a consequence of the following lemma:

Lemma 9.1. We have, for all ¢ € L*(R?),

lim TimP 2.t M) =
M—1>Iflkooal—r>r(1) <te[sl17]?,T] P 91 > ) "

and for allm > 0,

lim MP( sup ’p;L(tl? ¢) - p;,L(t% ¢)‘ > 77) =0.

7—0e—0 [t1—to|<T

Proof. This lemma is a direct consequence of Lemma 8.6. Let indeed ¢ € L?(R?). For the
first point, we have

FEL, swp[934(0:6)]] < Cldlacee [ dw RIS (L) 2] < +oo,
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and the conclusion follows from the Markov inequality. In the same way, we have for the
second point, for all 7 > 0,

LmE | sup [p5 1 (t1,¢) — p5 1 (t2, )|

e—0 |u1—U,2|§T

< O [ dulul e (A0l z2e)|

which concludes the proof of Lemma 9.1. O

In order to identify the accumulation points, we consider the finite-dimensional distribu-
tions of p5 ;. We remark first that thanks to Lemma 8.6,
sup |Ip5 1 ()l L2(r2)
te[-T,T)
is uniformly bounded in € by a deterministic constant, and therefore that the finite-dimensional
distributions are uniquely characterized by their moments. Using once again Lemma 8.6
in order to justify the use of the Fubini Theorem and dominated convergence, it follows
from Proposition 3.3 that, for all M € N*, (tm)meqi,.. vy € [T, M, (ém)meq1,...,m} €
(L2(R?))M | we have

e—0

M M
1imE[ H p‘é,L(tmﬁm } = [ H pL(tm, dm ]
m=1 m=1

In order to go back to the original pulse pj defined by (20), we remark first that (35) holds
for all ¢ € L?*(R?) thanks to the bound (52) and the density of C§°(R?) in L?(R?). Hence,
using Proposition 3.2, we obtain the convergence in law of p5 to p? in CO([-T,T], L2 (R?)).
To conclude, we use the Skorohod’s representation theorem [6, Theorem 6.7 pp.70]: there
exist a probability space (Q, T, I~P’) and random variables p5 and p%, with the same laws as
p7 and p%, respectively, and such that

lim sup [p5(t,¢) —pl(t,9)|=0 P—as,
e04el-T,7)

for all ¢ € L?(R?). A direct consequence is that p5 converges P-a.s. to p¢ in L2 ((—o0, +00) x

R?), since using (53) one has

hmeLHL2 (00,+00) xR2) *”fOHLQ —00,400) xR2)

and the unit ball of L?((—oo, +00) x R?) is weakly compact. Moreover, this convergence also
holds in L?((—o0, +00) x R?) with the strong topology because of the conservation relation

5 1 follz2((—o0, o0y xm2) = 19D 1l 22((—o0,+00)xR2) = L [19%[1 22 (00, +00) x2) -

As a result, using the Plancherel theorem

L= /dwdw\ﬁi(w, 2) — Vo (Lao) —0 P—as

e—0

where
se 1 wt € T, 1 iwt 0
po (L, x) = —/e prt,x)dt  and  Wy(L,z) = —/e pi(t, x)dt.
27 27

Since fo(w, k) has a compact support with respect to w, so do pg, and ¥, according to (52)
and (22). The Jensen’s inequality then yields

sup [ (¢, ) = pL(t )| 22y < CLe
te[-T,T)

This proves the convergence in C°([—T,T], L?(R?)) and concludes the proof of Theorem 2.1
since almost sure convergence implies convergence in law.
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10 Proof of estimate (21)

We use here the notation of sections 1 and 3. The core of the proof is the following lemma:

Lemma 10.1. We have the estimate,

1951l L2 (r3y < \ﬁ folw, I r2(w2)-

Proof. We already have an estimate on (0, L) according to Lemma 4.2, which is

prHm ((0,L) xIR2) ?Hfo( )HL2(R2)7

so that it remains to treat the domain z ¢ (0, L). Consider first the case z > L. Plugging
z = L into (45) and (46), and using the fact that b, (L, k) = 0, we find that pg, reads

Po (2 ) = ehdewE=DEpe (1) 2> L

We need to split the domain of integration in s in order to obtain appropriate estimates.
Suppose first that €2|k|?/k? > 1 (evanescent modes), then Im(\; (k) > C\/az., by (43).
Together with (52), this yields

ood / d Ai} , 2 ~ 2 ‘
/L “ S iz wlPL ()< f”fo( RUZLS

When &2|k|2/k% < 1 (propagative modes), consider the strictly decreasing function fy(z) =
Va? + b2 —x, for x > 0. Tt satisfies fy(z) > fo(1) > Cb? for z € [0,1], 0 < b < 1 and some
constant C. This then yields Im(\c ,(k)) > Cae,, for & = 1 —&2|k|?/k2. Together with (52),

we find C
d / d 2 < — 2 .
/ “ {E2|I€‘ /k2<1} I{’ (Z /{)| ||f0( )||L2(R2)

We turn now to the case z € (Lg,0). We have
1

P (Za "{) = /7)\5#) (/4;)

Owing (47), the first term of the r.h.s is direct and yields a control by C||fo(w, -) | 22(r2). For
the second one, we write

B0, 1) a,
oK) e 0, k) — BolLsa ) (96)
o) )

and obtain, thanks to (52), again a control by C/| fo(w,)|| r2(r2)- Consider finally the case
z < Lg, for which

(2, k) = ei’“w%w(“)(LS*Z)/EQﬁi(Lg, K), z < Lg.
The jump condition (42) yields pS(Lg, k) = p5 (L, k) — fo(w, k), which, together with (47)

and (96), gives the expression

5 (L0 = — 1) 0(3’ 5 (14 €Al ) i (0, ) ()L 2

Using again (52), we then proceed as in the case z > L and obtain the same estimate. Putting
together all previous estimates ends the proof of the lemma. ]
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Owing the previous lemma, we can proceed to the proof. Let v = P — p, which satisfies

1 zZ T .
s (142 (3 D) 10n@)ov=iap, (h20) € (0,400) xR xR

equipped with v(0,-) = 9w(0,-) = 0. Since V is uniformly bounded by a deterministic
constant, and p € CO((O, +00), LQ(R?’)) according to Lemma 10.1, it is a classical problem to
construct solutions to the above equation which satisfies the energy conservation relation

;jt (HVU( )HLQ(RS + = / 1+ SV( ) ©0,0)(2 ))|atv(t 2 x)]Zdzdx>

= Re (i% /Sp(t, z,x)0¢0(t, z,x)dmdz) .
R

After integration and the use of the Cauchy-Schwarz and Young inequalities, it follows that

t t
VOO 122 sy + 100 ()| 2(@s) < Co@/() Hp(3)||%2(R3)ds+C/0 10 ()12 (g3)

Since v(t = 0,-) = 0, we can use the Poincaré inequality (w.r.t. ¢), which together with the
Gronwall lemma yield

t
[ 7 @) + 10w ()72 sy < Ca?/o Ip($)1172 (g ds-

In order to apply Lemma 10.1, we notice that

Ip(3)l35) = ellp(s. ) zaqesy < = [ 155 aqusdo

Above, we used the fact that p, has compact support according to the aforementioned lemma
since fy does. Standard Sobolev embeddings then yield

sup Hv(tvz7')HL2(R2) < Ca;/Qﬂ
(t,2)€(0,T)xR

which concludes the proof after rescaling x by ex.
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