
HAL Id: hal-01185634
https://hal.science/hal-01185634v3

Submitted on 16 May 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Generalised approach to modelling a three-tiered
microbial food-web

Tewfik Sari, Matthew J. J Wade

To cite this version:
Tewfik Sari, Matthew J. J Wade. Generalised approach to modelling a three-tiered microbial food-web.
Mathematical Biosciences, 2017, 291, pp.21-37. �10.1016/j.mbs.2017.07.005�. �hal-01185634v3�

https://hal.science/hal-01185634v3
https://hal.archives-ouvertes.fr


Mathematical Biosciences 291 (2017) 21–37 

Contents lists available at ScienceDirect 

Mathematical Biosciences 

journal homepage: www.elsevier.com/locate/mbs 

Generalised approach to modelling a three-tiered microbial food-web 

T. Sari a , M.J. Wade 

b , ∗

a Irstea, UMR Itap, Montpellier, France & Université de Haute Alsace, Laboratoire de Mathématiques, Mulhouse, France 
b School of Civil Engineering and Geosciences, Newcastle University, Newcastle-upon-Tyne NE1 7RU, United Kingdom 

a r t i c l e i n f o 

Article history: 

Received 20 December 2016 

Revised 26 May 2017 

Accepted 10 July 2017 

Available online 11 July 2017 

Keywords: 

Mathematical modelling 

Dynamical systems 

Stability theory 

Microbial ecology 

Anaerobic digestion 

a b s t r a c t 

The complexity of the anaerobic digestion process has motivated the development of complex models, 

such as the widely used Anaerobic Digestion Model No. 1. However, this complexity makes it intractable 

to identify the stability profile coupled to the asymptotic behaviour of existing steady-states as a function 

of conventional chemostat operating parameters (substrate inflow concentration and dilution rate). In a 

previous study this model was simplified and reduced to its very backbone to describe a three-tiered 

chlorophenol mineralising food-web, with its stability analysed numerically using consensus values for 

the various biological parameters of the Monod growth functions. Steady-states where all organisms ex- 

ist were always stable and non-oscillatory. Here we investigate a generalised form of this three-tiered 

food-web, whose kinetics do not rely on the specific kinetics of Monod form. The results are valid for a 

large class of growth kinetics as long as they keep the signs of their derivatives. We examine the exis- 

tence and stability of the identified steady-states and find that, without a maintenance term, the stability 

of the system may be characterised analytically. These findings permit a better understanding of the op- 

erating region of the bifurcation diagram where all organisms exist, and its dependence on the biological 

parameters of the model. For the previously studied Monod kinetics, we identify four interesting cases 

that show this dependence of the operating diagram with respect to the biological parameters. When 

maintenance is included, it is necessary to perform numerical analysis. In both cases we verify the dis- 

covery of two important phenomena; i) the washout steady-state is always stable, and ii) a switch in 

dominance between two organisms competing for hydrogen results in the system becoming unstable and 

a loss in viability. We show that our approach results in the discovery of an unstable operating region in 

its positive steady-state, where all three organisms exist, a fact that has not been reported in a previous 

numerical study. This type of analysis can be used to determine critical behaviour in microbial commu- 

nities in response to changing operating conditions. 

© 2017 Published by Elsevier Inc. 
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. Introduction 

The mathematical modelling of engineered biological systems

as entered a new era in recent years with the expansion and stan-

ardisation of existing models aimed at collating disparate com-

onents of these processes and provide scientists, engineers and

ractitioners with the tools to better predict, control and optimise

hem [23] . In engineered biological systems, mechanistic modelling

eached consensus with the development of the Activated Sludge

odels [9,10] for wastewater treatment processes, followed by the

naerobic Digestion Model No. 1 (ADM1) [12] a few years later.

he development of ADM1 was enabled largely due to the possibil-

ties for better identification and characterisation of functional mi-

robial groups responsible for the chemical transformations within
∗ Corresponding author. 
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naerobic digesters. It describes a set of stoichiometric and kinetic

unctions representing the standard anaerobic processes, remaining

he scientific benchmark to the present day. However, there has

een a growing awareness that the model should take advantage

f improved empirical understanding and extension of biochemi-

al processes included in its structure, to acquire a better trade-off

etween model realism and complexity [13] . 

The full ADM1 model is highly parameterised with a large num-

er of physical, chemical and biological processes described by nu-

erous state variables and algebraic expressions. Whilst suitable

or dynamic simulation, more rigorous mathematical analysis of

he model is difficult. To the authors knowledge, only numerical

nvestigations are available [3] . Due to the analytical intractability

f the full ADM1, work has been made towards the construction of

impler models that preserve biological meaning whilst reducing

he computational effort required to find mathematical solutions

f the model equations [7,8] . 

http://dx.doi.org/10.1016/j.mbs.2017.07.005
http://www.ScienceDirect.com
http://www.elsevier.com/locate/mbs
http://crossmark.crossref.org/dialog/?doi=10.1016/j.mbs.2017.07.005&domain=pdf
mailto:matthew.wade@ncl.ac.uk
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Fig. 1. Schematic of the three-tier chlorophenol mineralising food-web indicating the flow and conversion of chemical substrates and products in the system. 
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The most common models used to describe microbial systems

are two-tiered models, which take the form of a cascade of two

biological reactions where one substrate is consumed by one mi-

croorganism to produce a product that serves as the main limit-

ing substrate for a second microorganism. When the second organ-

ism has no feedback on the first organism, the system is known

as commensalistic [16,20] . The system has a cascade structure

and the number of steady-states and their (mathematical) sta-

bility as a function of model inputs and parameters may be in-

vestigated [1,2,19] . When the growth of the first organism is af-

fected by the substrate produced by the second organism the sys-

tem is known as syntrophic. For instance, if the first organism

is inhibited by high concentrations of the product, the extent to

which the first substrate is degraded by the first organism de-

pends on the efficiency of the removal of the product by the sec-

ond organism. The mathematical analysis of such a model is more

delicate than for commensalistic models, (see for instance early

work by [4,14,15,27] and the more recent papers [5,11,17,18,22] ).

An important and interesting extension should be mentioned here:

[25,26] analysed an 8-dimensional mathematical model, which in-

cludes syntrophy and inhibition, both mechanisms considered by

[2] and [6] . 

As an example of this for anaerobic digestion, a previous study

investigated the effect of maintenance on the stability of a two-

tiered ‘food-chain’ comprising two species and two substrates [28] .

Maintenance is defined as the energy consumed by an organ-

ism that is used for all biological processes other than growth. In

[28] and here, it is analogous to a first-order decay rate constant,

or biomass death term. Although the authors were not able to de-

termine the general conditions under which this four dimensional

syntrophic consortium was stable, further work has shown that a

model with generality can be used to answer the question posed,

determining that the two-tiered food-chain is always stable when

maintenance is included [18] . 

More recently, the model described by [28] was extended by

the addition of a third organism and substrate to create a three-

tiered ‘food-web’ [24] , as shown in Fig. 1 . In this paper, the exis-

tence and stability of the steady-states were determined only nu-

merically. Although the results were important in revealing emer-

gent properties of this extended model, the motivation of this work

is to give an analytical study of the model. Moreover, our analy-

sis does not require that growth functions are of the specific form

considered and are valid for a large class of growth functions. This

is critical as it provides the means by which microbiologists can

theoretically test the influence of the growth characteristics of or-

ganisms on the properties of the system and the interactions be-

tween multiple species. 

Here, we pursue a generalised description and analysis of the

model given by [24] . Chlorophenols are chemicals of importance

due to their impact on the environment and to public health, their

recalcitrance in food-webs and resistance to aerobic biodegrada-

tion via the oxygenase enzyme [21] . Although we consider the

monochlorophenol isomer here, extension to multiple isomeric

 

hlorophenols would be straightforward. It is important to note

hat, although the particular biological transformation provided is

or chlorophenol mineralisation, the structure and methods em-

loyed are much more general and apply to any theoretical eco-

ogical interactions that may be hypothesised or observed in a mi-

robial community. We therefore stress that this work can provide

 good approach for analytically investigating the behaviour of mi-

robial food-webs where numerical parameters are difficult to ob-

ain or uncertain. Ultimately, we demonstrate here the advantage

f a generalised approach for mathematical analysis of microbial

cological interactions from both a theoretical perspective and its

otential if providing knowledge in applied research where these

ommunities and processes are studied empirically. 

The paper is organised as follows. In Section 2 , we present

 description of the model to be investigated, and its reduction

n Section 3 . Model assumptions and notations are provided in

ection 4 . In Section 5 we demonstrate the existence of the three

teady-states and define four interesting cases for specific parame-

er values that are investigated using the solutions, whilst also in-

icating the regions of existence of the steady-states for the op-

rating parameter values. We present results on the behaviour of

he system whilst varying two control parameters in Section 6 . In

ection 7 we perform local stability analysis of the steady-states

ithout maintenance and, in Section 8 , we undertake a compre-

ensive numerical stability analysis of the four cases for both the

odel with and without maintenance. We show that our approach

eads to the discovery of five operating regions in which one leads

o the possibility of instability of the positive steady-state, where

ll three organisms exist, a fact that has not been reported by

24] . Indeed, we suggest that a stable limit-cycle can occur at the

oundary with this region. Finally, in Section 9 , we make comment

n the role of the kinetic parameters used in the four example

ases, in maintaining stability, which points to the importance of

he relative aptitude of the two hydrogen consumers in sustaining

 viable chlorophenol mineralising community. In the Appendix we

escribe the numerical method used in Section 8 , give the assump-

ions on the growth functions we used and the proofs of the re-

ults. 

. The model 

The model developed in [24] has six components, three sub-

trate (chlorophenol, phenol and hydrogen) and three biomass

chlorophenol and phenol degraders, and a hydrogenotrophic

ethanogen) variables. The substrate and biomass concentrations

volve according to the six-dimensional dynamical of ODEs: 

d X ch 

d t 
= −DX ch + Y ch f 0 ( S ch , S H 2 ) X ch − k dec , ch X ch (1)

d X ph 

d t 
= −DX ph + Y ph f 1 

(
S ph , S H 2 

)
X ph − k dec , ph X ph (2)

d X H 2 = −DX H 2 + Y H 2 f 2 ( S H 2 ) X H 2 − k dec , H 2 X H 2 (3)

d t 
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x

s

W

w
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t

a

ω

T  
d S ch 

d t 
= D 

(
S ch , in − S ch 

)
− f 0 ( S ch , S H 2 ) X ch (4) 

d S ph 

d t 
= D 

(
S ph , in − S ph 

)
+ 

224 

208 

( 1 − Y ch ) f 0 ( S ch , S H 2 ) X ch 

− f 1 
(
S ph , S H 2 

)
X ph (5) 

d S H 2 
d t 

= D 

(
S H 2 , in − S H 2 

)
+ 

32 

224 

(
1 − Y ph 

)
f 1 
(
S ph , S H 2 

)
X ph 

− 16 

208 

f 0 ( S ch , S H 2 ) X ch − f 2 ( S H 2 ) X H 2 (6) 

here S ch and X ch are the chlorophenol substrate and degrader

oncentrations, S ph and X ph for phenol and S H 2 and X H 2 for hydro-

en; Y ch , Y ph and Y H2 are the yield coefficients, 224 / 208 ( 1 − Y ch )
epresents the part of chlorophenol degraded to phenol, and

2 / 224 
(
1 − Y ph 

)
represents the part of phenol that is transformed

o hydrogen. Growth functions take Monod form with hydrogen

nhibition acting on the phenol degrader and represented in f 1 
see ( Eq. 7 )) as a product inhibition term. In [24] , this model is

iven in dimensionless form that significantly reduces the num-

er of parameters describing the dynamics. In the analysis of the

eneralised model ( Sections 5 and 7 ), we do not assume that the

rowth functions f 0 , f 1 and f 2 have the specific analytical expres-

ion shown. We will only assume that the growth functions satisfy

roperties that are listed in Section 4 . Therefore, we cannot bene-

t from the dimensionless rescaling used by [24] , because it uses

ome kinetics parameters of the specific growth functions ( Eq. 7 ),

hile we work with general unspecified growth functions. 

In Section 3 we consider another rescaling that does not use the

inetics parameters. For the numerical analyses given in Section 8 ,

e return to an assumed set of Monod growth functions given

y ( Eq. 7 ), in order to directly compare with the results found by

24] . 

f 0 ( S ch , S H 2 ) = 

k m, ch S ch 

K S,ch + S ch 

S H 2 
K S, H 2 , c + S H 2 

f 1 
(
S ph , S H 2 

)
= 

k m, ph S ph 

K S, ph + S ph 

1 

1 + 

S H 2 
K i, H 2 

f 2 ( S H 2 ) = 

k m, H 2 S H 2 
K S, H 2 + S H 2 

(7) 

Here, apart from the four operating (or control) parameters,

hich are the inflowing concentrations S ch, in , S ph, in , S H 2 , in and the

ilution rate D , that can vary, all others have biological meaning

nd are fixed depending on the organisms and substrate consid-

red. We use the following notations in ( Eqs. 1–6 ): 

 0 = X ch , X 1 = X ph , X 2 = X H 2 

 0 = S ch , S 1 = S ph , S 2 = S H 2 

 

in 
0 = S ch , in , S in 1 = S ph , in , S in 2 = S H 2 , in 

 0 = Y ch , Y 1 = Y ph , Y 2 = Y H 2 

 3 = 

224 

208 

( 1 − Y ch ) , Y 4 = 

32 

224 

(
1 − Y ph 

)
, Y 5 = 

16 

208 

 0 = k dec , ch , a 1 = k dec , ph , a 2 = k dec , H 2 

ith these notations ( Eqs. 1–6 ) can be written as follows: 

d X 0 

d t 
= −DX 0 + Y 0 f 0 ( S 0 , S 2 ) X 0 − a 0 X 0 (8) 

d X 1 = −DX 1 + Y 1 f 1 ( S 1 , S 2 ) X 1 − a 1 X 1 (9) 

d t a  
d X 2 

d t 
= −DX 2 + Y 2 f 2 ( S 2 ) X 2 − a 2 X 2 (10) 

d S 0 
d t 

= D 

(
S in 0 − S 0 

)
− f 0 ( S 0 , S 2 ) X 0 (11) 

d S 1 
d t 

= D 

(
S in 1 − S 1 

)
+ Y 3 f 0 ( S 0 , S 2 ) X 0 − f 1 ( S 1 , S 2 ) X 1 (12) 

d S 2 
d t 

= D 

(
S in 2 − S 2 

)
+ Y 4 f 1 ( S 1 , S 2 ) X 1 − Y 5 f 0 ( S 0 , S 2 ) X 0 − f 2 ( S 2 ) X 2 

(13) 

urthermore, we restrict our analysis to the case where we only

ave one substrate added to the system, such that: S in 
0 

> 0 , S in 
1 

= 0 ,

nd S in 
2 

= 0 . As shown in [24] , the general case with S in 
1 

> 0 , and

 

in 
2 

> 0 present many important and interesting behaviours and de-

erves future work. 

. Model reduction 

To ease the mathematical analysis, we can rescale the system

 Eqs. 8–13 ) using the following change of variables adapted from

18] : 

 0 = 

Y 3 Y 4 
Y 0 

X 0 , x 1 = 

Y 4 
Y 1 

X 1 , x 2 = 

1 

Y 2 
X 2 

 0 = Y 3 Y 4 S 0 , s 1 = Y 4 S 1 , s 2 = S 2 

e obtain the following system: 

d x 0 
d t 

= −Dx 0 + μ0 ( s 0 , s 2 ) x 0 − a 0 x 0 (14) 

d x 1 
d t 

= −Dx 1 + μ1 ( s 1 , s 2 ) x 1 − a 1 x 1 (15) 

d x 2 
d t 

= −Dx 2 + μ2 ( s 2 ) x 2 − a 2 x 2 (16) 

d s 0 
d t 

= D 

(
s in 0 − s 0 

)
− μ0 ( s 0 , s 2 ) x 0 (17) 

d s 1 
d t 

= −Ds 1 + μ0 ( s 0 , s 2 ) x 0 − μ1 ( s 1 , s 2 ) x 1 (18) 

d s 2 
d t 

= −Ds 2 + μ1 ( s 1 , s 2 ) x 1 − ωμ0 ( s 0 , s 2 ) x 0 − μ2 ( s 2 ) x 2 (19) 

here the inflowing concentration is: 

 

in 
0 = Y 3 Y 4 S 

in 
0 , (20)

he growth functions are: 

μ0 (s 0 , s 2 ) = Y 0 f 0 

(
s 0 

Y 3 Y 4 
, s 2 

)
μ1 (s 1 , s 2 ) = Y 1 f 1 

(
s 1 
Y 4 

, s 2 

)
μ2 (s 2 ) = Y 2 f 2 (s 2 ) (21) 

nd 

 = 

Y 5 
Y 3 Y 4 

= 

1 

2(1 − Y 0 )(1 − Y 1 ) 
(22) 

he benefit of our rescaling is that it permits to fix in ( Eqs. 14–19 )

ll yield coefficients to one except that denoted by ω and defined
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Table 1 

Nominal parameter values. We use units expressed in 

Chemical Oxygen Demand (COD) as used by [12,24] . 

Parameters Nominal values Units 

k m , ch 29 kgCOD S /kgCOD X /d 

K S , ch 0.053 kgCOD/m 

3 

Y ch 0.019 kgCOD X /kgCOD S 
k m , ph 26 kgCOD S /kgCOD X /d 

K S , ph 0.302 kgCOD/m 

3 

Y ph 0.04 kgCOD X /kgCOD S 
k m, H 2 35 kgCOD S /kgCOD X /d 

K S, H 2 2.5 ×10 −5 kgCOD/m 

3 

K S, H 2 , c 1.0 ×10 −6 kgCOD/m 

3 

Y H 2 0.06 kgCOD X /kgCOD S 
k dec, i 0.02 d −1 

K I, H 2 3.5 ×10 −6 kgCOD/m 

3 
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by ( Eq. 22 ), and to discuss the existence and stability with respect

to this sole parameter. 

Using ( Eq. 21 ) and the growth functions ( Eq. 7 ), we obtain the

model ( Eqs. 14–19 ) with the following Monod-type growth func-

tions: 

μ0 ( s 0 , s 2 ) = 

m 0 s 0 
K 0 + s 0 

s 2 
L 0 + s 2 

μ1 ( s 1 , s 2 ) = 

m 1 s 1 
K 1 + s 1 

1 

1 + s 2 /K i 

μ2 ( s 2 ) = 

m 2 s 2 
K 2 + s 2 

(23)

where: 

m 0 = Y 0 k m, ch , K 0 = Y 3 Y 4 K s, ch , L 0 = K S, H 2 , c 

m 1 = Y 1 k m, ph , K 1 = Y 4 K s, ph , K i = K i, H 2 (24)

m 2 = Y 2 k m, H 2 , K 2 = K S, H 2 

For the numerical simulations we will use the nominal values in

Table 1 given in [24] . 

4. Assumptions on the model and notations 

Our study does not require that growth functions are of Monod

type ( Eq. 23 ). Actually, the results are valid for a more general class

of growth functions satisfying the following conditions, which con-

cur with those given by ( Eq. 23 ): 

1 For all s 0 > 0 and s 2 > 0 then 0 < μ0 ( s 0 , s 2 ) < + ∞ and

μ0 ( 0 , s 2 ) = 0 , μ0 ( s 0 , 0 ) = 0 . 

2 For all s 1 > 0 and s 2 ≥ 0 then 0 < μ1 ( s 1 , s 2 ) < + ∞ and

μ1 ( 0 , s 2 ) = 0 . 

3 For all s 2 > 0 then 0 < μ2 ( s 2 ) < + ∞ and μ2 (0) = 0 . 

4 For all s 0 > 0 and s 2 > 0, 

∂μ0 

∂s 0 
( s 0 , s 2 ) > 0 , 

∂μ0 

∂s 2 
( s 0 , s 2 ) > 0 . 

5 For all s 1 > 0 and s 2 > 0, 

∂μ1 

∂s 1 
( s 1 , s 2 ) > 0 , 

∂μ1 

∂s 2 
( s 1 , s 2 ) < 0 . 

6 For all s 2 > 0, 
dμ2 

ds 2 
( s 2 ) > 0 . 

7 The function s 2 �→ μ0 (+ ∞ , s 2 ) is monotonically increasing and

the function s 2 �→ μ1 (+ ∞ , s 2 ) is monotonically decreasing. 

The proof of the following result is standard and hence omitted.

Proposition 1. For non-negative initial conditions, all solutions of

the system (Eqs. 14 –19 ) are bounded and remain non-negative for all

t > 0 . 
In the following lemma we define the functions M 0 ( y, s 2 ), M 1 ( y,

 2 ) and M 2 ( y ), which are the inverse functions of the functions

 0 �→ μ0 ( s 0 , s 2 ), s 1 �→ μ1 ( s 1 , s 2 ) and s 2 �→ μ2 ( s 2 ), respectively. 

emma 1. Let s 2 ≥ 0 be fixed. There exists a unique function 

 ∈ [0 , μ0 (+ ∞ , s 2 )) �→ M 0 (y, s 2 ) ∈ [0 , + ∞ ) , 

uch that for s 0 ≥ 0, s 2 ≥ 0 and y ∈ [0 , μ0 (+ ∞ , s 2 )) , we have: 

 0 = M 0 (y, s 2 ) ⇐⇒ y = μ0 (s 0 , s 2 ) (25)

et s 2 ≥ 0 be fixed. There exists a unique function 

 ∈ [0 , μ1 (+ ∞ , s 2 )) �→ M 1 (y, s 2 ) ∈ [0 , + ∞ ) , 

uch that for s 1 ≥ 0, s 2 ≥ 0 and y ∈ [0 , μ1 (+ ∞ , s 2 )) , we have: 

 1 = M 1 (y, s 2 ) ⇐⇒ y = μ1 (s 1 , s 2 ) (26)

here exists a unique function 

 ∈ [0 , μ2 (+ ∞ )) �→ M 2 (y ) ∈ [0 , + ∞ ) , 

uch that, for s 2 ≥ 0 and y ∈ [0 , μ2 (+ ∞ )) we have: 

 2 = M 2 (y ) ⇐⇒ y = μ2 (s 2 ) (27)

Using the functions M 0 , M 1 and M 2 we define now the function

( s 2 , D ), F 1 ( D ), F 2 ( D ) and F 3 ( D ). Let us observe first that by H7 , for

 + a 0 < μ0 (+ ∞ , + ∞ ) and D + a 1 < μ1 (+ ∞ , 0) there exist unique

alues s 0 
2 

= s 0 
2 
(D ) and s 1 

2 
= s 1 

2 
(D ) , see Fig. 2 (a): 

0 (+ ∞ , s 0 2 ) = D + a 0 , μ1 (+ ∞ , s 1 2 ) = D + a 1 (28)

ssume that ω < 1. Let D be fixed such that s 0 
2 
(D ) and s 1 2 (D ) exist.

e consider the function defined on (s 0 
2 
(D ) , s 1 

2 
(D )) by: 

s 2 ∈ (s 0 2 (D ) , s 1 2 (D )) �→ ψ(s 2 , D ) 

= M 0 (D + a 0 , s 2 ) + 

M 1 (D + a 1 , s 2 ) + s 2 
1 − ω 

, (29)

t should be noted that ψ( s 2 , D ) > 0 for s 0 
2 
(D ) < s 2 < s 1 

2 
(D ) . The

unction ψ together with the values s 0 
2 
, s 1 

2 
all depend on D . How-

ver, to avoid cumbersome notation we will use the more precise

orm ψ( s 2 , D ), s 0 
2 
(D ) and s 1 

2 
(D ) only if necessary. From ( Eq. 25 ),

 Eq. 26 ) and ( Eq. 28 ) we deduce that: 

 0 (D + a 0 , s 
0 
2 ) = + ∞ , M 1 (D + a 1 , s 

1 
2 ) = + ∞ 

herefore, we have, see Fig. 2 (b): 

lim 

 2 → s 0 
2 

ψ(s 2 ) = lim 

s 2 → s 1 
2 

ψ(s 2 ) = + ∞ 

ence, the function ψ( s 2 ), which is positive and tends to + ∞ at

he extremities of the interval (s 0 
2 
, s 1 2 ) , has a minimum value on

his interval. We add the following assumption: 

8 The function ψ has a unique minimum s 2 (D ) on the interval(
s 0 

2 
(D ) , s 1 

2 
(D ) 

)
and 

∂ψ 

∂s 2 
(s 2 , D ) is negative on 

(
s 0 

2 
(D ) , s 2 (D ) 

)
and

positive on 

(
s 2 (D ) , s 1 2 (D ) 

)
, respectively. 

The value s 2 depends on D . However, to avoid cumbersome no-

ation we will use the more precise form s 2 (D ) only if necessary. 

We consider the function F 1 ( D ), which is the infimum of ψ( s 2 ,

 ), with respect to the variable s 2 , see Fig. 2 (b): 

 1 (D ) = inf 
s 2 ∈ (s 0 

2 
(D ) ,s 1 

2 
(D )) 

ψ(s 2 , D ) = ψ ( s 2 , D ) (30)

e also define the functions F 2 ( D ) and F 3 ( D ): 

 2 (D ) = ψ ( M 2 (D + a 2 ) , D ) (31)

 3 (D ) = 

∂ψ 

∂s 
( M 2 (D + a 2 ) , D ) (32)



T. Sari, M.J. Wade / Mathematical Biosciences 291 (2017) 21–37 25 

Fig. 2. Graphical definitions. (a): s 0 2 and s 1 2 . (b) : ψ( s 2 ), s 2 , F 1 ( D ) and F 2 ( D ). (c): s � 
2 

and s � 
2 
. 

Fig. 3. Graphs of s 0 2 (D ) and s 1 2 (D ) (in black) and M 2 (D + a 2 ) (in red) and graphical depiction of I 1 = [0 , D 1 ) , where D 1 is the solution of s 0 2 (D ) = s 1 2 (D ) , and I 2 . (a): I 2 = [0 , D 2 ) 

where D 2 is the solution of M 2 (D + a 2 ) = s 1 2 (D ) . (b) : I 2 = [0 , D 2 ) where D 2 is the solution of M 2 (D + a 2 ) = s 0 2 (D ) . (c): I 2 is empty. (d) : I 2 = (D 2 min , D 2 max ) where D 2 min and 

D 2 max are the solutions of M 2 (D + a 2 ) = s 0 2 (D ) and M 2 (D + a 2 ) = s 1 2 (D ) , respectively. Cases (a)–(d) are obtained with the numerical parameter values listed in Tables 2 and 3 . 

(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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a  

s  
he function F 1 ( D ) is defined for D ∈ I 1 where: 

 1 = { D ≥ 0 : s 0 2 (D ) < s 1 2 (D ) } (33)

he functions F 2 ( D ) and F 3 ( D ) are defined for D ∈ I 2 where: 

 2 = { D ∈ I 1 : s 
0 
2 (D ) < M 2 (D + a 2 ) < s 1 2 (D ) } (34)

or all for D ∈ I 2 , F 1 ( D ) ≤ F 2 ( D ). The equality F 1 (D ) = F 2 (D ) holds if,

nd only if, M 2 (D + a 2 ) = s 2 (D ) that is, ∂ψ 

∂s 2 
( M 2 (D + a 2 ) ) = 0 , that

s if, and only if, F 3 (D ) = 0 . We define 

 3 = { D ∈ I 2 : F 3 (D ) < 0 } 
or the Monod-type growth functions ( Eq. 23 ), straightforward

omputations show that the functions M 0 , M 1 and M 2 are given

espectively by: 

For y ∈ 

[ 
0 , μ0 (+ ∞ , s 2 ) = 

m 0 s 2 
L 0 + s 2 

)
, 

 0 (y, s 2 ) = 

K 0 y 
m 0 s 2 
L 0 + s 2 − y 

or y ∈ 

[ 
0 , μ1 (+ ∞ , s 2 ) = 

m 1 
1+ s 2 /K i 

)
, 

 1 (y, s 2 ) = 

K 1 y 
m 1 

1+ s 2 /K i 
− y 

or y ∈ [ 0 , μ2 (+ ∞ ) = m 2 ) , 

 2 (y ) = 

K 2 y 

m 2 − y 

oreover, we have: 

 

0 
2 (D ) = 

L 0 (D + a 0 ) 

m 0 − D − a 0 
, s 1 2 ( D ) = 

K i ( m 1 − D − a 1 ) 

D + a 1 

(s 2 , D ) = 

K 0 (D + a 0 ) 

m 0 − D − a 0 

L 0 + s 2 

s 2 − s 0 
2 
( D ) 

+ 

K 1 (K i + s 2 ) 
s 1 

2 
(D ) −s 2 

+ s 2 

1 − ω 
nd 

∂ 2 ψ 

∂s 2 
2 

(s 2 , D ) = 

2 K 0 (D + a 0 ) 

m 0 − D − a 0 

L 0 + s 0 2 ( D ) (
s 2 − s 0 

2 
( D ) 

)3 
+ 

2 K 1 ( K i + s 1 2 ( D )) 

( 1 − ω) 
(
s 1 

2 
(D ) − s 2 

)3 

ence, ∂ 2 ψ 

∂s 2 
2 

> 0 for all s 2 ∈ (s 0 
2 
(D ) , s 1 2 (D )) , so that the function

 2 �→ ψ( s 2 , D ) is convex and, thus, it satisfies assumption H8 , see

ig. 2 (b). The minimum s 2 (D ) is a solution of an algebraic equa-

ion of degree 4 in s 2 . Although mathematical software, such as

aple , cannot give solutions explicitly with respect to the param-

ters, s 2 (D ) could be obtained analytically since algebraic equa-

ions of degree 4 can theoretically be solved by quadratures. We

o not try to obtain such an explicit formula. However, if the

iological parameters are fixed, the function s 2 (D ) and, hence,

 1 (D ) = ψ( s 2 (D ) , D ) , can be obtained numerically. Since M 2 and

 are given explicitly the functions F 2 ( D ) and F 3 ( D ) are given ex-

licitly with respect to the biological parameters in ( Eq. 23 ). Since

 �→ s 0 
2 
(D ) is increasing and D �→ s 1 2 (D ) is decreasing, and assum-

ng s 0 
2 
(0) < s 1 

2 
(0) , the domain of definition I 1 of F 1 ( D ) is an in-

erval I 1 = [0 , D 1 ) , where D 1 is the solution of s 0 
2 
(D ) = s 1 

2 
(D ) , see

ig. 3 . For the domain of definition I 2 of F 2 ( D ), several cases can

e distinguished. I 2 is an interval I 2 = [0 , D 2 ) , where D 2 is the so-

ution of M 2 (D + a 2 ) = s 1 
2 
(D ) , see Fig. 3 (a), or the solution of equa-

ion M 2 (D + a 2 ) = s 0 
2 
(D ) , see Fig. 3 (b). I 2 is empty, see Fig. 3 (c). I 2 is

n interval I 2 = (D 2 min , D 2 max ) where D 2 min and D 2 max are the solu-

ions of M 2 (D + a 2 ) = s 0 
2 
(D ) and M 2 (D + a 2 ) = s 1 

2 
(D ) , respectively,

ee Fig. 3 (d). 

. Existence of steady-states 

In this paper, as we are restricted only to local stability analysis,

ny reference to steady-state stability should be considered as local

tability. A steady-state of ( Eqs. 14–19 ) is obtained by setting the
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Table 2 

Parameter values of the maintenance terms a i , i = 0 , 1 , 2 , 

for cases (a), (b) and (c) of Fig. 3 . Unspecified parameter 

values are as in Table 1 . The table gives the values of D 1 , 

D 2 and D 3 where I 1 = [0 , D 1 ) , I 2 = [0 , D 2 ) and I 3 = [0 , D 3 ) . 

K S, H 2 , c a i D 1 D 2 D 3 

(a) 1 . 0 × 10 −6 0.02 0.432 0.373 0.058 

0 0.452 0.393 0.078 

(b) 4 . 0 × 10 −6 0.02 0.329 0.236 I 3 = I 2 
0 0.349 0.256 I 3 = I 2 

(c) 7 . 0 × 10 −6 0.02 0.287 I 2 = ∅ 
0 0.303 I 2 = ∅ 
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right-hand sides equal to zero: 

[ μ0 ( s 0 , s 2 ) − D − a 0 ] x 0 = 0 (35)

[ μ1 ( s 1 , s 2 ) − D − a 1 ] x 1 = 0 (36)

[ μ2 ( s 2 ) − D − a 2 ] x 2 = 0 (37)

D 

(
s in 0 − s 0 

)
− μ0 ( s 0 , s 2 ) x 0 = 0 (38)

−Ds 1 + μ0 ( s 0 , s 2 ) x 0 − μ1 ( s 1 , s 2 ) x 1 = 0 (39)

−Ds 2 + μ1 ( s 1 , s 2 ) x 1 − ωμ0 ( s 0 , s 2 ) x 0 − μ2 ( s 2 ) x 2 = 0 (40)

A steady-state exists (or is said to be ‘meaningful’) if, and only if,

all its components are non-negative. 

Lemma 2. The only steady-state of ( Eqs. 14 –19 ), for which x 0 = 0 or

x 1 = 0 , is the washout steady-state SS1 = (x 0 , x 1 , x 2 , s 0 , s 1 , s 2 ) , where

x 0 = 0 , x 1 = 0 , x 2 = 0 , s 0 = s in 
0 

, s 1 = 0 and s 2 = 0 . This steady-state

always exists and is always locally stable. 

Besides the steady-state SS1, the system can have at most two

other type of steady-states. 

• SS2: x 0 > 0, x 1 > 0 and x 2 = 0 , where species x 2 is washed out,

while species x 0 and and x 1 exist. We show below that, gener-

ally, the system can have two steady-states SS2 � and SS2 � . 
• SS3: x 0 > 0, x 1 > 0, and x 2 > 0, where all populations are main-

tained. We show below that the steady-state SS3 is unique if it

exists. 

We can state now the necessary and sufficient conditions of ex-

istence of SS2 and SS3. 

Lemma 3. If ω ≥ 1 then SS2 does not exist. If ω < 1 then SS2 exists

if, and only if, s in 
0 

≥ F 1 (D ) . Therefore, a necessary condition for the

existence of SS2 is that D ∈ I 1 , where I 1 is defined by (Eq. 33 ). If s in 
0 

≥
F 1 (D ) then each solution s 2 of equation 

ψ(s 2 ) = s in 0 , s 2 ∈ (s 0 2 , s 
1 
2 ) (41)

gives a steady-state SS2 = (x 0 , x 1 , x 2 , s 0 , s 1 , s 2 ) where 

s 0 = M 0 (D + a 0 , s 2 ) , s 1 = M 1 (D + a 1 , s 2 ) 

x 0 = 

D 

D + a 0 
(s in 0 − s 0 ) , x 1 = 

D 

D + a 1 
(s in 0 − s 0 − s 1 ) , x 2 = 0 (42)

Lemma 4. If ω ≥ 1 then SS3 does not exist. If ω < 1 then SS3 exists if,

and only if, s in 
0 

> F 2 (D ) . Therefore, a necessary condition of existence

of SS3 is that D ∈ I 2 , where I 2 is defined by (Eq. 34 ). If s in 
0 

> F 2 (D )

then the steady-state SS3 = ( x 0 , x 1 , x 2 , s 0 , s 1 , s 2 ) is given by 

s 0 = M 0 (D + a 0 , M 2 (D + a 2 )) , s 1 = M 1 (D + a 1 , M 2 (D + a 2 )) , 

s 2 = M 2 (D + a 2 ) (43)

called the break-even concentrations, and 

x 0 = 

D 

D + a 0 
(s in 0 − s 0 ) , x 1 = 

D 

D + a 1 
(s in 0 − s 0 − s 1 ) , 

x 2 = 

D 

D + a 2 

(
(1 − ω)(s in 0 − s 0 ) − s 1 − s 2 

)
(44)

Remark 1. If s in 
0 

> F 1 (D ) then ( Eq. 41 ) has exactly two solutions de-

noted by s � 
2 

and s � 
2 

and such that, see Fig. 2 (c), 

s 0 2 < s � < s 2 < s � < s 1 2 
2 2 
f s in 0 = F 1 (D ) then s 0 
2 

< s � 
2 

= s 2 = s � 
2 

< s 1 2 . 

To these solutions, s � 
2 

and s � 
2 
, correspond two steady-states of

S2, which are denoted by SS2 � and SS2 � . These steady-states coa-

esce when s in 
0 

= F 1 (D ) . 

Since F 1 ( D ) ≤ F 2 ( D ), the condition s in 
0 

> F 2 (D ) for the existence

f the positive steady-state SS3 implies that the condition s in 0 >

 1 (D ) for the existence of the two steady-states SS2 � and SS2 � is

atisfied. Therefore, if SS3 exists then SS2 � and SS2 � exist and are

istinct. If s in 0 = F 2 (D ) then SS3 coalesces with SS2 � if F 3 ( D ) < 0, and

ith SS2 � if F 3 ( D ) > 0, respectively. 

emark 2. Using ( Eq. 20 ), the conditions s in 
0 

> F 1 (D ) and s in 
0 

>

 2 (D ) of existence of the steady-state SS2 and SS3, respectively are

quivalent to the conditions 

 ch , in > 

F 1 (D ) 

Y 3 Y 4 
and S ch , in > 

F 2 (D ) 

Y 3 Y 4 

espectively expressed with respect to the inflowing concentra-

ion S ch, in . Moreover, for the nominal parameter values given in

able 1 , we have ω ≈ 0.53. Therefore, the steady-states SS2 and

S3 exist if the conditions on the operating parameters stated in

emmas 3 and 4 , respectively are satisfied, see Table 7 . 

. Operating diagram 

The Operating diagrams show how the system behaves when we

ary the two control parameters S ch, in and D (i.e., substrate in-

ow rate and medium flow-rate per culture volume) in ( Eqs. 1–6 ).

his conventional bifurcation plot is used to visualise the existence

nd stability of steady-states with respect to these operating pa-

ameters, as they are the parameters most easily manipulated in a

hemostat by which the system under scrutiny can be examined. 

According to Remark 2 , the curve �1 of equation 

 ch , in = 

1 

Y 3 Y 4 
F 1 (D ) (45)

s the border to which SS2 exists, and the curve �2 of equation 

 ch , in = 

1 

Y 3 Y 4 
F 2 (D ) (46)

s the border to which SS3 exists, see Fig. 4 . If we want to plot

he operating diagram we must fix the values of the biological pa-

ameters. In the remainder of the Section we plot the operating

iagrams corresponding to cases (a)–(d) depicted in Fig. 3 . 

.1. Operating diagram: case (a) 

This case corresponds to the parameter values used by [24] . We

ave seen in Table 2 that the curves �1 and �2 are defined for

 < D 1 and D < D 2 , respectively and that they are tangent for D =
 3 , where D 1 = 0 . 432 , D 2 = 0 . 373 and D 3 = 0 . 058 . Therefore, they

eparate the operating plane ( S ch, in , D ) into four regions, as shown

n Fig. 4 (i), labelled J , J and J and J . 
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Fig. 4. The curves �1 (black), �2 (red) and �3 (green) for case (a). (i) : regions of steady-state existence, with maintenance. On the right, a magnification for 0 < D < D 3 = 

0 . 058 showing the region J 4 . (ii) : regions of steady-state existence and their stability, without maintenance. On the right, a magnification for 0 < D < D 3 = 0 . 078 showing 

the regions J 4 and J 5 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Table 3 

Parameter values of the maintenance terms a i , i = 0 , 1 , 2 , 

for case (d) of Fig. 3 : K S, H 2 , c = 1 . 2 × 10 −5 , K S, H 2 = 0 . 5 × 10 −5 

and k m, H 2 = 5 . Unspecified parameter values are as in 

Table 1 . The table gives the values of D 1 , D 2 min , D 2 max and D 3 
where I 1 = [0 , D 1 ) , I 2 = (D 2 min , D 2 max ) and I 3 = (D 2 min , D 3 ) . 

a i D 1 D 2 min D 2 max D 3 

(d) 0.02 0.238 0.101 0.198 0.161 

0 0.258 0.121 0.218 0.181 

Table 4 

Existence of steady-states in the regions of the 

operating diagrams of Fig. 4 (i) and Fig. 7 (i). 

Region Steady-states 

J 1 SS1 

J 2 ∪ J 4 SS1, SS2 � , SS2 � 

J 3 SS1, SS2 � , SS2 � , SS3 

6

 

t  

d  

f  

T  

c  

t

a  

D  

f  
The results are summarised in Table 4 , which shows the exis-

ence of the steady-states SS1, SS2 and SS3 in the regions of the

perating diagram in Fig. 4 (i). 

.2. Operating diagram: case (b) 

This case corresponds to the parameter values used by [24] , ex-

ept that K S, H 2 , c 
is changed from 1 . 0 × 10 −6 to 4 . 0 × 10 −6 . We have

een in Table 2 that the curves �1 and �2 are defined for D < D 1 

nd D < D 2 , respectively and F 1 ( D ) < F 2 ( D ) for all D < D 2 , where

 1 = 0 . 329 and D 2 = 0 . 236 . Therefore, they separate the operating

lane ( S ch, in , D ) in three regions, as shown in Fig. 5 (i), labelled J 1 ,

 3 and J 4 . 

The results are summarised in Table 5 , which shows the exis-

ence of the steady-states SS1, SS2 and SS3 in the regions of the

perating diagram in Fig. 5 (i). Note that the region J 2 has disap-

eared. 

.3. Operating diagram: case (c) 

This case corresponds to the parameter values used by [24] , ex-

ept that K S, H 2 , c 
is changed from 1 . 0 × 10 −6 to 7 . 0 × 10 −6 . We have

een in Table 2 that the curve �1 is defined for D < D 1 = 0 . 287 and

hat I 2 is empty so that SS3 does not exist. Therefore, �1 separates

he operating plane ( S ch, in , D ) in two regions, as shown in Fig. 6 (i),

abelled J 1 and J 4 . 

The results are summarised in Table 6 , which shows the exis-

ence of the steady-states SS1 and SS2 in the regions of the oper-

ting diagram in Fig. 6 (i). Note that the region J 3 of existence of

S3 has disappeared. 
.4. Operating diagram: case (d) 

We end this discussion on the role of kinetic parameters by

he presentation of this case, which presents a new behaviour that

id not occur in the preceding cases: there exists D 2 min such that

or D < D 2 min the system cannot have a positive steady-state SS3.

his case corresponds to the parameter values used by [24] , ex-

ept that three of them are changed as indicated in Table 3 . This

able shows that the curves �1 and �2 are defined for D < D 1 

nd D 2 min < D < D 2 max and that they are tangent for D = D 3 , where

 1 = 0 . 238 , D 2 min = 0 . 101 , D 2 max = 0 . 198 and D 3 = 0 . 161 . There-

ore, �1 and �2 separate the operating plane ( S ch, in , D ) in four
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Fig. 5. The curves �1 (black), �2 (red) and �3 (green) for case (b). (i) : regions of steady-state existence, with maintenance. (ii) : regions of steady-state existence and their 

stability, without maintenance. On the right, a magnification for 0 < D < 0.1. (For interpretation of the references to colour in this figure legend, the reader is referred to the 

web version of this article.) 

Table 5 

Existence of steady-states in the regions of the 

operating diagram of Fig 5 (i). 

Region Steady-states 

J 1 SS1 

J 4 SS1, SS2 � , SS2 � 

J 3 SS1, SS2 � , SS2 � , SS3 

Table 6 

Existence of steady-states in the regions 

of the operating diagram of Fig 6 (i). 

Region Steady-states 

J 1 SS1 

J 4 SS1, SS2 � , SS2 � 

 

 

 

 

 

 

 

 

 

 

Table 7 

Existence (with or without maintenance) and stability 

(without maintenance) of steady-states. The conditions for 

existence and stability are satisfied given that the inequali- 

ties are observed. 

Existence Stability 

SS1 Always exists Always stable 

SS2 � s in 0 > F 1 (D ) Always unstable 

SS2 � s in 0 > F 1 (D ) F 3 ( D ) > 0 and s in 0 < F 2 (D ) 

SS3 s in 0 > F 2 (D ) F 3 ( D ) ≥ 0 or 

F 3 ( D ) < 0 and F 4 
(
D, s in 0 

)
> 0 

S  

s

 

 

x 1 = s − s 0 − s 1 , q uadx 2 = (1 − ω) s − s 0 − s 1 − s 2 (48) 
regions, as shown in Fig. 7 (i), labelled J 1 , J 2 , J 3 and J 4 . The re-

sults are summarised in Table 4 , which shows the existence of the

steady-states SS1, SS2 and SS3 in the regions of the operating dia-

gram in Fig. 7 (i). 

7. Local stability without maintenance 

We know that SS1 is always stable. However, the analytical

study of the stability of SS2 and SS3 is very difficult because

the conditions for Routh-Hurwitz in the 6-dimensional case are

intractable. For this reason we will consider in this section the

question of the stability only for the case without maintenance

( a 0 = a 1 = a 2 = 0 ), since the system reduces to a three-dimensional

system. The general case will be considered only numerically in
ection 8 . When maintenance is not considered in the model, the

teady-states SS1, SS2 and SS3 are given by: 

1. SS1 = (0 , 0 , 0 , s in 
0 

, 0 , 0) 

2. SS2 = (x 0 , x 1 , 0 , s 0 , s 1 , s 2 ) where s 2 a solution of equation 

s in 0 = ψ(s 2 ) = M 0 (D, s 2 ) + 

M 1 (D, s 2 ) + s 2 
1 − ω 

and 

s 0 = M 0 (D, s 2 ) , s 1 = M 1 (D, s 2 ) x 0 = s in 0 − s 0 , x 1 = s in 0 − s 0 − s 1

(47)

3. SS3 = (x 0 , x 1 , x 2 , s 0 , s 1 , s 2 ) where 

s 2 = M 2 (D ) , s 0 = M 0 (D, s 2 ) , s 1 = M 1 (D, s 2 ) 

x 0 = s in 0 − s 0 , 

in 
(

in 
)

0 0 
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Fig. 6. The curve �1 for case (c). (i) : regions of steady-state existence, with maintenance. (ii) : regions of steady-state existence and their stability, without maintenance. 

On the right, a magnification for 0 < D < 0.1. 
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roposition 2. Let SS2 = (x 0 , x 1 , 0 , s 0 , s 1 , s 2 ) be a steady-state. Then

S2 is stable if, and only if, μ2 ( s 2 ) < D and ∂ψ 

∂s 2 
> 0 . 

Therefore, SS2 � is always unstable and SS2 � is stable if, and

nly if, μ2 ( s 2 ) < D . This last condition is equivalent to M 2 (D ) > s � 
2 
,

hich implies that F 3 ( D ) > 0. Hence, if SS3 exists then SS2 � is nec-

ssarily unstable. Therefore, SS2 � is stable if, and only if, F 3 ( D ) > 0

nd SS3 does not exist. 

roposition 3. Let SS3 = (x 0 , x 1 , x 2 , s 0 , s 1 , s 2 ) be a steady-state. If

 3 ( D ) ≥ 0 then SS3 is stable as long as it exists. If F 3 ( D ) < 0 then SS3

an be unstable. The instability of SS3 occurs inparticular when s 2 is

ufficiently close to s � 
2 
, i.e. when SS3 is sufficiently close to SS2 � . 

The condition F 3 ( D ) ≥ 0 is equivalent to ∂ψ 

∂s 2 
(M 2 (D )) ≥ 0 , namely

 2 = M 2 (D ) ∈ [ s 2 , s 
� 

2 
) . If ∂ψ 

∂s 2 
< 0 , viz. s 2 ∈ (s � 

2 
, s 2 ) , then SS3 can be

nstable. 

When D is such that F 3 ( D ) < 0, the determination of the bound-

ry between the regions of stability and instability of SS3 needs

o examine the Routh-Hurwitz condition of stability for SS3.

or this purpose we define the following functions. Let SS3 =
(x 0 , x 1 , x 2 , s 0 , s 1 , s 2 ) be a steady-state and 

 = 

∂μ0 

∂s 0 
, F = 

∂μ0 

∂s 2 
, G = 

∂μ1 

∂s 1 
, H = −∂μ1 

∂s 2 
, I = 

dμ2 

ds 2 

valuated at the steady-state SS3 defined by (48) , i.e. for 

 2 = M 2 (D ) , s 0 = M 0 (D, s 2 ) , s 1 = M 1 (D, s 2 ) 

or D ∈ I 3 and s in 0 > F 2 (D ) , we define: 

 4 

(
D, s in 0 

)
= (E Ix 0 x 2 + [ E (G + H) − (1 − ω) F G ] x 0 x 1 ) f 2 

+(Ix 2 + (G + H) x 1 + ωF x 0 ) GIx 1 x 2 (49) 
here f 2 = Ix 2 + (G + H) x 1 + (E + ωF ) x 0 . Notice that to compute

 4 

(
D, s in 0 

)
we must replace x 0 , x 1 , x 2 , s 0 , s 1 and s 2 by their values at

S3, given by (48) . Hence, this function depends on the operating

arameters D and s in 
0 

. For each fixed D ∈ I 3 , F 4 
(
D, s in 

0 

)
is polynomial

n s in 0 of degree 3 and tends to + ∞ when s in 0 tends to + ∞ . There-

ore, it is necessarily positive for large enough s in 
0 

. The values of

he operating parameters D and s in 0 for which F 4 
(
D, s in 0 

)
is positive

orrespond to the stability of SS3 as shown in the following propo-

ition. 

roposition 4. Let SS3 = (x 0 , x 1 , x 2 , s 0 , s 1 , s 2 ) be a steady-state. If

 3 ( D ) < 0 then SS3 is stable if, and only if, F 4 
(
D, s in 

0 

)
> 0 . 

The results on the existence of steady-states (with or without

aintenance) of Lemmas 2 –4 , and their stability (without mainte-

ance) of Props 2 –4 , are summarised in Table 7 . 

.1. Operating diagram: case (a) 

This case corresponds to the parameter values used by [24] but

ithout maintenance. We see from Table 2 that the curves �1 and

2 of the operating diagram, given by ( Eq. 45 ) and ( Eq. 46 ), respec-

ively are defined now for D < D 1 and D < D 2 , respectively and that

hey are tangent for D = D 3 , where D 1 = 0 . 452 , D 2 = 0 . 393 and

 3 = 0 . 078 . Beside these curves, we plot also on the operating di-

gram of Fig. 4 (ii), the curve �3 of equation 

 4 

(
D, Y 3 Y 4 S ch , in 

)
= 0 (50) 

ccording to Prop. 4 , this curve is defined for D < D 3 = 0 . 078 and

t separates the region of existence of SS3 into two subregions la-

elled J and J , such that SS3 is stable in J and unstable in
3 5 3 
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Fig. 7. The curves �1 (black), �2 (red) and �3 (green) for case (d). (i) : regions of steady-state existence, with maintenance. (ii) : regions of steady-state existence and their 

stability, without maintenance. On the right, a magnification for 0 < D < 0.1. (For interpretation of the references to colour in this figure legend, the reader is referred to the 

web version of this article.) 

Table 8 

Existence and stability of steady-states in the regions of the 

operating diagrams of Fig. 4 (ii) and Fig. 7 (ii)., where S and U 

indicate stable and unstable steady-states, respectively. 

Region SS1 SS2 � SS2 � SS3 

J 1 S 

J 2 S U S 

J 3 S U U S 

J 4 S U U 

J 5 S U U U 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 9 

Existence and stability of steady-states in the regions of the 

operating diagram of Fig. 5 (ii). 

Region SS1 SS2 � SS2 � SS3 

J 1 S 

J 3 S U U S 

J 4 S U U 

J 5 S U U U 

Table 10 

Existence and stability of steady-states in the regions of the 

operating diagram of Fig. 6 (ii). 

Region SS1 SS2 � SS2 � SS3 

J 1 S 

J 4 S U U 

P  

s  

i

7

 

t  

r  

F

P  

s  

in Fig. 6 (ii). 
J 5 . The other regions J 1 , J 2 and J 4 are defined as in the previ-

ous section. The operating diagram is shown Fig. 4 (ii). It looks very

similar to Fig. 4 (i), except near the origin, as it is indicated in the

magnification for 0 < D < D 3 = 0 . 078 . From Table 7 , we deduce the

following result 

Proposition 5. Table 8 shows the existence and stability of the

steady-states SS1, SS2 and SS3 in the regions of the operating diagram

in Fig. 4 (ii). 

7.2. Operating diagram: case (b) 

We see from Table 2 that the curves �1 and �2 are defined

now for D < D 1 = 0 . 349 and D < D 2 = 0 . 256 , respectively and that

F 1 ( D ) < F 2 ( D ) for all D . Beside these curves, we plot also on the

operating diagram of Fig. 5 (ii), the curve �3 of equation ( Eq. 50 )

which separates the region of existence of SS3 into two subregions

labelled J 3 and J 5 , such that SS3 is stable in J 3 and unstable in

J 5 . Therefore, the curves �1 , �2 and �3 separate the operating

plane ( S ch, in , D ) into four regions, as shown in Fig. 5 (ii), labelled

J , J , J and J . 
1 3 4 5 
roposition 6. Table 9 shows the existence and stability of the

teady-states SS1, SS2 and SS3 in the regions of the operating diagram

n Fig. 5 (ii) . 

.3. Operating diagram: case (c) 

We see from Table 2 that �1 is defined for D < D 1 = 0 . 303 and

hat I 2 is empty so that SS3 does not exist. Therefore, �1 sepa-

ates the operating plane ( S ch, in , D ) into two regions, as shown in

ig. 6 (ii), labelled J 1 and J 4 . 

roposition 7. Table 10 shows the existence and stability of the

teady-states SS1, SS2 and SS3 in the regions of the operating diagram
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Fig. 8. Numerical analysis for the existence and stability of steady-states for case (a), without maintenance. On the right, a magnification for 0 < D < 0.16. 
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Fig. 9. Numerical analysis for the existence and stability of steady-states for case 

(a), with maintenance. This is a magnification for 0 < D < 0.1, showing the presence 

and extent of region J 5 undetectable by the analytical method. The coordinates la- 

belled (α) − (δ) are subsequently used to simulate the system dynamics, as shown 

in the proceeding Fig. 10 . 
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.4. Operating diagram: case (d) 

We see in Table 3 that the curves �1 and �2 are defined for

 < D 1 and D 2 min < D < D 2 max and that they are tangent for D =
 3 , where D 1 = 0 . 258 and D 2 min = 0 . 121 , D 2 max = 0 . 218 and D 3 =
 . 181 . Beside these curves, we plot also on the operating diagram

f Fig. 7 (ii), the curve �3 defined by ( Eq. 50 ), which separates the

egion of existence of SS3 into two subregions labelled J 3 and J 5 ,

uch that SS3 is stable in J 3 and unstable in J 5 . Therefore, the

urves �1 , �2 and �3 separate the operating plane ( S ch, in , D ) into

ve regions, as shown in Fig. 7 (ii), labelled J 1 , J 2 , J 3 , J 4 and J 5 . 

roposition 8. Table 8 shows the existence and stability of the

teady-states SS1, SS2 and SS3 in the regions of the operating diagram

n Fig. 7 (ii). 

. Numerical analysis to illustrate the analytical results 

The aim of this section is to study numerically (the method is

xplained in Appendix A ) the existence and stability of the steady-

tates SS2 and SS3. We obtain numerically the operating diagrams

hat were described in Sections 5 and 7 . The results in this section

onfirm the results on existence of the steady-states obtained in

ection 5 in the cases with or without maintenance and the results

f stability obtained in Section 7 in the case without maintenance.

hese results permit also to extend the analytical results and elu-

idate the problem of the local stability of SS2 and SS3, which was

eft open in Section 7 . 

.1. Operating diagram: case (a) 

We endeavoured to find numerically the operating conditions

nder which SS3 is unstable, previously unreported by [24] . Given

hat we have determined analytically in Proposition 3 that when

S3 is close to SS2 � it becomes unstable, we performed numerical

imulations with the parameters defined in Table 1 over an oper-

ting region similar to that shown in Fig. 2 from [24] whilst also

atisfying our conditions. In Fig. 8 we show the case when mainte-

ance is excluded. When magnified, we observe more clearly that

egion J 5 does exist for the conditions described above, and also

ote that the region J 4 occurs in a small area between J 1 and

 5 , which corresponds to the results shown in Fig. 4 (ii), and is in

greement with Proposition 5 . In Fig. 9 we confirm that region J 5 

oes exist for the conditions described above, when maintenance

s included, but could not be determined analytically, the curve �3 

s absent in Fig. 4 (i). Furthermore, we demonstrate that there is ev-

dence of Hopf bifurcation, which occurs along the boundary of

 3 ( D ) for values of D < D 3 by selecting values of S ch, in (indicated

y (α) − (δ) in Fig. 9 ) at a fixed dilution rate of 0 . 01 d −1 , and

unning dynamic simulations for 10 0 0 0 d . The three-dimensional

hase plots, with the axes representing biomass concentrations,

re shown in Fig. 10 , and show that as S ch, in approaches J 3 from
 5 , emergent periodic orbits are shown to diminish to a stable

imit cycle at the boundary (see Appendix B for details). Subse-

uently, increasing S ch, in to J 3 results in the orbit reducing to a

xed point equilibrium at SS3. 

.2. Operating diagram: case (b) 

Whilst the numerical parameters chosen for this work are taken

rom the original study [24] , there somewhat arbitrary nature

eaves room to explore the impact of the parameters on the ex-

stence and stability of the steady-states. Case (b), discussed in

ections 6.2 and 7.2 , involves a small increase to the half-saturation

onstant (or inverse of substrate affinity), K S, H 2 , c 
, of the chlorophe-

ol degrader on hydrogen. Following the same approach as with

he preceding case, we confirm in Fig. 11 (i) the Proposition 6 in the

cenario without maintenance. Furthermore, the extension of this

roposition with maintenance included, corresponding to the ex-

stence and stability of all three steady-states given in Table 9 , is

hown in Fig 11 (ii). It shows the region J 5 that cannot be obtained

nalytically (cf. Fig. 5 (i)). In both cases, region J 2 has disappeared,

s observed analytically. Additionally, the ideal region J 3 , where

ll organisms are present and stable, diminishes. 
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Fig. 10. Three-dimensional phase plane diagrams of the biomass dynamics for t = 10 0 0 0 d, showing initial (green dot) and final (red dot) conditions for a dilution rate, 

D = 0 . 01 d −1 and chlorophenol input, S ch, in ( kgCOD / m 

3 ), of ( α): S ch ,in = 0 . 01 - the system converges to SS1, ( β): S ch ,in = 0 . 097 - the system enters a periodic orbit of increasing 

amplitude, ultimately converging to SS1, ( γ ): S ch ,in = 0 . 10052 - the system is close to a stable limit cycle, ( δ): S ch ,in = 0 . 16 - the system undergoes damped oscillations and 

converges to SS3. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 11. Numerical analysis for the existence and stability of steady-states for case (b). (i) : without maintenance. (ii) : with maintenance. 
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8.3. Operating diagram: case (c) 

Here, K S,H 2 ,c 
, was further increased and confirm the

Proposition 7 , where the function SS3 never exist and SS2 never

stable for the case without maintenance. The extension of this

proposition to the case with maintenance, shown in Table 10 ,

produce similar results as shown in the comparison of Fig. 12 (i)

and (ii). 

8.4. Operating diagram: case (d) 

With the final investigated scenario, where k m, H 2 
< k m, ch and

K S, H 2 
< K S, H 2 , c 

, we observe once again the presence of all operat-
ng regions, J 1 − J 5 , without and with maintenance, as shown in

ig. 13 . It can be seen that regions J 4 and J 5 increase at low dilu-

ion rates across a much larger range of S ch, in than in the default

ase (a), and the desired condition (stable SS3) is restricted to a

uch narrower set of D . 

As with the previous cases, the numerical analysis for case (d)

onfirms the Proposition 8 without maintenance and its extension

o the case with maintenance, indicated in Table 8 . 

. The role of kinetic parameters 

Finally, we give brief consideration to the characterisation of

he four cases discussed in the preceding sections. The main dif-



T. Sari, M.J. Wade / Mathematical Biosciences 291 (2017) 21–37 33 

Fig. 12. Numerical analysis for the existence and stability of steady-states for case (c). (i) : without maintenance. (ii) : with maintenance. On the right, a magnification for 

0 < D < 0.1. 

Fig. 13. Numerical analysis for the existence and stability of steady-states for case 

(d). (i) : without maintenance. (ii) : with maintenance. 
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erence between cases (a) or (b) and cases (c) or (d) is that, for

mall values of D , the coexistence steady-state SS3 can exist for

ases (a) and (b), but cannot exist for cases (c) or (d). The cases (a)

r (b) occur if and only if s 0 
2 
(0) < M 2 (0) holds or s 0 

2 
(0) = M 2 (0)

nd 

ds 0 
2 

dD 
(0) < 

dM 2 
dD 

(0) hold, viz. 

L 0 a 0 
m 0 − a 0 

< 

K 2 a 2 
m 2 − a 2 

or (51) 

L 0 a 0 
m 0 − a 0 

= 

K 2 a 2 
m 2 − a 2 

and 

L 0 m 0 

(m 0 − a 0 ) 2 
< 

K 2 m 2 

(m 2 − a 2 ) 2 
(52) 

he cases (c) or (d) occur if and only if s 0 
2 
(0) > M 2 (0) holds or

 

0 
2 
(0) = M 2 (0) and 

ds 0 
2 

dD 
(0) > 

dM 2 
dD 

(0) hold, viz. 

L 0 a 0 
m − a 

> 

K 2 a 2 
m − a 

or (53) 

0 0 2 2 m  
L 0 a 0 
m 0 − a 0 

= 

K 2 a 2 
m 2 − a 2 

and 

L 0 m 0 

(m 0 − a 0 ) 2 
> 

K 2 m 2 

(m 2 − a 2 ) 2 
(54) 

Notice that it is easy to make the difference between case (c)

nd case (d): the first occurs when M 2 (D 1 ) < s 0 
2 
(D 1 ) and the sec-

nd when M 2 (D 1 ) > s 0 
2 
(D 1 ) . Since D 1 is the positive solution of the

lgebraic quadratic equation s 0 
2 
(D ) = s 1 

2 
(D ) , it is possible to have an

xpression for D 1 with respect to the biological parameters. How-

ver, this is a complicated expression involving many parameters

nd the preceding conditions M 2 (D 1 ) < s 0 
2 
(D 1 ) or M 2 (D 1 ) > s 0 

2 
(D 1 )

ave no biological interpretation. We simply remark here that the

unction s 0 
2 
(D ) has a vertical asymptote for D = m 0 − a 0 and the

unction M 2 ( D ) has a vertical asymptote for D = m 2 − a 2 . Therefore,

f m 0 − a 0 < m 2 − a 2 then case (c) occurs, so that a necessary (but

ot sufficient) condition for case (d) to occur is m 0 − a 0 > m 2 − a 2 .

f m 2 is sufficiently small then case (d) can occur. 

The observations from the numerical analysis suggest that the

ole of the chlorophenol degrader as a secondary hydrogen scav-

nger is critical in maintaining full chlorophenol mineralisation

nd system stability, particularly at higher dilution rates, as shown

y comparing cases (c) and (d) . More significantly, the results cou-

led with the parameter relationships shown in ( Eqs. 51–54 ), high-

ight the necessary conditions under which the ideal case (SS3 sta-

le) is achieved and, in general, this is a coupling of the two key

arameters describing the half-saturation constant and maximum

pecific growth rates between the two hydrogen competitors. 

0. Conclusions 

In this work we have generalised a simplified mechanistic

odel describing the anaerobic mineralisation of chlorophenol in
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a two-step food-web. We give conditions for the existence and sta-

bility of the steady-states in the case that maintenance is excluded

from the system. However, with a decay term present, purely ana-

lytical determination of stability was not achievable. 

We confirm the findings of previous numerical analysis by

[24] that with chlorophenol as the sole input substrate, three

steady-states are possible. However, the analysis goes further and

we determine that under certain operating conditions, two of these

steady-states (SS2 and SS3) can become stable, whilst SS1 always

exists and is always stable. Furthermore, without maintenance we

can explicitly determine the stability of the system, and form ana-

lytical expressions of the boundaries between the different stability

regions. 

As the boundary of J 3 is not open to analytical determination

in the case with maintenance, we determined numerically (sub-

stituting the general growth function with the classical Monod-

type growth kinetics) the existence and stability of the system

over a range of practical operating conditions (dilution rate and

chlorophenol input). For comparison and confirmation, we also

performed this for the case without maintenance and found the

same regions in both cases, with variations only in their shape and

extent. For example, whilst the boundary between J 1 and J 4 ter-

minates at the origin without maintenance, with maintenance it is

located at F 1 (0)/ Y 3 Y 4 ≈ 0.0195. More interestingly, the addition of a

decay term results in an extension of the SS3 unstable steady-state,

reducing the potential for successful chlorophenol demineralisation

at relatively low dilution rates and substrate input concentrations.

Additionally, we show that at the boundary between J 3 and J 5 ,

there is numerical evidence of Hopf bifurcation occurring and that

a limit cycle in SS3 emerges. 

Finally, we gave an example of how the model could be used

to probe the system to answer specific questions regarding model

parameterisation. Here we have indicated that a switch in domi-

nance between two organisms competing for hydrogen results in

the system becoming unstable and a loss in viability. This is per-

s  

Fig. B.14. Real parts of the eigenvalues determined at D = 0 . 01 and S ch , in = [0 . 08 , 0 . 12] , in

eigenvalue crosses zero. (For interpretation of the references to colour in this figure legen
aps intuitive to microbiologists, but here it has been proven using

athematical analysis and could be used to determine critical lim-

ts of the theoretical parameter values in shifting between a stable

nd unstable system. Whilst parameters are not arbitrary in real-

ty, the potential for microbial engineering or synthetic biology to

anipulate the properties of organisms makes this observation all

he more pertinent. 
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ppendix A. Numerical methods 

We consider sets of operating parameters ( D and S ch, in ) for each

f the three steady-states, and using Matlab, the complex polyno-

ials for each steady-state can be solved by substitution of param-

ter values (see Table 1 ) into the explicit solution. By investigating

he signs of the solutions and the eigenvalues, respectively we de-

ermine which steady-states are meaningful and stable. By explor-

ng a localised region of suitable operating parameters, we then

enerate a phase plot showing where each steady-state is stable,

istable or unstable. 

ppendix B. Numerical evidence for Hopf Bifurcation 

In Section 8 , we show the operating diagrams with the param-

ters given in Table 1 , and determine numerically that as the pa-

ameter S ch, in increases at a fixed dilution rate ( D = 0 . 01 d −1 ), the

ystem bifurcates through several stability domains. We claim that
 the case with maintenance. The red vertical lines indicate the location where the 

d, the reader is referred to the web version of this article.) 

http://dx.doi.org/10.13039/501100000268
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s we cross the boundary between regions J 5 and J 3 , we observe

 Hopf bifurcation, and, in J 5 , close to the boundary with J 3 , a

imit cycle appears. In order to test this numerically, we checked

he real parts of the six eigenvalues at each point along the tran-

ect shown in Fig 9 (10 0 0 0 points in total), and plotted their val-

es. Fig B.14 indicates the conditions for a Hopf bifurcation are sat-

sfied as eigenvalues 2 and 3 both change their sign when passing

hrough the coordinate (0, 0.1034) and the real part of all eigenval-

es 1, 4 and 6 remain negative. 

ppendix C. Proofs 

In this Section we give the proofs of the results. 

1. General case 

In these proofs, we do not assume that the growth function are

f Monod type ( Eq. 23 ). We only assume that the growth functions

atisfy H1 –H8 . 

roof of Lemma 1 

Let s 2 ≥ 0 be fixed. By H4 , the function 

 0 ∈ [0 , + ∞ ) �→ μ0 (s 0 , s 2 ) ∈ [0 , μ0 (+ ∞ , s 2 )) 

s monotonically increasing. Hence, it has an inverse function de-

oted by: 

 ∈ [0 , μ0 (+ ∞ , s 2 )) �→ M 0 (y, s 2 ) ∈ [0 , + ∞ ) , 

uch that for all s 0 ≥ 0, s 2 ≥ 0 and y ∈ [0 , μ0 (+ ∞ , s 2 )) ( Eq. 25 )

olds. 

The proofs for the existence of M 1 and M 2 are similar and are

eft to the reader. 

2. Existence of steady-states 

roof of Lemma 2 

Assume first that x 0 = 0 . Then, as a consequence of ( Eq. 38 ),

 0 = s in 
0 

and, as a consequence of ( Eq. 39 ), we have: 

s 1 + μ1 (s 1 , s 2 ) x 1 = 0 

hich implies s 1 = 0 and μ1 (s 1 , s 2 ) x 1 = 0 . Therefore, as a conse-

uence of ( Eq. 36 ) we have x 1 = 0 . Replacing x 0 = 0 and x 1 = 0 in

 Eq. 40 ), we have: 

s 2 + μ2 (s 2 ) x 2 = 0 

hich implies s 2 = 0 and μ2 (s 2 ) x 2 = 0 . Therefore, as a conse-

uence of ( Eq. 37 ), x 2 = 0 . Hence, the steady-state is SS1. 

Assume now that x 1 = 0 . Then, as a consequence of ( Eq. 40 ), we

ave: 

s 2 + ωμ0 (s 0 , s 2 ) x 0 + μ2 (s 2 ) x 2 = 0 

hich implies s 2 = 0 , μ0 (s 0 , s 2 ) x 0 = 0 and μ2 (s 2 ) x 2 = 0 . Therefore,

s a consequence of ( Eq. 35 ), x 0 = 0 . As shown previously this im-

lies that the steady-state is SS1. Evaluated at SS1 the Jacobian ma-

rix of ( Eqs. 14–19 ) is: 

 

 

 

 

 

 

−D − a 0 0 0 0 0 0 

0 −D − a 1 0 0 0 0 

0 0 −D − a 2 0 0 0 

0 0 0 −D 0 0 

0 0 0 0 −D 0 

0 0 0 0 0 −D 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

hus, SS1 is stable. 
roof of Lemma 3 

Since x 0 > 0 and x 1 > 0, then, as a consequence of ( Eqs. 35 , 36 ),

e have: 

0 (s 0 , s 2 ) = D + a 0 , μ1 (s 1 , s 2 ) = D + a 1 

ence, using ( Eqs. 25 , 26 ), we have: 

 0 = M 0 (D + a 0 , s 2 ) , s 1 = M 1 (D + a 1 , s 2 ) (C.1)

sing ( Eqs. 38 , 39 ), we have ( Eq. 42 ). Using ( Eq. 40 ) we obtain: 

s 2 + (s in 0 − s 0 − s 1 ) − ω(s in 0 − s 0 ) = 0 (C.2)

f ω ≥ 1 this equation has no solution. If ω < 1 this equation is

quivalent to: 

 

in 
0 = s 0 + 

s 1 + s 2 
1 − ω 

. 

sing ( Eq. C.1 ) we see that s 2 must be a solution of ( Eq. 41 ). Since

 1 > 0 and s 2 > 0 then, from ( Eq. C.2 ) we have necessarily: 

 1 + s 2 = (1 − ω)(s in 0 − s 0 ) > 0 

o that s in 
0 

− s 0 > 0 . From ( Eq. 42 ) we deduce that x 0 > 0. Since s in 
0 

−
 0 > 0 and s 2 > 0 then, from ( Eq. C.2 ) we have necessarily: 

(s in 0 − s 0 ) + s 2 = s in 0 − s 0 − s 1 > 0 

o that s in 0 − s 0 − s 1 > 0 From ( Eq. 42 ) we deduce that x 1 > 0. 

roof of Lemma 4 

Since x 0 > 0, x 1 > 0 and x 2 > 0, then, as a consequence of

 Eqs. 35–37 ), we obtain: 

0 (s 0 , s 2 ) = D + a 0 , μ1 (s 1 , s 2 ) = D + a 1 , μ2 (s 2 ) = D + a 2 

ence, using ( Eqs. 25–27 ), s 0 , s 1 and s 2 are given by ( Eq. 43 ). Using

 Eqs. 38–40 ) we obtain ( Eq. 44 ). For x 2 to be positive it is necessary

hat s 0 , s 1 and s 2 satisfy the condition: 

(1 − ω)(s in 0 − s 0 ) > s 1 + s 2 , (C.3)

f ω ≥ 1 this equation has no solution. If ω < 1 this equation is

quivalent to the condition: 

 

in 
0 > s 0 + 

s 1 + s 2 
1 − ω 

. 

sing ( Eq. 43 ), this condition is the same as 

 

in 
0 > ψ ( M 2 (D + a 2 ) ) = F 2 (D ) 

herefore, from ( Eq. C.3 ) we have s in 0 − s 0 > 0 and s in 0 − s 0 − s 1 > 0 ,

o that x 0 > 0 and x 1 > 0. 

3. Stability of steady-states 

We use the change of variables: 

 0 = s 0 + x 0 , z 1 = s 1 + x 1 − x 0 , z 2 = s 2 + x 2 + ωx 0 − x 1 (C.4)

herefore, ( Eqs. 14 –19 ), with a 0 = a 1 = a 2 = 0 , become: 

d x 0 
d t 

= −Dx 0 + μ0 ( z 0 − x 0 , z 2 − ωx 0 + x 1 − x 2 ) x 0 (C.5) 

d x 1 
d t 

= −Dx 1 + μ1 ( z 1 + x 0 − x 1 , z 2 − ωx 0 + x 1 − x 2 ) x 1 (C.6) 

d x 2 
d t 

= −Dx 2 + μ2 ( z 2 − ωx 0 + x 1 − x 2 ) x 2 (C.7) 

d z 0 
d t 

= D 

(
s in 0 − z 0 

)
(C.8) 

d z 1 = −Dz 1 (C.9) 

d t 
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d z 2 
d t 

= −Dz 2 (C.10)

In the variables ( x 0 , x 1 , x 2 , z 0 , z 1 , z 2 ) where z 0 , z 1 and z 2 are de-

fined by ( Eq. C.4 ), the steady-states SS1, SS2 and SS3 are given by: 

1. SS1 = (0 , 0 , 0 , s in 
0 

, 0 , 0) 

2. SS2 = (x 0 , x 1 , 0 , s 
in 
0 , 0 , 0) , where x 0 and x 1 are defined by

( Eq. 47 ). 

3. SS3 = (x 0 , x 1 , x 2 , s 
in 
0 

, 0 , 0) , where x 0 , x 1 and x 2 are defined by

( Eq. 48 ). 

Let (x 0 , x 1 , x 2 , s 
in 
0 , 0 , 0) be a steady-state. The Jacobian matrix of

( Eqs. C.5 –C.10 ) has the block triangular form: 

J = 

[
J 1 J 2 
0 J 3 

]
where 

J 1 = 

[ 

μ0 − D − (E + ωF ) x 0 F x 0 −F x 0 
(G + ωH) x 1 μ1 − D − (G + H) x 1 Hx 1 

−ωIx 2 Ix 2 μ2 − D − Ix 2 

] 

J 2 = 

[ 

Ex 0 0 F x 0 
0 Gx 1 −Hx 1 
0 0 Ix 2 

] 

, J 3 = 

[ −D 0 0 

0 −D 0 

0 0 −D 

] 

and 

E = 

∂μ0 

∂s 0 
, F = 

∂μ0 

∂s 2 
, G = 

∂μ1 

∂s 1 
, H = −∂μ1 

∂s 2 
, I = 

dμ2 

ds 2 

are evaluated at the steady-state. 

Since J is a block triangular matrix, its eigenvalues are −D (with

multiplicity 3) together with the eigenvalues of the 3 × 3 upper-

left matrix J 1 . Note that we have used the opposite sign for the

partial derivative H = −∂ μ1 /∂ s 2 , so that all constants involved in

the computation become positive, which will simplify the analysis

of the characteristic polynomial of J 1 . 

Proof of Proposition 2 

Evaluated at SS2, the matrix J 1 is: 

J 1 = 

[ −(E + ωF ) x 0 F x 0 −F x 0 
(G + ωH) x 1 −(G + H) x 1 Hx 1 

0 0 μ2 − D 

] 

Since J 1 is a block triangular matrix, its eigenvalues are simply

μ2 − D, together with the eigenvalues of the 2 × 2 upper-left ma-

trix. Note that the trace of this 2 × 2 matrix is negative. Hence, its

eigenvalues are of negative real part if, and only if, its determinant

is positive, that is if, and only if, 

E(G + H) − (1 − ω) F G > 0 (C.11)

Using 

∂M 0 

∂s 2 
= −∂μ0 

∂s 2 

[
∂μ0 

∂s 0 

]−1 

= −F /E 

∂M 1 

∂s 2 
= −∂μ1 

∂s 2 

[
∂μ1 

∂s 1 

]−1 

= H/G 

we deduce from 

ψ(s 2 ) = M 0 (D, s 2 ) + 

M 1 (D, s 2 ) + s 2 
1 − ω 

that 

∂ψ 

∂s 2 
= 

∂M 0 

∂s 2 
+ 

∂M 1 

∂s 2 
+ 1 

1 − ω 

= −F 

E 
+ 

H 
G 

+ 1 

1 − ω 
ence, 

∂ψ 

∂s 2 
= 

E(G + H) − (1 − ω) F G 

(1 − ω) EG 

(C.12)

herefore, the condition of stability, ( Eq. C.11 ), is equivalent to
∂ψ 

∂s 2 
> 0 . Hence, we have proven that SS2 is stable if, and only if,

2 ( s 2 ) < D and 

∂ψ 

∂s 2 
> 0 . 

roof of Proposition 3 

Evaluated at SS3, the matrix J 1 is: 

 1 = 

[ −(E + ωF ) x 0 F x 0 −F x 0 
(G + ωH) x 1 −(G + H) x 1 Hx 1 

−ωIx 2 Ix 2 −Ix 2 

] 

he characteristic polynomial is given by: 

3 + f 2 λ
2 + f 1 λ + f 0 = 0 (C.13)

here 

f 2 = Ix 2 + (G + H) x 1 + (E + ωF ) x 0 (C.14)

f 1 = 
x 0 x 1 + EIx 0 x 2 + GIx 1 x 2 (C.15)

f 0 = EGIx 0 x 1 x 2 (C.16)

nd 
 = E(G + H) − (1 − ω) F G . 

To satisfy the Routh-Hurwitz criteria, we require f i > 0, for i =
 , 1 , 2 and f 1 f 2 − f 0 > 0 . Notice that: 

f 1 f 2 − f 0 = (EIx 0 x 2 + 
x 0 x 1 ) f 2 + (Ix 2 + (G + H) x 1 + ωF x 0 ) GIx 1 x 2

(C.17)

e always have f 0 > 0 and f 2 > 0. 

From ( Eq. C.12 ) we deduce that 
 = (1 − ω) EG 

∂ψ 

∂s 2 
. Therefore, if

 3 ( D ) ≥ 0, viz. ∂ψ 

∂s 2 
≥ 0 , then 
≥ 0. Hence, f 1 > 0 and f 1 f 2 − f 0 > 0 ,

o that SS3 is stable. 

On the other hand, if ∂ψ 

∂s 2 
< 0 and x 2 is very small, which occurs

hen SS3 is very close to SS2 � , then f 2 has the sign of 
 since the

erm with x 2 is negligible compared to the term 
x 0 x 1 : 

f 1 = 
x 0 x 1 + (EIx 0 + GIx 1 ) x 2 < 0 

hus, SS3 is unstable. 

roof of Proposition 4 

Since we always have f 0 > 0 and f 2 > 0, from the previous proof

t follows that SS3 is stable if, and only if, f 1 f 2 − f 0 > 0 . Indeed,

his condition implies that we have also f 1 > f 0 / f 2 > 0. Using ( Eq. 49 )

nd ( Eq. C.17 ), we see that: 

f 1 f 2 − f 0 = F 4 
(
D, s in 0 

)
herefore, the condition f 1 f 2 − f 0 > 0 is equivalent to F 4 

(
D, s in 

0 

)
 0 . 

4. Operating diagrams 

roof of Proposition 5 

We know that SS1 always exists and is stable. We know that

S2 � is unstable if it exists. The curves �1 and �2 of the operating

iagram, given by ( Eq. 45 ) and ( Eq. 46 ), respectively are defined for

 < D 1 and D < D 2 , respectively and they are tangent for D = D 3 ,

here D 1 = 0 . 452 , D 2 = 0 . 393 and D 3 = 0 . 078 . Therefore F 3 ( D ) < 0

or D < D 3 and F 3 ( D ) > 0 for D > D 3 . Using Table 7 and Remark 2 , we

btain the following results: 
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• J 1 is defined by D ≥ D 1 or 0 < D < D 1 and S ch, in < F 1 ( D )/ Y 3 Y 4 .

Therefore, SS1 is the only existing steady-state in this region. 
• J 2 is defined by D 3 < D < D 1 and F 1 ( D )/ Y 3 Y 4 < S ch, in 

< F 2 ( D )/ Y 3 Y 4 . Therefore, both steady-state SS2 exist and SS2 � is

stable since F 3 ( D ) > 0. 
• J 3 is defined by 0 < D < D 2 and F 2 ( D )/ Y 3 Y 4 < S ch, in , and F 4 ( D,

Y 3 Y 4 S ch, in ) > 0 when 0 < D < D 3 . Therefore, SS3 exists and is

stable, both steady-state SS2 exist and SS2 � is unstable since

F 3 ( D ) < 0. 
• J 4 is defined by 0 < D < D 3 and F 1 ( D )/ Y 3 Y 4 < S ch, in < F 2 ( D )/ Y 3 Y 4 .

Therefore, both steady-state SS2 exist and SS2 � is unstable since

F 3 ( D ) < 0. 
• J 5 is defined by 0 < D < D 3 , F 2 ( D )/ Y 3 Y 4 < S ch, in , and F 4 ( D,

Y 3 Y 4 S ch, in ) < 0. Therefore, SS3 exists and is unstable and both

steady-state SS2 exist and SS2 � is unstable since F 3 ( D ) < 0. 

roof of Propositions 6 –8 

The result follows from Table 7 and Remark 2 . The details are as

n the proof of Proposition 5 . 
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