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Abstract. In this paper, we focus on the problem of predicting some
particular user activities in social media. Our challenge is to consider
real events such as message posting to friends or forwarding received
ones, connecting to new friends, and provide near real-time prediction
of new events. Our approach is based on latent factor models which can
exploit simultaneously the timestamped interaction information among
users and their posted content information. We propose a simple strategy
to learn incrementally the latent factors at each time step. Our method
takes only recent data to update latent factor models and thus can reduce
computational cost. Experiments on a real dataset collected from Twitter
show that our method can achieve performances that are comparable
with other state-of-the-art non-incremental techniques.

Keywords: social media mining, incremental learning, latent factor mod-
els, matrix factorization

1 Introduction

Recent years have witnessed the explosion of social media on the Internet. Vast
amounts of user-generated content are created on social media sites every day.
Social media data are often characterized as vast, noisy, distributed, unstructured
and dynamic [7]. These characteristics make it difficult or impossible to apply
conventional data mining techniques on social media data.

One of the challenges in mining social media is how to leverage the inter-
action information (or relation) in the data. Interaction information in social
media can be any type of interactions between two users (e.g send a message,
write a comment) or relations between them (e.g friendship declared in a social
network). These interactions and relations are heterogeneous (can be different in
nature) and very rich in volume. In general, interaction information is worthy to
consider. Conventional machine learning techniques relying on attribute-value
data representation (i.e content information) cannot fully exploit this kind of
information.
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Another challenge of mining social media data lies in the fact that these data
are vast and continuously evolving. Social media provide a continuous stream
of data. Some applications in social media mining require building prediction
model to periodically extract useful information. Using offline learning tech-
niques (batch learning), we have to consider all data available from the past
until the present. This approach is not suitable for mining social media because
(1) as new data come, the size of the dataset grows, it gets more and more
expensive to learn and to apply the model (2) this approach treats old data
in the past and recent data the same way; intuitively, this may not be a good
choice because old data often contain less relevant information (in the context
of predicting future events).

These two challenges have not often been considered together. Recently, there
have been some works on mining social media stream, for example [1, 9], but they
mostly concern topic extraction or trending topic detection on social media. We
are interested in predicting actions or attributes on each user. For this problem,
there have been a lot of works on exploring relational information in data. These
techniques are often referred to as statistic relational learning [5]. Unfortunately
they can only deal with static datasets. On the other hand, the second challenge
can be overcome by using incremental learning techniques [8], which are capable
of incrementally updating the model with new data. However, most incremental
learning algorithms only deal with attribute-value data.

This paper aims to tackle both these two challenges. We are interested in pre-
dicting some particular users’ actions in social media: post a message mentioning
a telecommunication brand on Twitter. The problem is described in details in
the next sections. We show that our proposed method based on latent factor
models achieves comparable or better performances than other learning tech-
niques in leveraging simultaneously interaction information and attribute-value
information in social media. The basic idea of our method has been introduced
in our previous work [14], but here we test it for a different task and in a dif-
ferent context. We also show that incremental learning is more appropriate for
mining social media: it is at least as good as batch learning in terms of prediction
performance and can gain a lot in computational time.

2 Data representation and problem statement

For reasons of convenience, we adopt the concept of the social attribute network
(SAN) [6] to represent the data from social media. A SAN is a social network
Gs=(Vs, Es) where Vs is the set of nodes and Es is the set of (undirected)
edges. The social graph is augmented with a bipartite graph Ga = (Vs ∪ Va, Ea)
connecting the social nodes in Vs with attribute nodes in Va. The edges in Es are
social links and the edges in Ea (connecting social nodes and attribute nodes)
are attribute links. The value of an attribute a for a social node u is represented
by the weight of the link (u, a). Social media data can be represented by a SAN
as follows: social nodes represent the users, social links represent their relations
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or interactions and attribute links represent known values of attributes (profiles,
user-generated content) on these users.

The advantage of the SAN model is that it can easily represent data stream
from social media. When data come in stream, at each new time step, we can
have new users and new attributes. We can also have new social relations and
interactions between users and new values of attributes for each user. All of these
elements can be represented by an ”incremental” SAN: at each time step new
nodes (social nodes or attribute nodes) and new links (social links or attribute
links) are added. The new links can be social links or attribute link and concern
both existing nodes and new nodes. To be clear, we do not consider node and
link disappearance.

Our objective is to predict a target variable on the users in the next time step
t + 1 using data up to (including) t. In this paper, we consider a binary target
variable (label) which concerns some particular real-time action of the users. In
each time step, it takes the value 1 (positive) if the user take the action and
0 (negative) otherwise. This is a near real-time prediction problem (i.e requires
building prediction model at each time step). We aim to design prediction models
that can be learned incrementally from an ”incremental” SAN . Our problem is,
with new nodes and new links added at each time step, how to adapt the model
built at the previous time step to get a new model.

3 Related work

The problem stated above is concerned with building classifiers from both attribute-
value data and the social graph. To use attribute-value data, any conventional
machine learning technique can be employed. Among these techniques, support
vector machine (SVM) [4] is one of the most robust.

To explore the social graph, many techniques of statistical relational learning
have been proposed. We cite here some interesting graph-based approaches. The
neighbor-based approach [12] infers the target attribute of a node from that of
its neighbors as follows:

P (yi = 1) =

∑
j∈Ni

yjSij∑
j∈Ni

Sij
(1)

where yi denotes the attribute value of the node t (0, 1 where 1 corresponds to
a positive label), Sij denotes the weight of the social link (i, j) and Ni is the set
of neighbors of t. This is a very simple approach it was proven to be better than
other relational techniques in some particular datasets [12].

Another approach of using the social graph for classification is Social Dimen-
sion [13]. The basic idea of this method is to transform the social network into
features of nodes using a graph clustering algorithm (where each cluster, also
called a social dimension, corresponds to a feature) and then train a discrimina-
tive classifier (SVM) using these features. Any graph clustering algorithm can
be used to extract social dimensions but spectral clustering [11] was shown to be
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the best. This approach helps exploiting the graph globally, not just the neigh-
borhood of a node. It was shown in [13] that the Social Dimension outperforms
other well-known methods of graph-based classification on many social media
datasets.

There have also been efforts to use both the social graph and the attributes to
improve prediction performances. For example, the Social Dimension approach
[13] was extended to handle attribute on nodes. It is a simple combination of
features extracted from the social graphs with attributes on nodes to learn a
SVM classifier.

Another class of interesting techniques for mining both the social graph and
the attributes are based on latent factor models(LFM ) [2]. LFMs represent data
points (in this case social nodes and attribute nodes) as vectors of unobserved
variables (latent factors or latent features). All observation on nodes (in this
case, links between nodes) depend on their latent factors. When we only have
attribute-value data, latents factors can be learned using matrix factorization
(MF) techniques, which consists of decomposing the data matrix into two ma-
trices: one contains latent features and one contains those of attributes. To use
the relational information in the social graph, in [10] the authors proposed an ex-
tension of MF, called relation regularized matrix factorization (RRMF ). RRMF
simultaneously exploits the social graph and the attribute graph. Suppose that
we have a dataset represented by a SAN G, RRMF learns latent factors by
minimizing:

Q (U, P, G) =α
∑

(i, j)∈Es

Sij ‖ui − uj‖2 +
∑

(i, k)∈Ea

(
Aik − uipTk

)2
+ λ

(
ns∑
i=1

‖ui‖2 +

na∑
k=1

‖pk‖2
)

(2)

where Es is the set of social links, Ea is the set of attribute links; S is the
adjacent matrix of the social graph and A is the adjacent matrix of the bipartite
attribute graph; U is the matrix constituted of the latent vectors of all the
social nodes and similarly, P is the matrix constituted of the latent vectors
of all the attribute nodes of G. The parameter α allows to adjust the relative
importance of the social network in the model. The third term is a regularization
term to penalize complex models with large magnitudes of latent vectors. λ is
a regularization parameter. We can see that this is in fact the factorization of
the attribute matrix A when adding regularization term α

∑
(i, j)∈Es

Sij ‖ui − uj‖2.

This term is called the relational regularization term which allows to minimize
the distances between connected social nodes in the latent space. The RRMF
approach assumes that connected social actors tend to have similar profiles. In
some cases, it is better to use the normalized Laplacian of the social graph and

the regularization term becomes α
∑

(i, j)∈Es

Sij

∥∥ui/√di − uj/√dj∥∥2 where di is

the degree of the node i in the social graph (see [10] for more details). The
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latent factors learned with RRMF are then used to train a classifier for label
prediction problem.

All techniques mentioned above concern batch learning, i.e learning from a
static dataset. In their problem setting, they assume that the set of social nodes
is partially labeled and the problem is to infer labels of unlabeled nodes. Our
problem (near real-time prediction problem) is not in same context but we can
use the same idea : using latent factors to train a classifier at each time step. In
the next sections, we describe our method in which we learn LFM (more precisely
RRMF) incrementally and then use these factors to predict labels at each time
step. We describe our strategy (based on least squares regularization) and show
that it works well in a real world problem with data collected via Twitter.

4 Incremental learning with latent factor model

In the incremental learning context defined in Section 2, we need to learn a
model (i.e the latent features of nodes) at each time step. The batch learning
approach suggests that we learn the latent features at each time step using the
whole snapshot of the SAN G (t) (which contains all nodes and links collected
up to t)

U? (t) , P ? (t) = arg min
U, P

Q (U, P, G (t)) (3)

where Q is the objective function defined above (Equation 2).
The incremental method learns a model (latent factors of nodes) only from

new data (i.e the incremental part of the SAN, denoted by SAN ∆G (t)) when
reusing the old model, i.e latent features of nodes calculated in the previous time
step. To do this, we minimize the following objective function:

Qinc (U, P, t) =Q (U, P, ∆G (t))

+µ

 ∑
i∈Vs(t−1)

‖ui − u?i (t− 1)‖2 +
∑

k∈Va(t−1)

‖pk − p?k (t− 1)‖2

(4)

where Vs (t− 1) and Va (t− 1) are respectively the set of social nodes and the set
of attribute nodes in the previous time step; u?i (t− 1) and p?k (t− 1) are respec-
tively the latent vectors of the social node i and the attribute node k learned
in the previous time step and µ is a parameter of the model. This objective
function consists of two terms. The first term is the objective function of MF
on the incremental graph ∆G (t). The second term is a regularization term for
minimizing the shifts of latent features of the same nodes between time steps.
By minimizing the two terms simultaneously, we learn latent features of nodes
both from the new data and from the latent features of existing nodes of the
previous time step. We can easily see that the latent features of an existing node
are updated if and only if there are new links connecting to it. With the second
regularization term, we ensure that the latent space does not change much from
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a time step to the next. The parameter µ allows to tune the contribution of the
previous model to the current model.

After having calculated latent factors of nodes at the time step t, we have
a low-dimensional representation of the data points (nodes) at this time step.
It can be used for any standard machine learning task on the nodes. For our
prediction problem, we are based on the hypothesis that data collected up to t
are informative for the target variable in t + 1 on the social nodes. With this
hypothesis, we can use these factors (low dimensional representation of the data
up to t) of the social nodes to train a classifier and then use the classifier to
predict in the next time step.

In terms of optimization, we can use standard algorithms (e.g gradient-based)
to minimize Q in Equation 3 for batch learning or Qinc in Equation 4 for in-
cremental learning. In this work, we adapt the Alternating Least Squared (ALS)
algorithm [15]. The basic idea of this algorithm is to solve the least square prob-
lem with respect to the latent features of one node at a time (when fixing those of
the others) until convergence. The complexity of the algorithm linearly depends
on the number of squared terms in the objective function, which is the total
number of nodes and number of links in the SAN. In other words, the learning
algorithm has linear complexity with respect to the size of the data. In case of
incremental learning, when optimizing only on recent data (∆G (t)), we can gain
a lot in terms of computational cost.

5 Experiments

5.1 Data description and experimental setup

The dataset was collected via Twitter API1 in the period from July to December
2012. The data concern the followers of the Sosh account on Twitter (@Sosh fr2)
in this period. We keep the identities of the followers of @Sosh fr in our database.
During the period, new followers of @Sosh fr were constantly added. For each
follower, we regularly get the following elements: all the tweets, all the retweets,
the list of followers (from which we can build the who-follow-whom graph among
these users). We also collected some elements of the profile of each user (e.g.
some variables related to the global centrality of the user such as the number of
followers, the number of tweets posted, etc.).

We collected the data regularly enough to be able to build 20 week-based
snapshots (the first week begins on 15/07/2012) of the dataset. We have totally
30 400 users, about 9 × 105 who-follow-whom links, about 36 × 104 tweets and
26× 104 retweets (on average 18× 103 tweets and 13× 103 retweets per week).
We want to use both the social interactions (follower-followee relation, retweet)
and the tweets of users. We represent each snapshots by a SAN, the SAN for the
week t is built as follows:

1 https://dev.twitter.com/docs/api
2 Sosh is a French mobile brand, developed in France by the French operator Orange

since 6 October 2011. Sosh is on Twitter at http://twitter.com/Sosh fr.
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– The social graph. We put a social link between two users if they are linked
(one follows the other) or if they have retweeted a common tweet in the
period t. We can see that this is a sum of follower graph and co-retweet
graph (we aggregate these two graphs to get a denser graph).

– The attributes. We consider each word in the tweet(s) of users as an attribute.
We put an attribute link between a user and a word if the user posted a tweet
containing the word in the period. The link is weighted by how many times
this occurred.

We are interested in predicting who will talk about the brand Sosh (i.e mention
@Sosh fr, write the word ”sosh” in their tweets) in the week t + 1 using data
up to (including) the week t. Among the followers of @Sosh fr, the ones who
will talk about ”sosh” are often customers of Sosh or just people interested in
the brand who could become the future customers of the brand. At each time
step (week), the prediction problem is a classification problem where positive
labels correspond to who talk about ”sosh” in the next week. Figure 1 presents
the number of users and number of positive labels in each week. The portion of
positive labels in each week is relatively small (less than 1%).

We apply our method (incremental LFM ) for this prediction problem. For
each time step, we calculate latent factors of all nodes by minimizing the objec-
tive function defined in Equation 4. At the time step t, we use the latent factors
to learn an SVM classifier with positive labels in the next time step t+1. At t+1,
we use the model learned in the previous time step to predict positive labels in
the next time step t+ 2. We use Area Under ROC Curve (AUC) [3] to measure
the prediction performance. AUC is a rank measure which allows to measure
prediction performance across all possible cut-off thresholds. Roughly speaking,
it is the probability that a classifier will rank a randomly chosen positive instance
higher than a randomly chosen negative one.

The number of latent factors D is set to 20. In the objective function we use
the normalized Laplacian regularization term as we see that it achieved better
performance than normal graph regularization. We fixed the number of iterations
in our ALS optimization problem to 20 since we observed no improvement of
performance beyond 20 iterations. The regularization parameter λ is set to 50; λ
is set to 100 and µ is set to 100. The influences of these parameters are studied
in Subsection 5.5.

5.2 Baselines

At each time step (week) t we apply the following baseline techniques to compare
with our incremental method:

Trivial solution 1 Since a user can talk about ”sosh” more than once, it is
interesting to know if this is a repeated action: if a user have talked about
”sosh”, how likely will she/he talk about it again. This is the idea of this
first baseline: who ever had a positive label (at least once) in the past will
have a positive label the next week t+ 1.
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Fig. 1: Number of users and number of users having positive labels in each time
step

Trivial solution 2 In Twitter, users have different levels of usage. There are
users who write a lot of tweets, have lots of friends or followers, etc. These
users are more likely to talk about ”sosh”. From this observation, we build
a prediction method that predicts the label of a user based on how active
she/he is in Twitter. We tried different measures of ”activeness” of users,
but we see that the number of tweets posted in the past is the best for this
prediction problem.

Neighbor-based method This method use the neighborhood of each user in
the social graph (described in Section 3). This method does not require a
learning step, the label of a node in t+1 is inferred from that of its neighbors
in the previous time step t (Equation 1).

Social dimension This method uses the social graph. At each time step we
extract the social dimensions (described in Section 3) and then use these
dimensions to train an SVM classifier with positive labels of the next time
step (same procedure as with the latent factors in our method). The number
of dimensions is set to 10. We do not see any improvement of performance
setting this value bigger than 10.

SVM on attributes We use supervised classification with the attributes. At
the time step t, we train an SVM classifier from all known values of attributes
up to t and positive labels in t+ 1. Because the attributes are words (in the
tweets), this means that we use the ”bag of words” produced by each user
up to t.
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Social dimensions + attributes This is a combination of the social dimen-
sions and the attributes. We use supervised classification (SVM) with the
social dimension and the attributes.
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Fig. 2: Performances of different methods

5.3 Performance

Figure 2 presents the performances of all learning techniques. First of all, we
can see that both the social graph and the attributes (bag of words for each
user) are informative. The methods using these data (non-trivial) are often bet-
ter than the trivial method. The neighbor-based method is not well adapted to
this dataset : it gives even worse performance than the trivial solution 2. Com-
bining these two sources gives even better performances (our method and Social
Dimension+attributes).

Except for some perturbations in the beginning, our method (incremental
LFM) achieves the highest AUC in all time steps. We conclude that, by exploit-
ing both the social graph and the attributes we can enhance significantly the
prediction performance and our incremental method based on LFM achieves rel-
atively good performance in comparison with the best batch-learning technique.

5.4 Gain in computational time

Figure 3 shows computational times of the incremental LFM method and by
the best baseline method - a combination of Social Dimension and attributes.
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Fig. 3: Learning time

For our incremental method, computational time at each time step consists of
learning latent factors (optimization) and training an SVM classifier. For the
other methods, computational time consists of spectral clustering of the social
graph and training an SVM classifier. We measure only the learning time (i.e
optimization). To be fair, the two methods are implemented and executed on
the same machine (Linux 64bit, CPU 8x2.1GHz). The figure shows significant
gain in time using incremental learning. This is an illustration of our theoretical
analyses in previous sections: learning with aggregated data becomes more and
more expensive as new data are added; incremental learning only requires time
to deal with new data.

5.5 Sensitivity to parameters

We examine the sensibility of 3 important parameters of our incremental LFM
method : α, µ and the number of latent factors D. We average the performance
(AUC) of all time steps to get a global performance for each parameter config-
uration. As shown in Figure 4a, too small or too large values of the parameter
α hurt the performance. Larger α means that the social interactions have more
contribution to the prediction model. When α = 0, no interaction information
is used. Maximum AUC is achieved around α = 100. The effect of with the pa-
rameter µ is shown in Figure 4b. This parameter controls the contribution of the
prediction model learned in the previous time step to the current model. µ = 0
corresponds to the case where we learn latent factors only from recent data and
latent factors learned in previous time step are not used. We see that when µ in-
creases, the performance increases and achieves its maximum at µ = 100. About
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Fig. 4: Sensitivity to parameters of the incremental LFM method

the number of latent factors D, we observe a small influence of this parameter
on the performance. We see that small values of D are adequate because we can
not improve significantly the performance setting it bigger than 10.

6 Conclusion

We have proposed an incremental learning method based on latent factor model
for a prediction problem with data collected from Twitter. Our strategy (adding
a regularization term) for incremental learning leads to very promising experi-
mental results in both performance and computational cost. The main limitation
of our method is how to choose the right values of its parameters to achieve its
best performance. In future work, we will consider automatic configuration for
the parameters at each time step to improve the performance. We plan on ex-
tended tests on other datasets or synthetic data to understand deeply the nature
of the data where the method is efficient and robust. We keep working on the
Twitter dataset but for other prediction problems (other type of events), the
most interesting problem is to predict whether a user talks positively or nega-
tively about the brand. We also consider other possible extensions of our models
to handle more complicated data structure from social media: there are more
than one types of social links in the SAN, directed links between social nodes,
link disappearance etc.
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