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This paper concerns recent work on the application of optic flow for control and 
navigation of small unmanned aerial vehicles. Bio-inspired strategies, such as the 

use of optic flow, have always motivated researchers in the control community. Recent 
methodologies for active and passive navigation of aerial vehicles using optic flow, 
such as obstacle detection or terrain following, are presented. Applications to path 
following that have been achieved at Heudiasyc Laboratory (CNRS-UTC) in Compiègne 
are described, in order to illustrate the strength of the concept. 

Introduction

Nowadays, we see an increased interest in mini and micro-UAVs. 
This growing activity in regard to small flying machines is motivated 
by recent advances in miniaturized electronics, but also by the increa-
sing demand for military and civilian applications. Autonomous func-
tions become more and more essential for UAVs and vision-based 
approaches offer undeniable assets for the autonomous navigation 
of such systems. In this paper, we will show the interest and the 
contribution of vision in the navigation of UAVs and especially the use 
of optic flow for control and navigation. 

Ideally, in order to improve its autonomy, a vehicle has to perceive, 
model and interpret its environment to adapt its actions. In the same 
way as a man relies on his senses, an autonomous vehicle uses 
data provided by sensors. Among the sensory resources, we find 
proprioceptive sensors, which perform their actions in relation to 
what they locally perceive of the robot movement, or exterocep-
tive sensors, which are based on measurements taken in relation 
to their overall environment. The eye is indeed a perfect illustration 
of an exteroceptive sensor. Physiologically, vision is the ability that 
seems to give to living beings the most information about their envi-
ronment. Motivated by work on insects, principles inspired on their 
behavior were developed in [5], [16] and have allowed natural ideas 
to solve localization issues, navigation, obstacle detection, etc., to 
be brought to robotics. Insects move and act according to exterior 
movements caused by their own movement. This visual characte-
rization, called optic flow, is increasingly used for guidance assis-
tance in robotics. We are particularly interested in the contribution of 
optic flow for UAVs navigation, which is the purpose of this article. 

Optic flow 

Definition 

The optic flow is defined as the apparent motion of the image intensi-
ties (or brightness patterns) caused by the 2D projection onto a retina 
of the relative 3D motion of scene points. Ideally, it corresponds to the 
approximation of the velocity field in the image plane (or visual dis-
placement field of image points) obtained by the 2D projection of 
the speed of moving objects in 3D space (geometric concept). This 
movement helps to explain variations in displacement of a moving 
picture. The optic flow is formulated as a vector field over two dimen-
sions, where the domain is either the two-dimensional visual field or 
a focal plane and the range is a vector describing how fast and in 
which direction the texture is moving. The optic flow is created by the 
translational and the rotational movements of a point P (X, Y, Z) in 
the camera reference frame. Considering the projection of this point 
in the image plane p(x, y) (figure 1), we can express it according to 
point P and the focal length f .
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Figure 1 - Scheme of projective geometry for optic flow computing
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The velocity of p is found through differentiation of (1). Thus, the 
optic flow computed at an image point (x, y) can be expressed as a 
summation of translational and rotational parts, as follows: 
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where OFj is the optic flow component in the coordinate j of the point 
p, Vk and k are the translation velocities and rotation rates, respec-
tively, of the point P at the coordinate k. This expression represents 
the optic flow defined on the image plane. Note that the optic flow can 
be defined on projection surfaces other than image planes, such as 
spheres, which are often used for their passivity properties [18]. Fur-
thermore, relationships exist between different expressions of optic 
flow, so there is no information loss when the projection surface is 
changed. 

Computation methods
 
Standard techniques for calculating optic flow can be classified into 
four groups: differential or gradient methods based on intensity [22], 
[24], [26], [35], correlation or block matching methods [1], [32], 
methods based on energy [19] and those based on phase [15], [37]. 
Block matching techniques present very good accuracy and perfor-
mance against aperture problems (figure 2) and large displacements, 
but they are computationally expensive, less accurate in the pres-
ence of deformation and displacements of less than one pixel are 
not detectable. Energy-based and phase-based methods are also 
very expensive in terms of processing time and also very complex to 
implement. On the other hand, differential methods suffer from sensi-
tivity issues due to changing lighting and noise due to the calculation 
of derivatives. They are nevertheless precise, with less computing 
time necessary compared with all cited techniques. Differential or gra-
dient-based methods are thus well known, are the most implemented 
techniques because of their properties and are widely used in the 
literature for optic flow computations. 

Despite their differences, many of the gradient-based techniques can 
be conceptually viewed in terms of a set of three processing stages: 
1) pre-filtering or smoothing; 
2) computation of spatiotemporal derivatives or local correlation 
surfaces 
3) integration of these measurements to produce a two-dimensional 
flow field. 

Differential methods are based on calculations of the derived spatio-
temporal image intensity over a region of the image. The conservation 
of intensity is reflected by the following equation (see [4]) 

( , , ) ( , , )I x y t I x dx y dy t dt= + + +  (5)

where I(x, y, t) is the intensity of the image, t is the time and (dx, dy) 
is the image displacement. From equation (5) it is possible to obtain 
the intensity conservation constraint, also called optic flow or gradient 
constraint equation [4], expressed by 

( , )( , ) 0x y tI x y Iν ν∇ + =  (6)
 
where I(x, y) is the spatial gradient, (vx,vy) is the image velocity 
and It is the temporal derivative of the image intensity. Giving this 
constraint, B. Lucas and T. Kanade [24] have constructed a technique 
for estimating the optic flow, based on a weighted least squares mini-
mization of the intensity conservation constraint in each small spatial 
neighborhood S. 
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where W is a window that gives more importance to the constraints 
near the center of the chosen neighborhood. The solution of equation 
(7) is given by 
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where 

1 1[ ( , ), , ( , )]Tn nA I x y I x y= ∇ … ∇  (9)
 

1 1[ ( , ), , ( , )]n nW diag W x y W x y= …  (10)
 

1 1[ ( , ), , ( , )]t t n nb I x y I x y= − …  (11)
 
One advantage of the Lucas-Kanade algorithm is that it provides a 
measure of the estimation error, given that the matrix [AT W2A]−1 
is consistent with a covariance matrix. Unreliable estimates can be 
identified using the inverse eigenvalues of this matrix. However, this 
method is not suitable for displacements larger than one pixel per 
frame, which causes estimation to fail. Nevertheless, an extension of 
this method has been proposed, resulting in a solution that computes 
optic flow via a hierarchical coarse-to-fine process, called pyramidal 
representation. This coarse-to-fine method is based on the Lucas-
Kanade algorithm, which is complemented by a pseudo-iterative 
scheme that allows optic flow to be computed by propagating the 
flow in lower resolutions to the larger resolutions [9]. Despite all of the 
advantages of the Lucas-Kanade algorithm, it is important to remem-
ber that optic flow estimated by this method represents the apparent 
movement of objects in the scene, which may not correspond to real 
object movement. Indeed, a number of assumptions are made, in 
order to be able to compute optic flow. These hypotheses can be 
summarized as follows: 
 • Lighting must remain constant over time. This hypothesis is the 
basis of optic flow computation. Without it, equation (5) could not be 
written. If the lighting in the scene changes from one instant to ano-
ther, objects may seem to move when in reality they are static over 
time. Indeed, shadows are different depending on the position of the 
light source and while the object is stationary the camera can detect 
shadow movement; 
 • Rich textured features are another important condition for accu-
rate estimation of optic flow. For an effective differential approach, 
such as the Lucas-Kanade algorithm, there must be contrasts in the 
scene and thus contrasting textures must be chosen. Furthermore, 
in order to increase image contrasts, low pass filtering can be ap-
plied. There are two ways of achieving this filtering; one is to apply 
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a Gaussian filter to create a sort of blurring of the images. On the other 
hand, a simple way to apply such a filter is to de-focus the lens (the 
image becomes blurred). Nevertheless, this is prejudicial to the com-
putation of the optic flow, since it requires a good texture but must not 
be too discontinuous; 
 • Finally, the well-known aperture problem must be taken into 
account. In general, a differential method alone does not solve what is 
called the aperture problem (figure 2). However, this entails increased 
computing time. One solution to this problem is to eliminate incon-
sistent points by means of the covariance matrix previously defined. 

Aperture

Final
edge position

Candidate motions
of point on edge

Initial
edge position

Figure 2 - Aperture problem

Navigation using optic flow 

Active navigation 

In order to ensure UAV autonomy with respect to unexpected changes 
in its environment, several approaches using optic flow can be found 
in the literature. Indeed, the main techniques developed have sought 
to provide the necessary information for the vehicle, enabling it to 
react against obstacles. Among reactive navigation modes using optic 
flow algorithms, we can cite: the effect of centering (Urban Canyon), 
wall monitoring, frontal obstacle detection and altitude centering for 
navigation within buildings. 
 
Centering in a corridor 

L. Muratet et al. [25] developed a centering strategy by equaling pixel 
motion calculated on the right and left of a helicopter. Optic flow rota-
tional components were compensated using inertial unit (IMU) data. 
Indeed, at each point having an estimated optic flow, the rotational 
components were subtracted. These components were predicted 
using the camera projective model and the rotational speeds were 
calculated by the inertial measurement unit. 
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where 
rot

iOF


 is the optic flow rotational component, k are rota-
tional velocities around the axes and xi and yi are coordinates in the 
image plane. The optic flow resulting from the difference between 
the estimation and the prediction of the rotational component was 
considered as the optic flow due only to translational movement. The 
difference of the translational optic flows on either side was used to 
construct a proportional controller that provides the centering effect. 
Note that these methods that compensate for the rotational compo-
nents require accurate calibration between the camera and the inertial 
measurement unit. 

A. Argyros and F. Bergholm [2] achieved a centering effect in real 
time, for a mobile robot using a trinocular vision system: a camera 
pointing toward the front of the robot and two lateral cameras. The 
central camera was used to remove the optic flow rotational compo-
nents calculated by peripheral cameras. The difference of both remai-
ning optic flows was fed back, so as to produce a centering effect. 
Moreover, in [3], Argyros et al. used a panoramic camera to develop 
a control strategy for centering a mobile robot in a hallway. By using 
a coordinate transformation (polar to Cartesian) to find a set of cylin-
drical images, a large number of perspective images were approxima-
ted, while each column of pixels defined a steering angle. The central 
region was considered to be the one representing the angle  = 0, 
the optic flow was used to compensate offset components caused by 
the rotation of the robot. By taking symmetrical windows with respect 
to the central region, a centering effect was produced by performing 
a proportional control strategy using the optic flow calculated in each 
window. The embedded implementation was performed using two 
Pentium III (800 MHz) and Lucas-Kanade algorithm [24] for estima-
ting optic flow. 

S. Serres et al. [31] studied insects, in order to develop a stabilized 
binocular system comprising optic flow sensors instead of a standard 
camera system and an estimation algorithm. Each sensor had only 
two pixels and they were always aligned to the direction of displace-
ment with gyro-compass servoing. Lateral flows measured by these 
sensors were then used in an optic flow regulator that ensured the 
stabilization of a hovercraft in the middle of a corridor. This strategy 
was only tested in simulation. 

In Conroy et al. [14], a bio-inspired optic flow navigation system was 
implemented on a quad-rotorcraft and demonstrated in an indoor tex-
tured corridor. The inner-loop pitch and roll stabilization was accom-
plished using rate gyros and accelerometers. Altitude control was 
achieved via the fusion of sonar and accelerometer measurements. A 
ventrally located optic flow sensor from Centeye was used to increase 
the longitudinal and lateral damping, thus improving vehicle stability. 
An omnidirectional visual sensor, based on a Surveyor camera board 
and a parabolic mirror, was used for optic flow estimation and ou-
ter-loop control. The navigation strategy consisted in decomposing 
translational optic flow patterns (magnitude, phase, and asymmetry) 
with weighting functions, in order to extract signals that encoded rela-
tive proximity and speed, with respect to obstacles in the environ-
ment, which were used directly for outer-loop navigation feedback. 
The flight tests were performed in a textured corridor about 1.5m wide 
and 9m long. The quadrotor successfully avoided corridor walls and 
finished its course without collisions. 

Obstacle detection 

T. Camus used [10] a method for estimating optic flow in real time, in 
order to calculate the time-to-contact or time-to-collision of an obs-
tacle. Time-to-contact is mathematically defined as the time until an 
object crosses an infinite plane defined by the image plane. T. Camus 
showed that taking a series of circles with different radii and center as 
the focus of image expansion, the time-to-contact may be calculated 
as the ratio between the distance between each point and the circle 
center, and the divergence from this point. 
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where (xFOE, yFOE) are the coordinates of the expansion focus (the 
point in the center of the horizon from which, when we are in motion, 
all points in the perspective image seem to emanate), Vx et Vy are the 
components of the velocity vector at point (x, y). The time-to-contact 
was calculated in each region defined by means of a circle of a given 
radius. The global result, in the entire image, was taken as the esti-
mate of Least Squares of means for each region. The expansion focus 
position was estimated at any time from the average displacement 
of pixels. Indeed, T. Camus only considered full frontal obstacles, 
whose initial FOE estimate was the image center. The average of 
each coordinate of the optic flow vector was considered as an offset 
of the initial estimate. 

In [25], L. Muratet et al. implemented, in a helicopter, a simplified 
method of this technique. They considered a fixed focus of expan-
sion in the image center. They developed a control law that operated 
the opposite of this time-to-contact, commonly known as the relative 
depth. 

J.-C. Zufferey and D. Floreano [38] implemented an obstacle avoi-
dance technique for a 30g autonomous aerial vehicle. In this study, 
they were inspired by insects and optic flow sensors were used 
instead of the usual vision system. Optic flow sensors were composed 
of a 102 pixel vector and a microcontroller containing an estimation 
algorithm proposed by Srinivasan [33]. In order to compensate for 
the optic flow rotational components, sensors were first calibrated 
using a gyroscope. Since the output signal of these sensors was of 
the same order as that of the gyroscope, the measurement of the 
latter was directly used to subtract rotational components of the mea-
sured optic flow. The proposed obstacle avoidance method was only 
based on the optic flow divergence. When approaching an obstacle, 
the optic flow at the sensor extremes had a maximum amplitude and 
opposite directions. The difference of these two maximum speeds 
gave an estimate of the optic flow divergence, which is proportional 
to the inverse of the time-to-contact. This approach was justified by 
a theoretical study of areas of interest generated by calculating the 
optic flow, using a camera as it approached an obstacle. Experiments 
were conducted on a platform on the ground and on the aircraft for 
indoor flight. 

A. Beyeler et al. [7] conducted a study on altitude control, considering 
it as a case of detection and obstacle avoidance. By applying the 
method developed previously by [38], they built a pseudo-centering 
method for a vehicle in indoor flight. The floor and roof were therefore 
taken as a corridor. The authors showed simulation results, but the 
algorithm was not experimentally tested. 
A. Beyeler, J.-C. Zufferey and D. Floreano [8] described another 
optic-flow-based autopilot (optiPilot) for an outdoor fixed-wing MAV. 
The optiPilot was based on seven optic mouse sensors, MEMS rate 
gyroscopes and a pressure-based airspeed sensor. It was validated 
in simulations and demonstrated in real flights to avoid a group of tall 
trees (lateral avoidance) and small trees. 

Passive navigation: terrain following and automatic landing 

The passive navigation is the UAV ability to determine its own motion 
parameters with respect to the navigation reference. The estimation of 
these parameters is commonly called egomotion problem. However, 
there are new approaches used to estimate other important parame-
ters for navigation, such as: altitude, direction of travel, pitch and roll 

angle, in order to perform terrain following, or altitude control and 
automatic landing. 

J.-C. Zufferey et al. [38] used an altitude control using optic flow. 
They showed that an optic flow sensor pointing downward from the 
vehicle measured optic flow generated by the translational movement. 
A regulator allowed a constant optic flow to be maintained, which 
was equivalent to keeping the vehicle at a constant height. In [6], 
A. Beyeler et al. developed a similar strategy, but directly using raw 
(unprocessed) data from the optic flow sensor. By applying an opti-
mization technique to the sensor raw data, the pitch angle and the 
altitude were estimated in real time, without needing to estimate any 
velocity vector. 

The optic floww obtained from a camera pointing downwards may 
be used to perceive depth (ground). In fact, the optic flow model that 
appears for a 1D translational movement can be expressed as [29] 

[ ] sinx
y

VOF
Z

α° = −Ω  (14)

where y is the pitch angular velocity and  is the elevation angle. 
Since the optic flow rotational component y does not contain dis-
tance information, it is generally assumed to be equal to zero, or it is 
compensated for using inertial data. Most techniques based on optic 
flow for UAVs altitude control refer to equation (14). 

The idea of terrain following is to fly at a fixed altitude above the ground 
by maintaining the optic floww at a constant value and then following 
the ground profile by regulating the optic flow [29], [12]. Maintaining 
a constant optic flow in (14) leads to an automatic reduction of the 
horizontal speed Vx when the height Z decreases. Thus, if the descent 
speed Vz is controlled proportionally to the forward speed, the des-
cent angle remains constant.

Bees use this simple strategy (two rules) to ensure a smooth landing 
without explicit measurement or knowledge of their flight speed, or 
height above the ground [34]. Therefore, the height, the forward and 
descent speeds will exponentially decrease with time and become 
null at landing. This landing strategy inspired by insects has been 
demonstrated by many researchers [29], [13], [17]. 

Wagter and Mulder [36] constructed an algorithm for performing 
the 3D terrain reconstruction using optic flow. However, their sys-
tem considered that the real rotation and translation speeds were 
known. Since the optic flow component created by the vehicle motion 
is inversely proportional to the depth and directly proportional to the 
translation speed, if the translation speed is known, the depth can be 
deduced. By using a camera pointing downward from an autonomous 
vehicle, the altitude can be estimated in real time so a reconstruction 
of the terrain can thus be achieved. The algorithm estimated the optic 
flow generated by the vehicle rotations from the gyro data, and this 
estimation was subtracted from the measured optic flow.
 
In Kendoul, Fantoni, and Nonami [23], the Structure From Motion 
(SFM) method (which deals with camera ego-motion estimation and 
the reconstruction of the 3D structure of the scene) was successfully 
applied for the state estimation and flight control of a small quadrotor 
system. The proposed implementation was based on three nested 
Kalman filters (3NKF) and involved real-time computation of the optic 
flow, fusion of visual and inertial data, and recovery of translational 
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motion parameters. The scale factor ambiguity was solved by using 
height measurements from a pressure sensor and assuming flat 
ground. The system was also augmented by a visual odometer that 
estimated the horizontal position by integrating image displacements. 
The developed system was first validated on a ground vehicle and 
then on a quadrotor system through vision-based autonomous flights, 
including automatic takeoff and landing, outdoor and indoor hovering, 
and velocity command tracking. 

An optic flow-based terrain-following algorithm for mini quad-ro-
torcraft was proposed in Hérissé et al. [20]. The developed system 
computed optic flows at multiple observation points, obtained from 
two onboard cameras, using the LK algorithm and combined this 
information with forward speed measurements to estimate the height 
above the ground. A backstepping controller was used to regulate the 
height to some desired value. Indoor closed-loop flights were perfor-
med over a textured terrain using the CEA quadrotor vehicle flying at 
a forward speed of 0.3-0.4 m/s. The system was able to maintain 
a desired height of 1.5 m above a ramp and 2D corner textured ter-
rain of about 4 m in length. In an extended work [21], the authors 
presented a nonlinear controller for a VTOL UAV that exploited a 
measured optic flow to enable hover and landing control on a moving 
platform. Their first objective concerned the stabilization of the vehicle 
relative to the moving platform that maintained a constant offset from 
a moving reference. The second concerned the regulation of automa-
tic vertical landing onto a moving platform. Experimental results were 
provided for a quadrotor UAV to demonstrate the performance of the 
proposed control strategy. 

In Sabiron et al. [30], a 6-pixel low-speed Visual Motion Sensor 
(VMS), inspired by insect visual systems, performed local 1-D angu-
lar speed measurements ranging from 1.5°/s to 25°/s. The sensor 
was tested under free-flying outdoor conditions over various fields, 
onboard an 80kg unmanned helicopter. The results showed that the 
optic flow measured closely matched the approximate ground-truth 
optic flow, despite the complex disturbances encountered. The sen-
sor was also able to accurately sense low visual angular speeds, 
giving quite frequently refreshed measurements even at great heights 
over an unknown complex outdoor environment. 

Application to path following

The strength of optic flow-based strategies for aerial vehicles has 
been extensively demonstrated through the work cited above. In the 
Heudiasyc laboratory, we have addressed the problem of hover flight 
and velocity regulation of a quad-rotorcraft along a followed path 
(line). This objective can be viewed as a first step for future work rela-
ting to road following, for traffic monitoring, or for power or railway 
line  supervision.
 
Line following with velocity regulation 

In [27] and [28], the problem of stabilizing the position and transla-
tional velocity of a quad-rotorcraft during autonomous flight along 
a road was considered. The proposed solution was based on a 
vision algorithm for line detection and optic flow computation. The 
algorithm used images provided by a monocular camera system 
embedded onboard the UAV. Such research involves two fun-
damental characteristics for any autonomous navigation system: 

we seek to accurately measure translational displacements and to 
eliminate the position drift when hovering. If the translational drift 
is correctly compensated, the hover flight can be used as an inter-
mediary task between different flying behaviors, each suited to 
different conditions of the environment. Furthermore, velocity re-
gulation was implemented to establish the different flying modes, 
such as lateral displacement and forward displacement actions. In 
order to make use of the optic flow in a very appropriate manner, a 
vision-based altitude controller was also developed. The combina-
tion of these three vision-based controllers (hover flight, velocity 
regulation and altitude stabilization) allowed the vehicle to navi-
gate autonomously over a road model in a real-time application. 
Two different kinds of missions were tested: position hold over a 
road segment and road following at constant velocity. In the work 
[28], the road model was known (especially the width of the road); 
this allowed the altitude of the UAV above the road to be deduced. 
A diagram of the quad-rotorcraft above the road model can be 
seen in figure 3. The performance of the proposed methodologies 
was validated in a simulation environment. Real-time experimen-
tal applications with a quad-rotorcraft aerial vehicle, consisting 
of autonomous hover and forward flight at constant velocity were 
successfully achieved. Note that the experiments were achieved 
through a supervisory PC ground station, while the vision sys-
tem was embedded on the UAV. The communication between the 
quad-rotorcraft and the ground station was provided by a wireless 
data link. The image processing computations were done on the 
ground station and sent to the UAV, where the low-level control-
lers were executed onboard the vehicle. 

Figure 3 - Quad-Rotorcraft navigation: a diagram of the proposed 
setup presented in [28] 

Figure 4: Experimental quadrotor designed and constructed at the Heudiasyc 
laboratory 
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Full autonomous line following 

Heudiasyc quad-rotorcraft 

The Heudiasyc laboratory at the University of Technology of Com-
piègne, in France, has a long experience with control and navigation 
of UAVs, especially using quadrotors. The latest version of our expe-
rimental quadrotor, shown in figure 4, is a UAV based on a Mikrokop-
ter frame (with modifications). It has four brushless motors driven by 
BLCTRLV2 controllers. The total weight is 1.2 kg, using an 11.1 V 
LiPO battery of 6000 mAh, giving about 15 minutes of flight time. The 
main electronic board is based on an IGEP module, equipped with a 
System On Chip (SOC) DM3730 from Texas Instruments. This SOC 
has one ARM Cortex A8 core running at 1 GHz and one DSP C64x+ 
core running at 800 MHz, which allows embedded image processing. 
The ARM processor allows Linux and its real-time extension Xenomai 
to be run. Thus, the control law runs in real time at 100 Hz. The UAV 
is also equipped with a Microstrain 3DMGX3-25 IMU giving Euler 
angles and rotation speed measurements at 100Hz, a SRF10 ultraso-
nic range finder that provides the vehicle altitude at 50 Hz in a range 
between 0 and 2 meters and a PS3Eye camera capable of providing 
up to 120 images per second, at a resolution of 320x240 pixels. The 
camera points downwards, which allows the scene below the vehi-
cle to be observed. Note that planarity of the scene is assumed in 
this work by the Heudiasyc laboratory. The images provided by the 
camera are processed by computer vision algorithms, in order to esti-
mate the helicopter translational velocity in the x-y plane and the hea-
ding angle, as well as the lateral position w.r.t. the road direction. The 
translational velocity in the x-y plane is obtained from an optic flow 
algorithm, which is based on the pyramidal Lucas-Kanade method. 
For this purpose, the algorithm uses two pyramid levels, seeking up to 
64 points of interest in the image. A Harris affine region detector was 
implemented to perform the characteristic feature detection. The DSP 
allows embedded calculation of the optic flow at about 100 Hz. Final-
ly, the UAV is connected to the ground station via a WiFi connection. 

Line following 

The strategy described here, is based on the work developed in [11]. 
A line is placed on the ground and the UAV follows it autonomously. 
This is done thanks to the downward looking embedded camera, 
which computes a Hough transform to detect lines. Thus, the UAV 
stabilizes itself over the line and can move forward using the optic 
flow to regulate its speed. Again, the embedded DSP is used for all 
image processing, running at 90 frames per second, to provide high 
speed measurements. The main contribution was to permit the quad-
rotor to navigate over a line in a completely autonomous manner with 
full embedded control and image processing. No external sensors or 
system (such as a motion capture system) are needed here, des-
pite the presence of markers onboard the quadrotor (figure 4 of the 
quadrotor).

Indeed, we have used markers for other experiments where the 
knowledge of the vehicle position was needed. The present methodo-
logy has resulted in several improvements to the embedded control 
and image processing and a summary of real-time experiments that 
are currently being shown in the Heudiasyc Laboratory is presented 
here. 

The quadrotor is able to follow a line without knowing its size, its color 
or its shape. We perform a demonstration with a closed 8-shape, 

where the quadrotor can continuously navigate over the path as 
shown in figure 5. A raw gray scale image obtained from the onboard 
camera while the vehicle is flying over the road is shown in Figure 
6(a). The image obtained by edge detection using Sobel is shown in 
figure 6(b) and a binary image (black and white image) deduced by 
thresholding is presented in figure 6(c). Specifically, the grayscale 
image is used by the optic flow algorithm, while the black and white 
image is used by the line detection algorithm. A Hough transform 
computation allows vertical straight lines to be found in the image 
with an appropriate selection of the followed line. Finally, the post-
processed image where the road has been detected is highlighted 
in green, as shown in Figure 6(d). Note that the Sobel detection is 
only performed in the x-axis direction to speed up image processing. 
Therefore, the heading angle of the vehicle is aligned 

Figure 5 - Line following mission: the quadrotor flies over the line 
autonomously 

  
 a) Raw grayscale image  b) Sobel detection 

  
 c) Binary image d) Processed image after Hough
  transform algorithm 
Figure 6 - Image processing 

with the direction of the line. Using imaging sensors, the lateral dis-
tance of the vehicle is then stabilized through the yaw angle, in order 
to navigate exactly over the road. Optic flow computation also allows 
the vehicle to navigate at a constant velocity over the path. Figure 7 
shows optic flow vectors at points of interest and projected on one 
image. Figures 8(a) to 8(d) describe the consecutive images along 
the path. Since the overall objective of such an application would be 
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to supervise road traffic, power lines or railway infrastructure, the 
idea was also to consider cases when the line goes out the field of 
view of the downward pointing camera. Therefore, a switching control 
strategy was designed in order to consider both operational modes: 
the nominal case presented above, i.e., the camera allows the lateral 
position and the yaw angle to be stabilized; and the degraded mode, 
which is implemented in case the vehicle loses the line. In the nomi-
nal case, the forward speed is constant and regulated by optic flow. 
The degraded mode involves an algorithm integrating the lateral optic 
flow, in order to estimate the position and return to the line.

  
Figure 7 - Optic flow vectors from points of interest projected on one image 
along the line
a) Example of an original image with pieces of black tapes to improve Harris 
point detection, in order to avoid the aperture problem
b) Optic flow vectors projected on one image 

  

  
Figure 8 - Consecutive images along the 8-path

In this mode, the yaw angle is pointed using the IMU with the pre-
ceding value before the loss of the road detection. Figures 9(a)-9(c) 
demonstrate the degraded mode when the quadrotor is perturbed. A 
video of the demonstration can be viewed on the Heudiasyc UAV 
team web site: www.hds.utc.fr/uav-horus/platform/videos/. 

     

Figure 9 - The quadrotor is moved from its initial path by a manual 
perturbation. It can retrieve the followed line

Conclusion 

Significant progress has been made in the development of autono-
mous UAVs. Although there is often a gap between theoretical work 
and experimental developments, numerous reported experiments are 
appearing with validation in real time. Vision-based navigation, inclu-
ding bio-inspired strategies such as the use of optic flow, is a very 
active research topic. Numerous developments are arising, especially 
indoors. New technologies and extensive engineering work are also 
needed for outdoor implementations. We believe that bio-inspired 
visual control and navigation approaches for UAVs will increase in 
the future

Acronims

VTOL (Vertical Take-Off and Landing)
UAV (Unmanned Aerial Vehicule)
IMU (Inertial Measurement Unit)
FOE (Focus Of Expansion)
MAV (Micro Aerial Vehicule)

SFM (Structure From Motion)
3NKF (Three Nested Kalman Filter)
LK (Lucas Kanade(algorithm))
VMS (Visual Motion Sensor)
SOC (System On Chip)

a) b)

a)

a) b)

b)

c)
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