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Abstract: The article proposes an approach to embed the propagation of structured uncertainty
through a system in a system with one unstructured uncertainty. This embedding is interesting
as it allows to use the classical analysis and design tools such H∞ design and µ-analysis or
synthesis. A strong motivation is to improve the computational efficiency of the analysis for
large-scale uncertain systems using a hierarchical approach. Examples are provided for both the
embedding in the SISO and MIMO cases and for the hierarchical performance analysis of an
uncertain Phase-Locked-Loop network.
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1. INTRODUCTION

In the 80’s-90’s, µ-analysis (Doyle (1982); Skogestad and
Postlethwaite (2005)) was developed to investigate the
(H∞) performance of Linear Time Invariant systems in the
case of structured uncertainties. This approach is based
on the computation of the structured singular value µ of
frequency dependent complex matrices, which was proved
to be NP-hard by Braatz et al. (1994). Fortunately, lower
and upper bounds on µ can be efficiently computed, the
computation of the µ upper bound (Fan et al. (1991))
allowing to guarantee a certain level of performance, with
some conservatism. A major interest of the use of µ upper
bound is to obtain a satisfying trade-off between the
complexity of the computation, i.e. the efficiency, and the
conservatism of the obtained result.

Nevertheless, even if the computation is efficient, the
computation time can be important in the case of large-
scale uncertain systems. The purpose of the paper is to
propose a robust analysis method with a trade-off between
efficiency and conservatism adapted to large-scale systems.
Our motivating application is the robustness analysis of
Phase-Locked-Loop (PLL) networks (Korniienko et al.
(2011a)), a challenging problem in Microelectronics.

In the case of large-scale systems with uncertainties de-
fined by cones, Safonov (1983) proposed to perform a hier-
archical analysis using a propagation of conic uncertainty
result. Unfortunately, its direct application to a (large-
scale) system with structured uncertainties could lead to
an overly conservative result. In this paper, we propose a
new hierarchical analysis method which is adapted to the
case of uncertain systems with structured uncertainties.

In our approach, the large-scale uncertain system is rep-
resented as an interconnection of sub-systems with struc-
tured uncertainties. We propose (i) to compute for each
uncertain sub-system a “good” unstructured uncertainty,

in the sequel, referred to as the embedding, (ii) to ap-
ply µ-analysis to the interconnected system where each
sub-system is replaced by the unstructured uncertainty.
With respect to the direct application of the µ-analysis
to the large-scale uncertain system, the computation is
performed in two sequential steps. In the first step, the
computation of the embeddings of the sub-systems can be
parallelized. In our motivating application (PLL network),
the sub-systems are actually the same. Furthermore, the
computation of µ in the second step is more efficient than
the computation of µ for the original system.

In order to apply this approach, we first investigate the
computation in step (i). Note that this problem is a
generalization of the propagation of conic uncertainties
presented in Safonov (1983). More precisely, for a given
frequency, how to compute the “best” unstructured uncer-
tainty that embeds an uncertain system with structured
uncertainties? Beyond the hierarchical analysis applica-
tion, the solution to this problem has many interesting
applications. For instance, in the Quantitative Feedback
Theory (Houpis and Rasmussen (1999)), the aim is to
design a controller that achieves some level of perfor-
mances in front of all the uncertainties in the system.
In the method, it is assumed that it is possible to know
the propagation of the uncertainty through the system.
Another interesting application is the use of the embedding
to perform µ-synthesis in the integrated framework by Yaw
and Balas (2011); the advantage being the computation
time thanks to the embedding.

Our solution is based on a separation of graph theorem.
First proposed in Safonov (1980) as a general approach to
feedback system analysis, specialized forms were proposed
in e.g. (Iwasaki and Hara (1998); Scorletti (1998)) for
(uncertain) LTI system analysis. Since the µ upper bound
proposed in Fan et al. (1991) can be interpreted as a partic-
ular application of the separation of graph theorem, this



theorem was applied to extend µ-analysis to time-delay
systems in Scorletti (1998) or to time-varying/nonlinear
systems in Megretski and Rantzer (1997), to reduce the
conservatism of the µ upper bound Scorletti et al. (2007),
to cite a few. In this paper, we reveal another interesting
application of this powerful theorem.

Some notations and preliminary on the separation of graph
are first provided in Section 2. Section 3 presents the
embedding result and the hierarchical analysis approach.
Numerical examples are detailed in Section 4.

2. NOTATIONS AND PRELIMINARY

2.1 Notations

R
n (resp. C

n) denotes real (resp. complex) vectors of
size n. Rm×n (resp. Cm×n) denotes real (resp. complex)
matrices of size m × n. In denotes the identity matrix
of size n. 0m×n denotes the null matrix of size m ×
n. When the subscript are omitted, I and 0 denotes
the identity and null matrices of appropriate size. X∗

denotes the transpose conjugate of X while X+ denotes
its Moore-Penrose inverse. X < 0 stands for X is definite
negative. ⋆ stands for the Rhedeffer star product and ⊗
for the Kronecker product. The notation bdiagi (Ti) or
bdiag (T1, · · · , TN ) represents the block diagonal matrix
of the form: 


T1 0 0
0

. . . 0
0 0 TN




2.2 Mathematical preliminary on separation of graph

The results obtained in the paper are derived from the
following theorem, see for instance Iwasaki and Hara
(1998).

Theorem 1. Let∆ ⊂ C
no×ni be a compact set andM be a

complex matrix partionned into

[
A B
C D

]
with A ∈ C

ni×no

and D ∈ C
nz×nw . Let Pp ∈ C

nz×nz .

Then the inequality

∀∆ ∈∆, (∆ ⋆ M)∗Pp(∆ ⋆ M) < 0 (1)

holds if and only if there exists a matrix Φ ∈ C
(no+ni)×(no+ni)

such that

∀∆ ∈∆,

[
∆
I

]
∗

Φ

[
∆
I

]
≥ 0

[
C∗

D∗

]
Pp [C D ] +

[
I 0
A B

]
∗

Φ

[
I 0
A B

]
< 0

Note that if ∆ ⋆ M represents the graph of a system G,

that is ∆ ⋆ M =

[
N
D

]
with G = ND−1, then (1) defines

a dissipativity property on G.

3. EMBEDDING AND HIERARCHICAL ANALYSIS

3.1 Problem formulation

As we use µ-analysis in the second step of the proposed hi-
erarchical approach, a frequency gridding is defined so that

we are concerned with uncertain matrices. The problem
of interest is then the embedding of an uncertain matrix
with structured uncertainty into an uncertain matrix with
a direct additive unstructured uncertainty.

Problem 1. (Embedding Problem). Let the set of matrices
Gs ⊆ C

nz×nw be defined by a set of structured uncertainty
∆s, a compact subset of Cno×ni , and a complex matrix

Ms partitionned into

[
As Bs

Cs Ds

]
with As ∈ C

ni×no and

Ds ∈ C
nz×nw such that

Gs = { ∆s ⋆ Ms , ∆s ∈∆s } (2)

Find Gnom ∈ C
nz×nw , Wi ∈ C

nw×nw and Wo ∈ C
nz×nz

that defines Gu, the set of matrices

Gu = { Gnom +Wo∆uWi , σ̄(∆u) < 1 } (3)

such that Gs ⊆ Gu.

Assumptions: we assume that Wi and Wo are invertible.

3.2 Main result

Two equivalent results can be obtained.

Theorem 2. Let∆s ⊂ C
no×ni be a compact set andMs be

a complex matrix partitionned as stated in the Embedding
Problem.

There exist:

• a matrix Gnom ∈ C
nz×nw ;

• invertible matrices Wo ∈ C
nz×nz and Wi ∈ C

nw×nw ;

such that Gs ⊆ Gu with Gs and Gu defined in equations
(2) and (3) respectively if and only if there exists a solution
to one of the two following problems:

(1) First: there exist
• a matrix Pnom ∈ C

nz×nw ;
• a positive definite matrix Po ∈ C

nz×nz ;
• a positive definite matrix Pi ∈ C

nw×nw ;
• a matrix Φ ∈ C

(no+ni)×(no+ni);
such that (4) and (5) are satisfied

∀∆s ∈∆s,

[
∆s

I

]
∗

Φ

[
∆s

I

]
≥ 0 (4)

[.]
∗



−Po I 0 Pnom

I 0 0 0
0 0 Φ 0

−P ∗nom 0 0 −Pi







I 0 0
0 Cs Ds

0 I 0
0 As Bs

0 0 I


 < 0 (5)

with Po = WoW
∗

o , Pi = W ∗

i Wi and Pnom = Gnom.
(2) Second: there exist

• a matrix P̃nom ∈ C
nz×nw ;

• a positive definite matrix P̃o ∈ C
nz×nz ;

• a positive definite matrix Pi ∈ C
nw×nw ;

• a matrix Φ ∈ C
(no+ni)×(no+ni);

such that (4) and (6) are satisfied

[.]
∗




−P̃o P̃o 0 P̃nom

P̃o 0 0 0
0 0 Φ 0

−P̃ ∗nom 0 0 −Pi







I 0 0
0 Cs Ds

0 I 0
0 As Bs

0 0 I


 < 0 (6)

with P̃o = W−∗

o W−1
o , Pi = W ∗

i Wi and P̃nom =

P̃oGnom.



Table 1. Possibilities of minimization

Name Minimization Constraint Solution

c1 σ̄(Pi) σ̄(Po) < c 1

c2 σ̄(Pi) ||Po||F < c 1

c3 ||Pi||F σ̄(Po) < c 1

c4 ||Pi||F ||Po||F < c 1

c5 σ̄(Po) σ̄(Pi) < c 1

c6 σ̄(Po) ||Pi||F < c 1

c7 ||Po||F σ̄(Pi) < c 1

c8 ||Po||F ||Pi||F < c 1

c9 − log(det(P̃o)) σ̄(Pi) < c 2

c10 − log(det(P̃o)) ||Pi||F < c 2

Proof. See the appendix for the complete proof.

3.3 Discussion

Theorem 2 presents a semi-infinite LMI optimization prob-
lem: constraint (4) defines an infinite number of con-
straints that cannot be solved efficiently as it. This con-
straint can be verified a priori by choosing the structure
of the matrix Φ adequately. In this case, Theorem 2 de-
fines a finite dimensional LMI optimization problem that
can be solved efficiently. Moreover the equivalence can be
preserved, depending on the nature of the ∆s set.

For instance, a standard set ∆s is{
bdiagj

(
δjInj

)
, with δ = [δi] ∈ R

r such that ‖δ‖
∞
≤ 1

}

representing parametric uncertainties. Φ can then be cho-
sen of the form [

−D G
G∗ D

]
(7)

where D = bdiagk (Dk), with Dk = D∗k > 0, and
G = bdiagk (Gk), with Gk = −G∗k. This corresponds to
the usualD-G scalings of the µ-analysis (Fan et al. (1991)).

Scorletti et al. (2007) introduced the L scaling to reduce
the conservatism in the case of r ≥ 2. Indeed, it is possible
to represent the set Gs with a non standard set ∆s (and
the appropriate matrix Ms) of the form

{
δ ⊗ I , with δ = [δi] ∈ R

r such that ‖δ‖
∞
≤ 1

}
.

Φ can then be chosen of the form

Φ=

[
−D + jL G

G∗
∑

Di

]
with L=




0 V1,2 . . . V1,r

−V1,2 0
. . .

.

.

.
..
.

. . .
. . . Vr−1,r

−V1,r . . . −Vr−1,r 0




(8)

where D = bdiagk (Dk), with Dk = D∗k > 0, G =
[. . . Gk . . .], with Gk = −G∗k, and Vi,j = Vi,j are real
matrices.

It is interesting to obtain an embedding of minimum
size. Matrix norms, such as the maximum singular value
or the Frobenius norm, can be used as an indicator
of size. Another interesting indicator is the log(det(.))
one which corresponds to the volume of the underlying
ellipsoid. Adding this minimization still leads to finite
dimensional LMI problems, when using the corresponding
solution in Theorem 2. Table 1 presents the possible
combinations. From this table, we do not expect any
difference in the results between combinations c1 and c5,
neither between combinations c4 and c8. We also expect

some symmetry between c2 and c7 and between c3 and
c6. Moreover, the maximum singular value being a worst
case in all directions, we expect the Frobenius norm and
the log(det(.)) indicators to be better. For the SISO case,
all combinations are equivalent.

Direct multiplicative uncertainty at input can be deduced
from the direct additive uncertainty studied here. The
embedding set is{

Gi
nom

(
I +W i

o∆uW
i
i

)
, σ̄(∆u) < 1

}

which is the same set as the additive one with Gnom =
Gi

nom, Wo = Gi
nomW i

o and Wi = W i
i . In the case

when Gnom is full column rank, W i
o can be computed by

G+
nomWo. Similarly, it is possible to deduce a direct mul-

tiplicative uncertainty at output from the direct additive
one.

3.4 Hierarchical analysis

An interesting application of the previous result is the
problem of the performance analysis of linear large-scale
uncertain systems. A large-scale uncertain system is a
system composed of uncertain sub-systems which are in-
terconnected according to a given topology. It can be
represented by a feedback of the sub-systems Ti regrouped
into a block diagonal operator T and an interconnection
operator M , see Fig. 1 and equation (9).

Fig. 1. Global uncertain linear large-scale system

[
q
z

]
= M

[
p
w

]
and p =

T︷ ︸︸ ︷
bdiagi (Ti)q

(9)

with the dimensions of the vectors q, p, z and w equal to
nq, np, nz and nw.

Each sub-system Ti is an interconnection of the nominal
sub-system part Hi and the uncertainty ∆s

i belonging to

the structured set ∆s

i ⊆ C
ni
out×ni

in which definition is
similar to the set ∆s:[

yi
pi

]
= Hi

[
ui

qi

]
and ui = ∆s

iyi (10)

with the dimensions of the vectors qi, pi, ui and yi equal
to ni

q, n
i
p, n

i
u and ni

y.

The following formalization of the performance analysis
problem is proposed.

Problem 2. For a given large-scale system defined by (9)
and (10), a given frequency gridding vector vω = {ω0} and
given structured uncertainty sets∆s

i for all i ∈ {1, . . . , N}
find a frequency depending upper bound {γ (ω0)} on
the (H∞) performance transfer function between global
external input w and output z signals.



As discussed in the introduction, the proposed approach
is composed of two steps:

(1) the first step based on the given result (Theorem 2)
allows to define the unstructured embedding similar
to (3) of the structured uncertainty ∆s

i of each sub-
system;

(2) replacing the sub-system dynamics Ti by their em-
bedding and transforming the global system into a
standard M −∆ form results in a new global system
representation given in Fig. 2 and described by:

[
q̃
z

]
= M̃

[
p̃
w

]
and p̃ =

∆u

︷ ︸︸ ︷
bdiagi (∆

u
i )q̃

(11)

with the dimensions of the vectors q̃, p̃, z and w
equal to nq, np, nz and nw and the uncertainty ∆u

i

belonging to the unstructured set ∆u

i = C
ni
out×ni

in

and such that σ̄(∆u
i ) < 1. Further application of

the standard µ-analysis tools accomplishes the second
step and thus resolve Problem 2, with a different
trade-off between complexity and conservatism com-
pared to a direct structured µ-analysis.

Fig. 2. Unstructured embedding of global uncertain linear
large-scale system

The trade-off of the proposed approach can be changed
in the first step by using several kinds of embedding
(sector, ellipsoid, circle, half-plan, etc...). Note that the
computation of the embeddings can be parallelized so that
this first step does not need more time while decreasing
the conservatism. It is also pointed out that the pro-
posed approach is particularly interesting in the case of
homogenous large-scale systems with sub-systems having
a common nominal part H1 = H2 = · · · = HN and all
the structured uncertainties belonging to the same set.
The computed embeddings are then valid for all the sub-
systems, decreasing the computational load.

The trade-off is also dependent on the way how a large-
scale system is decomposed into the structure of Fig. 1,
which is not unique. For some systems, as for the PLL
network, the decomposition is natural and fully exploits
the homogeneous nature of the sub-systems. Moreover,
there can be more than one hierarchical level.

4. NUMERICAL EXAMPLES

4.1 Local uncertainty propagation: SISO embedding case

We begin with a scalar case. The main advantage is
that it is simple to understand and, more importantly, to
evaluate. Indeed, the embedding will be a disk of center
Gnom and of radius |WoWi|.

Fig. 3. Visualisation for SISO embedding example

SISO example: the scalar with structured uncertainty
under study is

GSISO(jω0) =
−ω2

0 + 2ξnωn(jω0) + ω2
n

−ω2
0 + 2ξdωd(jω0) + ω2

d

with ω0 = 1 rad/s, ξn = 0.7 and ξd = 0.01. The
uncertainties are real and are defined by ωn ∈ (0.1, 0.5)
and ωd ∈ (0.9, 1.1). In the sequel, a gridding will be

performed on [ ωn ωd ]
T
, with a step of 0.01 on ωn and

with a step of 0.001 on ωd.

The structured uncertain set ∆s is then{[
ωnI2 0
0 ωdI2

]∣∣∣∣ ωn ∈ (0.1, 0.5), ωd ∈ (0.9, 1.1)

}
.

By scaling ωn and ωd, the matrix Φ can be of the form
defined in (7). The results show that it is not necessary to
use the D-G-L scalings of (8).

SISO embedding evaluation: as foreseen, for all the
combinations, we obtain

GSISO
nom ≈ 11.015 + j × 21.51

|WSISO
o WSISO

i | ≈ 32.95

Fig. 3 represents the Nyquist response and allows a visual-
ization of the embedding: the embedding disk encompasses
all the values that can take GSISO with the gridding
defined. For this example, the embedding is excellent.

4.2 Local uncertainty propagation: MIMO embedding case

MIMO example: for the MIMO case, we choose the
following example

GMIMO(jω0) = odir ×GSISO(jω0)× idir

with odir = [ 1 −1.5 ]
T

and idir = [ 1 2 ]. This example
has the advantages that the matrix has a strong direction
at input and output that can be evaluated.

MIMO embedding evaluation: for all the combina-
tions, we get

GMIMO
nom ≈ odir ×GSISO

nom × idir

which is excellent.

The directionality can be evaluated by computing the
singular value decomposition of WMIMO

o and WMIMO
i . In

this example, the directionality is taken into account if the
ratio between the maximum and minimum singular values
is large. These ratios are presented in Table 2. Note that
log(det(.)) indicator takes into account the directionality
extremely well. It is also the case for the Frobenius norm



Table 2. Ratio of the singular values on the
weightings

WMIMO
o WMIMO

i

c1 1.2363 1.2245

c2 70.1072 1.2252

c3 1.2270 44.6502

c4 29.8985 29.2731

c5 1.2300 1.2438

c6 1.2248 60.8302

c7 53.3795 1.2287

c8 29.8907 29.9473

c9 3825 1.2237

c10 4744 9.9795

indicator. However, the maximal singular value leads too
very poor results from this perspective.

For the evaluation of the size, let us compute for each pair
of combination (i, j)

max
σ̄(∆i

u)<1
σ̄
(
(W j

o )
−1W i

o∆
i
uW

i
i (W

j
i )
−1

)

where the superscript MIMO have been dropped. This
gives the minimum size of the unstructured uncertainty of
the embedding j for which the embedding i is included in
the embedding j. Table 3 presents these minimum sizes. As
expected, c1 and c5 leads to very poor results as they are
not included in any other combination whereas the other
combinations are all included in c1 and c5. Note also that
c10 leads to very good results as it is included in c1, c2, c5,
c7 and c9, c4, c8 and c9 performs also quite well. However,
what is surprising is that c3 and c6 are not included in c4
or c8.

4.3 Global analysis: hierarchical analysis of a PLL network

Let us consider now a numerical example of hierarchical
performance analysis of a large-scale system. One takes
as an example the performance analysis of the active
clock distribution network from Korniienko et al. (2011a)
subject to technological dispersions. An active clock distri-
bution network is composed of N = 16 mutually synchro-
nized Phase-Locked-Loops (the sub-systems) delivering
the clock signals to the chip. To be able to synchronize
the PLLs exchange the information on their relative phase
through the interconnection network and the phase detec-
tors.

Since the principal aim of the system is the synchroniza-
tion, the PLLs are identical or at least have a common
nominal part. One has thus H1 = H2 = · · · = HN .
Of course, during the manufacturing process, there are
inevitable technological dispersions which can be repre-
sented in the form of parametric uncertainties belonging
to the same set. We have thus ∀i ∈ {1, . . . , N}:

Ti (jω0) =
ki (jω0 + ai)

−ω2
0 + kijω0 + kiai

(12)

where ki, ai are the real uncertain parameters defined as
ki ∈

(
0.76 · 104, 6.84 · 104

)
and ai ∈ (91.1, 273.3). ω0 is the

current frequency defined by gridding.

The exchange of information between the PLLs is modelled
by an interconnection matrix M defined in (13).

M =




0
1

3
0 0

1

3
0 0 0 0 0 0 0 0 0 0 0

1

3
1

3
0

1

3
0 0

1

3
0 0 0 0 0 0 0 0 0 0 0

0
1

3
0

1

3
0 0

1

3
0 0 0 0 0 0 0 0 0 0

0 0
1

2
0 0 0 0

1

2
0 0 0 0 0 0 0 0 0

1

3
0 0 0 0

1

3
0 0

1
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0 0 0 0 0 0 0 0

0
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0 0

1
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0

1
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0 0

1
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0
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0 0 0 0 0 0

0 0 0
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3
0 0

1

3
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0 0
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0 0

1
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0 0 0
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1
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0 0

1
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0

1

4
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1
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0 0

0 0 0 0 0 0 0
1

3
0 0

1

3
0 0 0 0

1

3
0

0 0 0 0 0 0 0 0
1

2
0 0 0 0

1

2
0 0 0

0 0 0 0 0 0 0 0 0
1

3
0 0

1

3
0

1
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0 0

0 0 0 0 0 0 0 0 0 0
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0 0
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3
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1

3
0

0 0 0 0 0 0 0 0 0 0 0
1
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0 0
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(13)

In this example, the transfer function between external
signals w and z expresses the performance of the global
PLL network and namely its ability to synchronize with
periodic reference signal w. This reference signal is repre-
sented by its phase so that the PLL network has to track
a ramp. More details can be found in Korniienko et al.
(2011b).

The proposed hierarchical analysis approach is applied. To
decrease the conservatism, we use a matrix Φ of the form
described in (8).

Hierarchical analysis evaluation: the results are
presented in the Fig. 4 where the nominal transfer function
magnitude, the direct µ-analysis upper bound and the
hierarchical analysis upper bound are presented. Though
the direct µ-analysis upper bound is less conservative
compared to the upper bound in the hierarchical case
(maximum peak 13.4 dB and 6 dB respectively), the com-
putation time is much more important in the first case
711 sec compared to 55 sec. One can thus conclude that the
hierarchical performance analysis can be efficiently applied
in the case of large-scale system especially with a large
number N of sub-systems.
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Fig. 4. Upper bounds for direct µ-analysis case (blue
dashed line) and Hierarchical analysis case (red full
line), nominal performance transfer function (green
dotted dashed line)

CONCLUSION AND PERSPECTIVES

An approach for embedding the propagation of structured
uncertainty into an unstructured one was presented in



Table 3. Minimum sizes of unstructured uncertainty for embedding

❍
❍

❍❍i

j
c1 c2 c3 c4 c5 c6 c7 c8 c9 c10

c1 1 85.80 36.47 579.8 1.02 49.77 30.49 630.6 3228 44329

c2 1.00 1 36.47 23.94 1.02 49.74 1.01 25.25 37.67 517.2

c3 1.01 86.30 1 24.39 1.00 1.36 30.54 24.15 3241 10.212

c4 1.00 3.54 1.52 1 1.00 2.08 1.25 1.09 132.9 418.7

c5 1.03 86.09 36.90 573.6 1 49.02 30.46 624.0 3233 43860

c6 1.01 86.46 1.00 24.43 1.00 1 30.59 25.20 3247 10230

c7 1.03 28.26 37.26 23.82 1.01 49.50 1 25.13 106.1 1454

c8 1.00 3.43 1.44 1.00 1.00 1.97 1.21 1 128.9 406.0

c9 1.03 1.00 37.35 23.87 1.01 49.61 1.00 25.19 1 13.74

c10 1.05 1.05 8.36 5.49 1.05 11.40 1.05 5.79 1.05 1

this paper. The approach was efficiently applied to both
SISO and MIMO local uncertain system examples as well
as to the performance analysis of the uncertain large-
scale system within the framework of hierarchical analysis
approach. As a perspective for future work, one can
expect an improvement, from conservatism point of view,
for hierarchical analysis by combining different kinds of
embedding.
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APPENDIX: PROOF OF THEOREM 2

The inclusion Gs ⊆ Gu is equivalent to

∀∆s ∈∆s, σ̄
(
W−1

o (∆s ⋆ Ms −Gnom)W−1
i

)
< 1

that is ∀∆s ∈∆s,

(.)∗
[
W−∗

o W−1
o 0

0 −I

] [
∆s ⋆ Ms −Gnom

Wi

]
< 0

Then the previous inequality holds if and only if there
exists Φ ∈ C

(no+ni)×(no+ni) such that

∀∆s ∈∆s,

[
∆s

I

]
∗

Φ

[
∆s

I

]
≥ 0

and

[.]
∗

Φ

[
I 0
As Bs

]

+ [.]
∗

[
W−∗

o W−1
o 0

0 −I

] [
Cs Ds −Gnom

0 Wi

]
< 0

With changes of variables Pi = W ∗

i Wi and Po = WoW
∗

o ,
the last inequality can be rewritten

[.]
∗

Φ

[
I 0
As Bs

]

+

[
0 0
0 −Pi

]
− (.)∗

(
−P−1

o

)
[Cs Ds −Gnom ] < 0

Then, by Schur’s lemma, this is equivalent to

−Po Cs Ds −Gnom

(.)∗ (.)∗Φ

[
I 0
As Bs

]
+

[
0 0
0 −Pi

]

 < 0 (.1)

which after a factorization is equivalent to (5).

The invertibility of Wo and Wi are equivalent to the fact
that Po and Pi are positive definite. This concludes the
proof of the First Solution.

The proof of the Second Solution i.e. (6) is obtained
thanks to post and pre-multiplying inequality (.1) by

bdiag
(
P̃o, I

)
= bdiag

(
P−1
o , I

)
= bdiag

(
W−∗

o W−1
o , I

)
,

change of variable P̃nom = P̃oGnom and further factoriza-
tion. Finally, note that the invertibility of Wo and Wi are
equivalent to the fact that P̃o and Pi are positive definite.


