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Abstract—Nanowireless electro-magnetic communication networks in
the Terahertz band have raised interest in the networking community
these very last years. However, if detailed studies have been published on
analytical modelling of these networks, no simulation have been run to
study in detail the characteristics of the transmission medium. We have
designed Vouivre, a standalone nanowireless simulator, which is interfaced
with two micro-robots simulator DPRSim and VisibleSim. This paper
describes briefly Vouivre and presents first metrics of the communication
channel using a communication paradigm called TS-OOK (Time Spread
On-Off Keying).

I. INTRODUCTION

In the global miniaturization trend, electro-magnetic (EM) wire-
less nanonetworks are the next frontier to reach for scaling down
communication networks. There have been analytical work proposed
for defining and characterizing this new type of communication chan-
nel [1] which has led to the definition of a pulse-based communication
scheme named Time-Spread OnOff Keying (TS-OOK) [2]. We have
proposed a simulator called Vouivre[3], [4] which is able to simulate
an EM wireless nanonetwork. Vouivre is plugged with DPRSim [5],
a micro-robot simulator and will soon be plugged with VisibleSim
[6], the successor of DPRSim. In this article, we propose to use
Vouivre in his new standalone mode to study some parameters of
the nanonetwork channel. More particularly, we studied different
scenarios of ratio between the time of pulse and the time between
two pulses called β in [2].

II. CONTEXT

A. Specificities of electromagnetic nanonetworks

Nano-wireless communications make use of nano-meter scale
antennas, and many aspects of communications are consequently
affected. At that scale, classical modulation schemes are difficult
to implement and pulse-based communications are preferred. Time-
Spread OnOff Keying (TS-OOK) [2] uses a simple coding where the
presence of a pulse carries a ”1” value and its absence carries a ”0”.
Extremely short pulses (∼100 femtoseconds long) spread their small
energy - in the order of a picojoule - into an extremely wide channel,
up to 10 THz large.

The total throughput is thus potentially extremely high, in the
order of terabits/s. For a given communication, each symbol is
separated from the next by an interval orders of magnitude longer
than a pulse. If Tp is the duration of a pulse and Ts is the time
between symbols, β is the ratio Ts/Tp and a value of 1000 would not
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be uncommon. Because of this ratio, the achievable throughput for a
given transmission is also orders of magnitude lower than the total
theoretical throughput.

But a very interesting property of such a coding scheme is the
ability to multiplex transmissions over time. Transmitters can indeed
send their symbols during the inter-symbol time of the other transmit-
ters. Collisions may occur, but their probability is directly dependent
to the value of β and the number of concurrent transmissions. The
multiplexing capability increases with the value of β.
Of course, higher level coding schemes are required to detect and
eventually correct errors. The required redundancy will accordingly
reduce the effective data throughput, but because it was so high to
begin width, its value can still be kept quite high in most cases.

Such a wide channel behave peculiarly compared to more com-
mon wireless technologies. In particular various molecules in the
environment will absorb parts of the spectrum while keeping others
relatively untouched [7]. The energy absorbed by the environment
is radiated again and essentially acts as noise on the channel. This
phenomenon is known as equivocation. The noise on the channel
rapidly increases with distance and transmission power, and rapidly
surpass the signal power at the receiver. This is happening even when
no parallel transmission are occurring and limits the effective com-
munication range. Communications ranging up to tens of centimeters
seems possible

Because the pulses are so short (∼100 femtoseconds), the prop-
agation delay (∼3 nanoseconds per meter) can be greater than the
duration of a pulse and as such collisions can easily occur at receiver
side even if symbols were sent at different times. Figure 1 shows how
symbols can overlap from a receiver point of view even if they were
not sent at the same time. Sender S1 sends a ”1” (as a pulse) and S2
later send a ”0” as an absence of pulse. Because receiver R1 is at the
same distance from S1 and S2, it received those symbols one after
the other and decodes them correctly. Receiver R2 is much closer
from S2 than from S1. As the propagation delay from S1 is longer,
the two symbols overlap and the ”0” from S2 is masked by the ”1”
from S1. Also, if the nodes are able to move, the propagation delay
will not remain constant over time for a given communication link.

However, it is interesting to note that only in certain circumstances
a symbol may be corrupted by a collision, thus alleviating a little this
problem. Only when receiving a ”0” can a node be affected by a
collision. If a node is currently receiving a ”1”, whatever it receives
at that time from others nodes, it will still be interpreted as a ”1”.
When receiving a ”0”, receiving other ”0” will not cause a problem
either. Only concurrents ”1” will mask a ”0” currently being received,
as it would be the case for receiver R2 for the symbol sent by S2 on
Figure 1.
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Fig. 1. ”0” symbols can be masked by ”1” even if not sent at the same time

B. Claytronics and wireless nanonetworks

This work takes place in the Claytronics project where MEMS
micro-robots called catoms are used to create programmable mat-
ter. Catoms are covered with structures called ”features”. Those
features are used as mean of both attachment (by electromagnetic
or electrostatic force) and direct communication. By actuating their
features, catoms are able to move around their direct neighbors
similarly as a stepper motor but there are also able to communicate.
Wireless communications network would enhance the way catoms are
communicating [3], improving the communication range and allowing
easy way of broadcasting information.

A Claytronics ensemble is a dense environment with many catoms
in the communication range and most control algorithms benefits
from broadcasting capability, speeding information diffusion process,
allowing neighbor discovery and providing ability to communicate
with non contiguous groups of catoms. Broadcasted messages can
also be used as a form of synchronization, which is very useful when
coordinating movements of groups of catoms.

In Claytronics environment, energy is provided to each catom
from an external power source, and if required can be routed from
catom to catom. This is different from sensors networks where their
communications are much more constrained due to the rate they gain
energy. In sensors network, nodes usually rely on battery or have to
harvest energy from their environment.

III. VOUIVRE, THE SIMULATION ENVIRONMENT

Vouivre [3] is a C++ network simulation library we developed as
both an extension for DPRSim and as a standalone simulator. Whereas
DPRSim makes use of a time-slicing approach (time is advancing step
by step, and each duration of a step is constant), Vouivre is based
on the discrete-event paradigm more commonly encountered in other
network simulators like NS3 [8], OMNeT++ [9] or OPNET [10] to
cite a few. Discrete-event simulators do not offer physics and real-
world modeling like we are doing in conjunction with DPRSim: for
example, mobile network nodes are only 2D objects with no support
for collision.

One of the major problem when simulating nanonetworks is to
provide fast simulation. As we have seen a pulse duration in expressed
in femtoseconds, so simulating few seconds of communications will
require a huge number of events. To speedup the simulation, we
only compute changes in the number of concurrent transmissions
affecting the reception of an incoming packet. Each change is named
a pivot. Each couple of pivots determines a periods in which each
incoming packet is affected by a coefficient. This coefficient is retrieve
from a precomputed table generated from the statistical model of
the network capacity done by Jornet and Akyildiz. This model takes
into account the number of concurrent transmissions along with the
distance from the sender. The path-loss and noise in the Terahertz
Band are computed by using models introduced in [7], [1]. A standard
medium with 10% of water vapor is considered. This model takes
into account the number of concurrent transmissions along with the
distance from the sender. We used an equal probability of ”0” and ”1”
but we will see in the experiment that for high (thousands and above)
numbers of communicating nodes a low-weight adaptative coding
would enhance the network capacity.

Figure 2 shows the point of view - affected by the propagation
delay - of a node simultaneously receiving three messages. The impact
of concurrent transmissions on the various parts of the messages has
to be computed as the average number of bits correctly received.
During the first period (period A), only ”message 1” is being received
and got a factor of 1 from the channel capacity table. This table
takes into account the distance and the equivocation effects of the
message itself on the channel. Getting a factor of 1 is possible, but
even alone on the channel, depending on the distance it could be
less. The second period (period B) sees two concurrent transmissions,
which get different coefficients because the distance to the transmitter
is not the same. The third period (period C) sees more transmitters
and consequently even smaller factors. When the reception of a packet
ends, a global factor for this packet is computed proportionally from
the factors of its individual periods. For each period (computed from a
couple of consecutive pivots), the information rate in bit per symbol is
extracted from the statistical MATLAB model of the network capacity
done by Jornet and Akyildiz (cf [1] and [4]). This bit information rate
is then used to compute the SCORE of the message receiving which
is the average of the information rate weighted by period lengths
relatively to the whole message length.

On such an unfavorable environment, the probability for a symbol
to be lost or corrupted is usually great. Coding schemes adding
resilience are necessary, but can’t get too complex because of limited
processing power on nano-devices. To determine whether a message
with corrupted symbols can be corrected or not, a Majority Vote
Takers (MVT) algorithm [11], [12] has been implemented. The
higher the redundancy factor is, the bigger the message size on the
transmission medium will be (see Figure 3). As a consequence, it is
necessary to take into account this phenomenon which shifts pivots
for the score calculation of incoming messages.

Figure 3 shows the point of view of a receiver (after taking into
account the propagation delay) receiving simultaneously 3 messages
without redundancy (upper part of the figure). The lower part of the
figure highlights the same situation with a redundancy factor of 3.

Depending on the redundancy factor, pivots used to calculate
scores for incoming messages are modified. As a consequence, the
different messages are overlapping in a different way modifying the
score calculation. Furthermore, depending on the redundancy algo-
rithm used and on the position of the redundancy circuits, the ability
to correct message error can also be affected. Considering these two
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points, it is not possible to calculate the final score of the messages
using the usual formula for N-modular redundancy described in
[11], [12]. Indeed, these formula are using an equiprobability for
all redundancy circuits which is not the case in our situation. For
each redundancy factor, it is necessary to determine the probability of
success of the majority vote from all possible vote combinations. For
instance, with a redundancy factor of 3 and considering Pc1, Pc2, Pc3

as individual success vote probabilities for the 1st, 2nd and last
redundancy circuit, the probability of success of the vote of the
majority circuits is given by the following formula :

Pr3 =(1− Pc1) ∗ Pc2 ∗ Pc3

+ Pc1 ∗ (1− Pc2) ∗ Pc3

+ Pc1 ∗ Pc2 ∗ (1− Pc3)

+ Pc1 ∗ Pc2 ∗ Pc3

We have generated the probability of success using the same way
for all the modular redundancies we have used.

IV. SIMULATION RESULTS

The scenario detailed here aims to study the average of aggregated
useful throughput achievable by the nano-wireless communications
simulation. Catoms are distributed in two distinct groups separated
by a distance of 1 mm. The first one is the group of senders. The
second group is reduced to one catom which plays the role of a
receiver (see Figure 4). Sender catoms are separated by a distance
of 1 pm which is intended to concentrate all catoms of the group in
the same spatial location. As a consequence, all senders are located
at the same distance from the receiver that allows to deduct that
packet losses are due to collisions. Sender catoms continuously send

messages with a constant useful size (28 bytes). Each sender is able
to send only one message at a time. As explained in the previous
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Fig. 4. Nodes spatial position for the test scenario

section, the average number of received bits per message, for a
given receiver, is calculated using a SCORE given to each concurrent
incoming message (See Figure 2). To avoid threshold effects and
to statistically smooth the results for all the simulations, a random
message acceptance decision function is used. Thus, the score for an
incoming message is processed using a probability. Messages having
high scores have better chances to be received whereas messages
having low scores are likely to be lost. The information rate in bits
per symbol will change as explained in [1] depending on the number
of nodes contained in the group of sender catoms. We configured this
MATLAB model for an environment compounded of air with 10%
of moisture. Three information rate matrices have been exported with
different inter-symbol durations represented by the β-parameter with
values 500, 1000 and 2500 (see Figure 5).

1 0

Beta parameter

Fig. 5. The β parameter in the TS-OOK model

In Vouivre, simulation duration is set to 200ns for all simulations.
Note that depending on β, each sender catom can send more or less
messages during the simulation. The number of concurrent senders
is also defined at the beginning of each simulation and does not
evolve during simulation. When the simulation ends, the number
of received messages is computed on each node to determine the
average useful throughput reached during this simulation. After a
sender catom loses 3 messages, it increases, at application level, the
redundancy factor using to encode messages. First messages are sent
without redundancy but redundancy can be increased up to a factor 11
times. We conducted several hundred independent simulations with
different number of senders for three values of β exported from the
MATLAB matrix.



Fig. 6. Average aggregated useful throughput after 200ns of simulation

Fig. 7. Useful throughput per user related to number of concurrent senders

For each studied value of β, Figure 6 shows the respective useful
throughput according to the number of senders. We can see that for a
β value set to 500 and for 400 concurrent senders, more than 80% of
the messages are lost, despite the redundancy factor increasing. The
Figure 8 shows the lost ratio for packets related to the sent packets
which is finally the packet loss rate. The higher the value of β is, the
better the loss rate will be because fewer collisions occur. However, it
is not desirable to use a high β (2500) for a small number of senders
because the maximum throughput will not be reachable as we can see
in 6 and in 7. These results suggest that it is necessary to dynamically
adapt the inter-symbol duration in the TS-OOK model to follow the
number of concurrent senders. Useful individual user throughput (cf
Figure 7) confirms the same thresholds as in the Figure 6.

Fig. 8. Packet error rate after 200ns of simulation

Figure 9 shows the evolution of the average redundancy factor
during the simulation in function of the number of concurrent senders.
With small values of β (500 for instance), the redundancy factor

Fig. 9. Redundancy factor related to number of concurrent senders at different
simulation dates

increases when few catoms are concurrently sending. It is also
interesting to note that the redundancy factor increases more slowly
with high values of β because fewer messages are sent during the
same simulation duration. As a consequence, the augmentation of the
redundancy factor (when 3 messages are lost) is delayed. With a β
of 2500, this behavior does not appear as the channel capacity is
underexploited regarding the number of users.

Fig. 10. Simulator efficiency related to simulation parameters

Fig. 11. CPU time required related to the number of received messages

Several distinct phenomena affect the useful throughput during
the simulations:
• increasing the redundancy factor during simulations. The longer the
simulations are, the more the useful throughput per user tends to 0.
• the beta value intrinsically limits the reachable raw throughput per
user.
• the number of concurrent senders. Since the distance between the
senders and the receiver is fixed, the SCORE of incoming messages
is strongly related to the information rate.



As a consequence, the computation time is highly related to
the evolution of these parameters during simulations. Since the
simulation time has been set to 210ms, the number of raw sent
messages is different for each simulation. The algorithm implemented
to calculate the SCORE of incoming messages is interesting when
periods between 2 consecutive pivots are large (several bits). But,
performance problem can arise when lots of small messages are
simultaneously received because in this case, the periods between 2
consecutive pivots are reduced below the length of a bit. With 1000
concurrent sender and a fixed size message of 224 bits (28 bytes),
there will be about 2 x 1000 pivots per incoming message. Then,
only 0,112 bit per period will be computed. In these circumstances, it
should be more advantageous, in terms of performance, to use another
algorithm to directly simulate pulses and thus increase simulation
accuracy. By also considering the number of simultaneous receivers,
it reveals a O3 complexity.

We must also understand that the complexity of formulas used
to calculate circuit redundancy probabilities increases exponentially
depending on the redundancy factor used. For instance, the formula
of the 5-modular-redundancy contains 16 additions; the formula
of 7-modular-redundancy contains 64 additions and the formula of
11-modular-redundancy contains 1024 additions. Furthermore, the
number of factors composing each additions also increases with
the redundancy factor. Redundancy increasing has a high cost on
simulation performance.

Simulations have been run on a 3.2Ghz CPU core (i7-3930k).
The figure 10 shows the computation time required in function of the
raw channel throughput. The raw throughput sent to channel depends
on the number of concurrent senders and on the β parameter, sets
at the beginning of simulation. It is therefore an image reflecting the
scalability of the simulator. The figure 11 shows the computation time
required in function of the number of messages received. With the β
sets to 500 and 1000, we can see bijections whereas with β sets to
2500, we cannot. These bijections show the redundancy cost because
increasing the redundancy implies using more complex formulas and
also reducing the number of sent messages (and so the number of
received messages).

Fig. 12. Ratio between useful throughput and raw channel capacity

Figure 12 shows the ratio between the useful throughput and the
raw channel capacity related to the number of users. This figure
have some similarities with the Figure 8 but takes into account
the evolution of the redundancy during the simulation. The useful
throughput decreases when the simulation is progressing, as the
redundancy factor increases.

V. CONCLUSION

In this article, we have described Vouivre a discrete-event wireless
network simulator which comprises a module for nanonetworks
simulation. The model used for the simulations is derived from
the work of Jornet and Akiyldiz on TS-OOK and channel capacity
of wireless nanonetworks. To speed up the simulation we used a
mix between pre-calculation of parameters and simulations. We have
reported the first simulations on nanonetworks showing two things.
First, the parameters of the physical layer have a great influence on
the performance of the nanonetwork. Decreasing the interval between
pulses, called β, greatly enhance the available throughput per node
while increasing β, greatly enhance resistance to errors. Second,
putting in place a N-redundancy voter module at the application layer
without modifying information code is quite inefficient. Once again,
this has to be done at the physical layer taking advantage of a low-
weight coding. As future works, we will study more parameters of
wireless nanonetworks that could enhance their usage. Meanwhile,
we will design a more precise nanonetworks simulation module to be
able to run simulation at the pulse level.
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