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A novel method is presented in this paper which aims at achieving grain scale energy
balances at �nite strain in mechanically-loaded polycrystalline metallic specimens. For this
purpose, two complementary imaging techniques were used to investigate material thermo-
mechanical behaviour: Digital Image Correlation (DIC) and InfraRed Thermography (IRT)
to separately reach the kinematic and the thermal responses of the material. A calorimetric
analysis can be conducted by combining these techniques. The aim of this paper is to present
and to validate a novel IR data processing method that can be used to perform local ther-
mal �eld measurements. The procedure was validated on numerical data associated with the
response of aluminum polycrystalline aggregates.

Keywords: InfraRed Thermography (IRT); Polycrystalline materials; Synthetic image
generation; Numerical validation.

1. Introduction

Polycrystalline materials are solids composed of an aggregate of crystalline grains of
varying size and orientation. It is well known that, during macroscopic monotonic tensile
loading, the grain to grain disorientation and the intrinsic anisotropy of crystal plasticity
leads to strong heterogeneities in the material plastic response [1, 2], and consequently
to a heterogeneous thermal distribution due to thermomechanical coupling e�ects or to
plastically induced self-heating [3, 4].
Heterogeneous phenomena on mechanical and thermal �elds have been widely stud-

ied since the late 1970s using imaging techniques such as InfraRed Thermography (IRT)
[5, 6], while Digital Image Correlation (DIC) has been investigated over the last two
decades [7, 8]. With the progress achieved in the �eld of optical techniques associated
with quantitative image processing, the quality, resolution and accuracy of displacement
and temperature full-�eld measurements have improved tremendously. The development
of automated Electron BackScattered Di�raction (EBSD) imaging techniques has also
contributed to better monitoring of microstructure variations (such as local lattice rota-
tion, grain morphology changes, vanishing of low angle boundaries) during plastic strain
[9�11].
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Grain scale experimental energy balances are required to assess local transformation
energy variations, so as to gain greater insight into the local thermomechanical signature
of material deformation mechanisms, in order to be able to propose or validate thermome-
chanically consistent crystal plasticity models. Few published studies have been devoted
to the experimental determination of energy balances at the grain scale in metallic ma-
terials [12�17].
A novel IR data processing method is proposed in this paper to perform thermal and

calorimetric measurements needed to achieve a local energy balance within each grain.
The key feature of this method is that intergranular and intragranular e�ects can be
explicitly considered in the data processing procedure. In this paper, before directly ap-
plying the aforementioned data processing method to an experimental case, an in-depth
validation involving micro and macro scales is proposed.

2. Development of a Constrained-IRT method for thermal measurements

Full-�eld kinematic and thermal measurements are simultaneously performed during me-
chanical test using the experimental setup shown in Figure 1.

Figure 1. Experimental setup for fully coupled thermomechanical measurements

Thin �at samples with "millimetric" grains are used in this investigations. Prelimi-
nary metallurgical etching were performed on several specimens. They showed that the
microstructure was very similar on both sides of the sample, which suggested that the
sample had only one grain through the thickness. The microstructure was also carefully
characterised through EBSD analysis in order to get the grain boundaries without per-
turbing the materials.
During the test, the sample is observed on one side with a CCD camera to perform

DIC for displacement �eld measurements, while the opposite side is recorded at the same
time with an IR camera to determine the surface temperature of the monitored area.
Spatiotemporal matching between the CCD and the IR coordinate systems is per-

formed, as presented in [17, 18].
By construction, every imaging device records images in the Eulerian con�guration. DIC

algorithms are then applied to the visible images to obtain the kinematic transformation
between the initial state and the current deformed ones. The IR camera records the
thermal �eld of a deforming body in the Eulerian con�guration during mechanical loading.
Therefore, in order to monitor thermal variations at each material point on the monitored
surface, the kinematic transformation obtained by DIC analysis is used to express the IR
images in the Lagrangian con�guration before computing the heat sources as described
in [6, 14, 15, 19].
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Here, the kinematic measurements are obtained using the "Constrained-DIC" method
described in [20]. This method allows to obtain kinematic �elds consistent with restric-
tions imposed by the microstructure (e.g. intergranular slip, etc). The displacement �elds
are thus obtained on a mesh respecting the specimen microstructure (given here by the
EBSD analysis on one side of the sample).

2.1. From Eulerian to Lagrangian thermography

Given the displacement �elds per grain and the geometrical spatial matching between
the CCD and the IR imaging systems [17], the thermal data provided by the IR camera
are spatially interpolated in a linear manner (in space and in time) using the deformed
con�guration position given by the Constrained-DIC computation. This operation allows
tracking of material particles associated with the DIC computational mesh, and thus
enables us to associate the microscrutural orientation and grain boundaries to IR images
in the Lagrangian con�gurations as presented in [17].
Since the IR camera records thermal radiations of the observed surface, a pixel calibra-

tion protocol described in [21] is applied to determine the temperature of the specimen
induced by mechanical loading.

2.2. Constraining the thermal description

2.2.1. Spatial discretization of the geometry

A spatial discretization of the geometry is carefully performed in IR image in the La-
grangian con�guration: an unstructured mesh is applied within each grain in order to
keep the representation of the physical grain boundaries. The smallest mesh unit within
each grain is called an "element", and each element consists of a set of IR pixels local-
ized within the polygonal support of the element. The element boundaries are accurately
determined and associated under speci�c adjacency conditions between elements.
Naturally it is possible for IRT analysis to use the same mesh as that for the DIC

analysis or to use a coarser or a �ner one. Taking into account the lower spatial resolution
of the IR camera compared to the visible one, a coarser mesh is preferred here.
Figure 2 illustrates the computational mesh of the geometry for the Constrained-IRT

analysis, which is used for the study in Section 3. The grain boundaries are in magenta
and the element contours are plotted in black.

Figure 2. Computational mesh for IRT analysis
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2.2.2. Thermal restriction constraint

In order to precisely describe the local temperature variations, a thermal shape function
(Equation 1) is assigned to each element of the mesh to represent the local temperature
variations.

T(X,Y, t, pT ) =

dm∑
m=0

dn∑
n=0

dl∑
l=0

αmnlX
mY ntl (1)

where, (X,Y ) represents the IR coordinates in the Lagrangian con�guration, t denotes
the time and pT = (αmnl), is the parameter vector of the shape function. The temperature
�elds in each element are thus described in the real space, and not in a "reference element",
as is the case for classical Finite Element (FE) descriptions.
This type of shape function includes constant polynomial (zero-order), multi-linear

polynomial (�rst-order) functions and can be extended to quadratic, bi-quadratic poly-
nomial (second-order) and possibly higher-order polynomial functions. The order and the
type of the shape function can be chosen according to requirements. For instance,

• dl = 0, represents an exclusively spatial shape function.
• dm = dn = d, represents a "symmetrical" shape function in X and Y direction.
• dm = dn = d and m+ n 6 d, represents a d-order shape function.

In order to account for an highly complex thermal �elds, it is possible to use high order
shape functions, with the drawbacks of increased CPU time and possibly less e�ective
noise �ltering.
Once the shape function is chosen, di�erent thermal constraints can be introduced to

describe the di�erent thermomechanical features of the material at the observation scale.
Figure 3 illustrates the situation between two adjacent elements i and j.

Figure 3. Description of the boundary lij between two adjacent elements i and j and de�nition of the local
Normal-Tangential coordinate system ( ~N ij , ~T ij) of the boundary lij .

• The shape function for element i is:

Ti(X,Y, t, piT ) =

dmi∑
m=0

dni∑
n=0

dli∑
l=0

αimnlX
mY ntl (2)

.
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• The shape function for element j is:

Tj(X,Y, t, pjT ) =

dmj∑
m=0

dnj∑
n=0

dlj∑
l=0

αjmnlX
mY ntl (3)

• The boundary lij between elements i and j is modelled as a linear relation between
X and Y . For a relatively "horizontal" boundary, as shown in Figure 3, the boundary
lij is expressed as Y = aijX + bij . Naturally, the case of a "vertical" boundary is
deduced by inverting the role of X and Y , expressed as X = a′ijY + b′ij .

The coe�cients {aij , bij} or {a′ij , b′ij} of the boundary expression are de�ned by the

geometrical mesh. The normal and tangential vector ~N ij and ~T ij of the boundary lij

are deduced from aij or a′ij . Furthermore, the degrees of the polynomials for thermal

description {dmi, dni, dli} and {dmj , dnj , dlj} are not necessarily identical.
The restriction conditions can be introduced along a given boundary lij between two

adjacent elements i and j, as shown in Figure 3, with the local Normal-Tangential co-
ordinate system ( ~N ij , ~T ij) of the boundary lij . In this paper, only continuity restriction
are addressed, namely:

• Continuity of the temperature �eld

The continuity of the temperature �eld is expected in continuous media, while
temperature jumps can be observed in cracked specimen. The continuity of the
thermal �eld can be introduced on the boundary lij with the following restriction
equation:

Ti(X,Y, t, piT ) = Tj(X,Y, t, pjT ) ∀(X,Y ) ∈ lij (4)

By introducing Equations 2 and 3 into Equation 4, we obtain the following ex-
pression:

dmi∑
m=0

dni∑
n=0

dli∑
l=0

αimnlX
mY ntl −

dmj∑
m=0

dnj∑
n=0

dlj∑
l=0

αjmnlX
mY ntl = 0 (5)

When introducing the expression of the boundary lij and using the classi-
cal binomial expansion: Y n = (aijX + bij)

n =
∑n

k=0C
k
n(aijX)k(bij)

n−k with

Ck
n =

n!

k!(n− k)!
, we obtain the �nal restriction equation for the continuity of

the temperature �eld:

dmi∑
m=0

dni∑
n=0

dli∑
l=0

dni∑
k=0

αimnlC
k
na

k
ijb

n−k
ij Xm+ktl

−
dmj∑
m=0

dnj∑
n=0

dlj∑
l=0

dnj∑
k=0

αjmnlC
k
na

k
ijb

n−k
ij Xm+ktl = 0 (6)

Equation 6 corresponds to a polynomial expression in X and t, with the degree
equal to Sij = max{dmi + dni, dmj + dnj} in X and Lij = max{dli, dlj} in t. This
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polynomial is null if and only if each of its coe�cients is equal to zero, which gives
(1 + Sij)× (1 + Lij) linear equations in αimnl and α

j
mnl, whose coe�cients depend

solely on the geometry through aij and bij .
• Continuity of temperature gradient

In the same manner, restriction conditions can also be imposed on the temper-
ature gradient at the elements boundaries. For homogeneous materials following
Fourier's conduction law, the continuity of the heat �ux is equivalent to the conti-
nuity of the temperature gradient, while it is related to a ratio in the temperature
gradients proportional to the ratio of the di�erent thermal conductivities for het-
erogeneous materials.
The continuity of the temperature gradient can be imposed at boundary lij by

introducing the following restrictions on the temperature spatial derivatives:

−→
∇Ti =

−→
∇Tj ⇐⇒

 ∂Ti

∂X
∂Ti

∂Y


X,Y

=

 ∂Tj

∂X
∂Tj

∂Y


X,Y

∀(X,Y ) ∈ lij (7)

As previously, the temperature spatial derivatives can be expressed as:

element i



∂Ti

∂X
=

dmi∑
m=1

dni∑
n=0

dli∑
l=0

dni∑
k=0

mαimnlC
k
na

k
ijb

n−k
ij Xm+k−1tl (a)

∂Ti

∂Y
=

dmi∑
m=0

dni∑
n=1

dli∑
l=0

dni−1∑
k=0

nαimnlC
k
n−1a

k
ijb

n−k−1
ij Xm+ktl (b)

(8)

element j



∂Tj

∂X
=

dmj∑
m=1

dnj∑
n=0

dlj∑
l=0

dnj∑
k=0

mαjmnlC
k
na

k
ijb

n−k
ij Xm+k−1tl (a)

∂Tj

∂Y
=

dmj∑
m=0

dnj∑
n=1

dlj∑
l=0

dnj−1∑
k=0

nαjmnlC
k
n−1a

k
ijb

n−k−1
ij Xm+ktl (b)

(9)

The continuity of the temperature gradient on the boundary lij leads to two sets
of polynomial equations in X and t (for a relatively "horizontal" boundary) : one
for the X-derivative (eq. 8.a and 9.a) and one for the Y -derivative (eq. 8.b and 9.b).
The degree of these polynomials are equal to Sij = max{dmi + dni, dmj + dnj} in
X and Lij = max{dli, dlj} in t.
Like Equation 6 for the temperature continuity, this expression also gives (1 +

Sij)× (1 + Lij) linear equations in αimnl and α
j
mnl, with the coe�cients depending

only on aij and bij .
It can be interesting to express the continuity conditions in the local frame

( ~N ij , ~T ij) associated with the boundary lij rather than in the global Cartesian

coordinate system ( ~X, ~Y ). For thermally isotropic materials, the continuity of the
normal (resp. tangential) heat �ux leads to the following polynomial expression

(with ~A = ~N ij , or ~A = ~T ij):

6
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AX

dmi∑
m=1

dni∑
n=0

dli∑
l=0

dni∑
k=0

mαimnlC
k
na

k
ijb

n−k
ij Xm+k−1tl

+AY

dmi∑
m=0

dni∑
n=1

dli∑
l=0

dni−1∑
k=0

nαimnlC
k
n−1a

k
ijb

n−k−1
ij Xm+ktl

−AX
dmj∑
m=1

dnj∑
n=0

dlj∑
l=0

dnj∑
k=0

mαjmnlC
k
na

k
ijb

n−k
ij Xm+k−1tl

−AY
dmj∑
m=0

dnj∑
n=1

dlj∑
l=0

dnj−1∑
k=0

nαjmnlC
k
n−1a

k
ijb

n−k−1
ij Xm+ktl = 0 (10)

Naturally, for thermally anisotropic materials, the continuity of the heat �ux at
the boundary requires the introduction of supplementary terms involving the ratio
of the in-plane heat di�usion coe�cients.

The three above constraint conditions can be used together or independently to de-
scribe the di�erent thermal features of the transformation: (continuous/discontinuous)
(temperature and/or temperature gradient). For example, a perfect interface is related
to continuous temperature and heat �ux, while the development of a crack leads to a dis-
continuity of thermal �eld with a null heat �ux (provided conduction and radiation losses
are neglected on the boundary). Finally, the thermal behavior of a real grain boundary
is not well understood, as its mechanical behavior. Consequently, a simple way to model
such a boundary is to consider it as an additional body introducing a thermal resistance
(associated with a continuous heat �ux and a discontinuous temperature).
Taking into account these di�erent constraints leads to imposing the corresponding

linear equations between the two elements i and j, which leads to the following linear
system:

[
Aij

T

]{
Pij

T

}
= {0} (11)

where Aij
T is the elementary restriction matrix between element i and j, and Pij

T is the

elementary vector containing all the unknown parameters (piT and pjT ) of the thermal
shape functions for the two elements i and j.
By iterating this operation for all boundaries on which continuity constraints are ap-

plied, it is possible to assemble a global restriction matrix (AT) for all elements of the
computational mesh on which restrictions are applied, as well as a global vector (PT)
containing all the thermal parameters for these elements.

[AT] {PT} = {0} (12)

Moreover, it is important to recall that, since we work in the Lagrangian framework,
all restriction matrices are determined in the initial con�guration, so they have to be
computed only once throughout the data processing.
By construction, inequality constraints could also be imposed to account for an inter-

7
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granular crack formed in polycrystalline aggregates. In addition, instead of the constraint
imposed upon all the boundary points, it is possible to impose it on a limited number of
nodes on the element boundary in order to obtain less constraint equations and thus a
more compliant thermal description.

2.3. Solving the enriched thermal problem

2.3.1. Numerical resolution

As mentioned in Section 2.1, the measured temperature �elds are obtained using "La-
grangian thermography". In order to �lter the noise on the temperature measurements
(Texp), the temperature �eld is projected on the chosen shape functions using a least
square method. This operation can be formulated as:

CT =
∑
e

∑
ie

∑
l

[Te(Xie , Yie , tl, p
e
T )−Texp(Xie , Yie , tl)]

2 ∆X∆Y (13)

The summation on e spans all the elements of the domain, while the one on ie involves all
the IR pixels inside of each element e. With the shape functions Te being time-dependent,
a time smoothing is also performed by taking into account l time steps in the computation
of the gap CT . The quantities ∆X and ∆Y represent the pixel size.
The minimisation of the CT is performed under the constraints associated with the

previously mentioned thermal restrictions described in Equation 12:

Popt
T = argmin

pT
{CT }

with [AT] {PT} = {0}
(14)

The matrix AT is not invertible: the linear system in Equation 12 has necessarily a
non-trivial solution corresponding to the situation where the shape functions are identical
("homogeneous" solution). Consequently, the rank (γ) of the matrix AT is smaller than
the number of unknowns (η) in vector PT.
Let Atri

T be the matrix after the triangulation:[
Atri

T

]
= [AT1

|AT2
] (15)

where, AT1
is an invertible square matrix with γ lines. The matrix AT2

has γ lines and
η − γ columns.
The linear system in Equation 12 can be reformulated as:

[AT1
|AT2

]

{
PT1

PT2

}
= {0} ⇐⇒ PT1

= −A−1T1
AT2︸ ︷︷ ︸

Aeq

PT2
(16)

where, PT2
represents the "independent" parameters to be used to describe the tem-

perature �elds, and PT1
stands for the dependent parameters deduced from the thermal

constraints (Equation 16). The constrained linear least-square minimization consists in
�nding the optimal set of "independent" parameters verifying:

8
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Popt
T2

= argmin
PT2

{
CT

(
AeqPT2

PT2

)}

with Popt
T1

= AeqP
opt
T2

(17)

2.3.2. Heat source computation

Once the parameters Popt
T have been determined, the thermal shape function T can be

analytically di�erentiated in order to compute the time derivative and the Laplacian of
the temperature in order to compute the grain-scale local heat source �eld. We then
compute the heat sources following the method described in [5, 6, 19, 22�24]:

w
′

ch

ρC
=

dθ

dt
+

θ

τ2D
− k

ρC

(
∂2θ

∂X2
+
∂2θ

∂Y 2

)
(18)

where θ(X,Y, t) represents the temperature variation between the initial and the current
state in space and in time.
To summarize, using this Constrained IR data processing method, di�erent microstruc-

tural thermal hypotheses can be introduced in the description of the temperature �eld.
For instance,

• In the least constrained con�guration, no continuity constraints at all are imposed
a priori between adjacent elements. This would be suitable for describing any sit-
uation (perfect or imperfect conduction due to cracking or thermal resistances at
the boundary, ...).

• The most constrained situation is associated with the enforcing of thermal con-
tinuity (temperature and temperature gradient) at the boundaries of all elements.
This situation amounts to imposing perfect intergranular interfaces. In general, this
con�guration is not compliant enough to represent complex thermal �elds.

• The intermediate situation consists of imposing continuity restrictions on the
boundaries of all elements belonging to a given grain. The thermal �eld is thus con-
tinuous within each grain but possibly discontinuous between two adjacent grains.
This con�guration is particularly relevant to describe intragranular thermal hetero-
geneities with perfect intragranular boundaries and intergranular imperfect bound-
aries, without any a priori assumption on the thermal behavior of the imperfect
boundary. Post-processing of the thermal �eld at the grain boundaries can then be
used to get information on the interface response.

In the following paper, the performance of this Constrained IR data processing method
will be demonstrated through a numerical example on an aluminum polycrystalline ag-
gregates.

3. Numerical validation

3.1. Numerical thermal image generation

To validate the proposed method on heterogeneous thermal �elds, we used computer-
generated thermal images associated with a completely known heat source �eld. In order
to obtain a heat source �eld compatible with that obtained during straining of an alu-

9
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(a) Local theoretical heat

source �eld, w
′th
ch

(b) Theoretical temperature
variation �eld, θth

(c) Noisy temperature variation
�eld, θnoisy

Figure 4. Theoretical heat source �eld for COMSOL Multiphysics and the theoretical and the noisy temperature
variation �eld.

Table 1. Table of the material thermophysical parame-
ters

ρ (kg/m3) C (J/kg/K) k (W/m/K) T ref
0 (K)

2700 950 260 300

minum polycrystal, we opted to de�ne the heat source �eld as a function of the strain-rate
�eld obtained by Finite Element (FE) simulation on a given microstructure using a crystal
plasticity law. FE simulation was performed using Code Aster with the Meric-Cailletaud
crystal plasticity law [25, 26] for FCC slip systems and boundary conditions correspond-
ing to uniform tension. The grain orientations of the microstructure are randomly chosen
to obtain an isotropic e�ective tensile response that roughly corresponds to that of an
aluminium alloy with the chosen set of parameters [20].
For the kinematic numerical study, a realistic aggregate of 50 millimetric grains was gen-

erated using conventional Voronoï tessellation, which provides convex polyhedric grains
and a microstructure representative of that of aluminium or austenitic stainless steels.
This experimental tensile test simulation was performed using a mesh of 113000 quadratic
triangular elements in a bi-dimensional framework under a plane strain assumption.
The aim of this FE simulation is to provide realistic local kinematic �elds associated

with equilibrated stress �elds and corresponding to realistic strain and stress hetero-
geneities. The simulated strain rate �elds were then used to generate a heat source �eld
compatible with the development of localised plasticity within the grains, as shown in
Figure 4(a), where the white lines represent the physical grain boundaries. Naturally, the
generated heat sources were not meant to respect the energy balance of the real material
during loading.
The strain-rate variations are exported from Code Aster and then imported in COM-

SOL Multiphysics. A pure thermal computation is then performed assuming homogeneous
thermal properties of the specimen and perfect thermal interfaces between each grain (see
Table 1). This time-dependent problem is solved in two dimensions. As shown in Figure
2, the thermal boundary conditions correspond to convection exchanges on the left and
right boundaries (hcontour in blue color), and the top and bottom boundaries (hgrip in
cyan color). Heat losses by convection are also taken into account on the specimen surface
(hsurface), as shown in Table 2.
The initial temperature is supposed to be homogeneous over the whole specimen sur-

face. The thermal interfaces between two a adjacent grains are perfect, i.e. continuous
temperature and heat �ux. In order to mimic the acquisition of a series of images by an
IR camera, the computed thermal �eld is sampled at 100 Hz frequency on a regular 256
pixel × 256 pixel grid corresponding to that of a commercially available IR sensor, as

10
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Table 2. Table of the heat
transfer coe�cient (h) in
W/(m2K)

hcontour hgrip hsurface

25 100 25

presented in Figure 4(b). The physical duration of the simulation is 6s, which is consistent
with real testing conditions.
Supplementary noise (white, centered, Gaussian with a 0.025K standard deviation) is

added to mimic the thermal noise of the IR camera, shown in 4(c). This noise distribution
is consistent with the metrology assessments of commercially available IR cameras.
The thermal �elds are computed using a purely thermal simulation, so the geometry

of the specimen is kept constant throughout the simulation. The temperature �elds are
thus obtained in the initial reference con�guration, which directly gives the Lagrangian
temperature maps. In order to get the Eulerian temperature maps, corresponding to those
actually measured by IR cameras, it is possible to deform these temperature maps with
displacement �elds associated with the kinematic simulation.
In order to focus only on the thermal aspects of the data processing in this investigation,

we exclusively use in this paper the Lagrangian temperature �elds, thus assuming that
the displacement �eld is perfectly known on the specimen surface. Naturally, errors in
the displacement �eld measurements generate supplementary uncertainties in the heat
source estimation, which are not studied in this paper.

3.2. Spatial discretization of the synthetic image

As already mentioned in section 2.2.1, the geometry is meshed (here using "free" quad-
rangular elements). Note that the mesh respects the geometry of the microstructure used
for the kinematic simulation. This mesh is thus consistent with the imposed heat source
distribution. The magenta color represents the physical grain boundaries (see Figure 2).
Each element has an identical shape function which is bi-quadratic in space and linear

in time, as shown in Equation 1, with dm = dn = 2 and dl = 1. Consequently, the
parameter vector pT has 18 components for each element.

3.3. Numerical results

The data processing applied here involves a "total" continuity (temperature and temper-
ature gradient) for all the adjacent elements within each grain, and no continuity relation
on the grain boundaries:

• Continuity on temperature and on the normal and tangential temperature gradients
• A time smoothing "window" of 60 IR images.

The 600 noisy IR temperature variation maps (100 Hz during 6s) are then processed
with the parameters outlined above.

3.3.1. Spatial variation patterns

In this section, the computed thermal results (temperature and heat sources) are pre-
sented, along with the errors between computed and imposed data.
For instance, the noisy temperature variation �elds illustrated in Figure 4(c) are taken

as inputs of the procedure. The �tted temperature variation map shown in Figure 5(a) is
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(a) The �tted temperature variation �eld, θfit (b) The calculated heat source �eld, w
′fit
ch

Figure 5. The calculated temperature variation �eld and the corresponding calculated grain averaged heat source
�eld

(a) The histogram of the imposed noise and
the histogram of the removed noise by the Con-
strained IR method.

(b) The di�erence between the θfit and θth

Figure 6. The histogram and the residual of the error for the temperature variation �eld estimation.

obtained by the Constrained IR data processing method. The corresponding heat source
�eld could then be deduced, as presented in Figure 5(b).
Naturally it is important to quantify this data processing error. The error is de�ned

by the the di�erence between the calculated results (temperature and heat sources) and
their imposed "theoretical" values. Concerning the temperature variation �eld calculation,
the residual between the measured noisy temperature variation �eld and the �tted one
corresponds to the "noise" removed by the constrained data �ltering. It is interesting to
note that, in Figure 6(a), this residual has the same histogram as the imposed noise, which
suggests that only the imposed noise was suppressed by the data processing procedure
without loss of information. In addition, Figure 6(b) shows the di�erence between the
�tted temperature variation θfit and the imposed theoretical variation θth, which remains
negligible (less than 0.01 K) and is mainly localized near the grain boundaries, while the
Standard Deviation (SD) of this di�erence is equal to 9.10−4 K. The localization of the
temperature error on the grain boundaries has two concurring reasons. The �rst one is
inherent to the fact that �tting regularly-spaced data gives less in�uence to the data
closer to the boundaries compared to the ones in the centre. The second one is due to
the fact that here, heat sources gradients are mainly localized in the vicinity of the grain
boundaries which entails strong temperature gradients in these zones that are hardly
accounted for by the chosen shape functions.
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(a) The theoretical grain averaged heat source

�eld, w
′th
ch

(b) The di�erence between the calculated and
the theoretical heat source �eld.

Figure 7. The theoretical heat source �eld and the error for the heat source �eld estimation.

Using a temperature variation �eld calculated per element, it is possible to compare
the averaged �elds (temperature, heat sources) either per element or per grain.
As mentioned at the beginning of Section 3.3, an intragranular continuity restriction

was imposed on temperature and on temperature gradients for each grain, i.e. the thermal
�eld (temperature and temperature gradients) is rigorously continuous on the boundaries
of all elements belonging to each grain. Consequently, a feeble heat source variation
within each grain was obtained due to these strong spatial restrictions. Consequently, we
present and compare the (measured and theoretical) heat source �eld at the grain scale.
The theoretical heat source �eld is imported from the thermal simulation. It is presented
in Figure 4(a). Its grain-averaged representation is shown in Figure 7(a). Figure 5(b)
shows the "measured" grain-averaged heat sources distribution given by the Constrained
IR data processing method. Finally, the measurement error is de�ned as the di�erence

between "measured" (�tted) and "theoretical" heat sources (respectively w
′fit
ch and w

′th
ch ).

It is illustrated in Figure 7(b) (grain-averaged error). The heterogeneity of the grain heat
source response is obviously observed and quantitatively obtained, despite the high dif-
fusivity of the material. It is important to notice that the error is centred (zero mean
value), meaning that the measurement is unbiased. The amplitude of the error can be as-

sessed through the standard deviation of the di�erence between w
′fit
ch and w

′th
ch . It is worth

106W/m3. This value is an order of magnitude smaller than the theoretical heat sources.
Furthermore, the error is maximum in small and stretched grains (for which the �tting
e�ciency is the worst as they involve the identi�cation of large sets of "independent"
parameters for relatively small databases).

3.3.2. Temporal variation patterns

The processing method naturally allows to monitor the temporal evolution of temperature
variation and heat source for each grain throughout mechanical loading.
Among the aggregates of 50 grains, 3 grains were chosen to illustrate the temporal

variations in the thermal quantities. Grain 2 was chosen for its highest heat source value
among the 50 grains, Grain 3 was chosen for the minimal heat source value, and an
average one was selected as Grain 1.
The temporal variations in the imposed theoretical temperature θth and theoretical

heat source w
′th
ch are separately plotted (using solid lines) in Figure 8 (a and b). After the

Constrained IR data processing procedure, the �tted temperature variation θfit and the

calculated heat source w
′fit
ch are also respectively plotted (using dashed lines) per grain

13



February 13, 2015 Quantitative InfraRed Thermography QIRT_latex_Li

(a) Theoretical and �tted temperature varia-
tions per grain over time.

(b) Theoretical and calculated heat source vari-
ations per grain over time.

Figure 8. Temporal variations in the thermal data for 3 grains.

Table 3. The mean and standard deviation of the error
between the calculated and the theoretical heat source for
the 3 grains in W/m3.

Grain 1 Grain 2 Grain 3

Mean −7.88.104 9.78.105 −6.88.105

Standard deviation 4.72.105 6.23.105 3.55.105

in Figure 8 (a and b). A very satisfactory agreement is obtained between the temporal
variations in the theoretical and the �tted temperature for all 3 grains (Figure 8a), and
the trend of each grain concerning the heat source response is also obtained and shown
in Figure 8b. Naturally, the measured heat sources are piecewise continuous in time (here
linear because the shape function is linear in time), and they present jumps at the end
of each time-�tting window.
The temporal variations in the error θfit − θth is presented in Figure 9(a), and the

histogram of the hear sources error is shown in Figure 9(b). The temperature error (Figure
9(a)) involves stepwise quadratic gaps (with a period equals 0.6s) induced by the choice of
a linear shape function for the temporal description, which implicitly neglects the second
order terms in the time course of the temperature variations. The use of second-order
shape functions in time would then naturally lead to better results.
Concerning the error in the heat source estimation, as we can see in Figure 9(b), the

three error histograms have almost the same standard deviation, but with a di�erent
average value for the 3 grains, as shown in Table 3. The fact that these mean values are
in the same order of magnitude as the standard deviations (105 W/m3), and they are
ten times lower than the order of magnitude measured (106 W/m3) for the heat sources,
indicates that the results provided by this data processing method can be trusted.

4. Concluding comments

In this paper, a speci�c thermal data processing method was developed to measure tem-
perature and heat source �elds in heterogeneous (polycristalline) materials. The method
was validated on numerically-obtained data associated with heat di�usion in a poly-
cristalline aluminum aggregates.
In order to perform this numerical validation, a kinematic FE simulation is conducted

to provide local kinematic �elds associated to the given microstructure. Assuming the
heat source �eld is a function of the strain-rate �eld, a pure thermal computation is
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(a) Temporal variations in the error between
the �tted and theoretical temperature varia-
tions par grain.

(b) Histograms of the error between the cal-
culated and theoretical heat source for the 3
grains.

Figure 9. The thermal data processing error.

performed to obtain thermal �elds associated with a completely known heat sources
�eld. White Gaussian noise (0.025K standard deviation) as encountered in standard IR
cameras was added to the thermal images to mimic the real IR measurement condition.
All of these synthetic thermal images were processed with the proposed Constrained IR
data processing method. The data processing performance is illustrated using spatial and
temporal comparison between the computed and imposed data (temperature and heat
sources).
Through the results, a particularly e�ective denoising e�ect was demonstrated. From

an imposed standard deviation of noise (= 0.025K) to a standard deviation of noise
(= 9.10−4K) in the �tted temperature �elds, while maintaining a good description of the
thermal gradient in time and space. Furthermore, the robustness of the proposed method
with respect to superimposed noise should be investigated in further detail, notably tak-
ing into account the level of imposed restrictions. As already mentioned, the continuity
constraints can be imposed in a weaker manner (e.g. continuity solely on the temperature
or continuity on a limited set of nodes), in order to loosen the imposed constraints.
In this paper, the validation procedure of the proposed method is performed on a numer-

ical example, which is associated with a complex situation, i.e. the imposed heat source
�elds are very heterogeneous with strong material di�usivity. However, the obtained re-
sults show a quantitatively correct estimate of measured heat sources (106 W/m3), with
the mean and the standard deviation of error being in the order of magnitude of 105

W/m3. All of these results are conclusive to validate our methodology.
Naturally, several improvements could be proposed and tested later, such as:

• A higher order shape function could be used to obtain an accurate description of
�ne temperature gradients within each grain.

• A better temporal smoothing could be achieved using higher order polynomials and
larger temporal �tting windows to improve the heat source measurement.

• Imposing continuity restriction in time in order to suppress the temperature jumps.
• Adjusting the thermal description, for example, thermal continuity can be imposed
at the boundaries of all elements on a limited set of nodes to expect a better results.

By construction, all of these formalisms could be adapted to impose discontinuity con-
straints on the temperature �eld or on the thermal gradient �eld in order to account for
crack development. Therefore, a similar investigation on a numerically cracked polycrys-
talline aggregate is currently achieved using the same methodology.
This Constrained IR data processing method can be naturally applied in future on
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experimental tests combining a local kinematic measurement method [20]. The coupling
of these two measurements will allow to build the grain-scale energy balances in order
to characterize and verify the thermomechanical consistency of some classical polycrystal
plasticity models.
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