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#### Abstract

In this paper we consider Pipkin-type bi-dimensional continua with two orthogonal families of inextensible fibers. We generalize the representation formula due to Rivlin (J. Ration. Mech. Anal. 4(6):951-974, 1955) valid for planar placement fields. They are the sum of two vector functions each of which depends on one real variable only, are piece-wise $\mathscr{C}^{2}$ and may exhibit jumps of their first gradients on some inextensible fibers. Subsequently we consider a deformation energy depending only on the shear deformation relative to the inextensible families of fibers. In the suitably introduced space of configurations representing considered constrained kinematics, we formulate the relative energy minimization problem for the standard bias extension test problem, i.e., elongation of specimens which (i) have the shape of a rectangle with one side exactly three times longer than the other; (ii) are subject to a relative displacement of shorter sides in the direction parallel to the longer one. By exploiting the material and geometric symmetries, we reduce the aforementioned minimization problem to the determination of a piece-wise real function defined in a real interval. A delicate calculation of the energy first variation produces a necessary stationarity condition: it consists of an integral equation which is to be satisfied by the unknown function. The crucial points of this deduction are represented by (i) the reduction of two-dimensional integrals to one-dimensional integrals by the Fubini Theorem and (ii) the determination of the set of admissible kinematical functions on the basis of imposed boundary conditions, which implies a further integral constraint condition on the unknown function. Therefore the energy minimization problem requires the introduction of a global Lagrange multiplier. The established integral equations are solved numerically with a scheme based on a contraction type iterative process. Finally, the equilibrium shapes of the specimen undergoing large deformations, as determined by the presented model, are shown and briefly discussed.
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## 1 Introduction

In their seminal papers Adkin, Rivlin [1, 26, 59, 66-68, 70, 71] and Pipkin [27, 51-$57,60,61,63-65,74,77,78]$ developed a continuum model for inextensible fiber networks, to supply a predictive tool for many emerging and important technological applications. The mathematical problems which arose in their theoretical studies immediately appeared to be formidable. Indeed, they could not resolve most difficulties in a closed form and even when numerical analysis was applied to the works of Pipkin, the methods were not yet fully developed and meaningful solutions for applications were not made available. More recently investigations using these works have been continued in [17, 47, 79] motivated by aeronautical and aerospace engineering, the attention of theoretical and applied mechanicians has been attracted again to the study of mechanical systems and materials reinforced with "practically" inextensible fibers [9, 11, 14, 31]. However, in many works the memory of the theoretical efforts produced by Adkin, Rivlin and Pipkin has not been emphasized and the standard first gradient Cauchy continuum model has been used in a context which had been already recognized to be unsuitable. In particular, many numerical undesired effects, such as locking (see, e.g., $[16,35,36]$ ) or loss of convergence, cannot be easily avoided in the presence of inextensible material lines. Moreover the associated kinematical constraints have been shown (see, e.g., [7]) to cause the onset of ill-posedness in first gradient continuum models. Indeed, the incompressibility constraint is the only kind of kinematical constraint for which one can immediately generalize the standard proof strategy developed for getting the existence and uniqueness results in the case of non-constrained first gradient continua.

In the present paper:
(i) We start by characterizing the kinematics of considered mechanical system: we limit our attention to symmetric planar systems including two families of inextensible fibers in which any admissible configuration is specifiable by means of one real function of one real variable. More details about this one-to-one characterization of the set of admissible configurations can be found in Adkin and Rivlin [1, 66, 68];
(ii) We then limit our attention to a suitable class of deformation energies [37, 38, 54, 56, 65] which depend on the variation of the angle between the inextensible fibers;
(iii) We characterize the admissible equilibrium configurations of our mechanical systems as those configurations which satisfy suitable imposed displacement conditions and for which the total potential energy attains its minima;
(iv) We find that the stationary conditions associated with the principle of minimum total energy reduce to a system of integro-differential equations;
(v) We introduce an efficient iterative integration in order to numerically solve the integrodifferential equation which govern the extensional bias-test, in the particular case of a specimen having length three times larger than its width.

Actually we call standard bias test the extension test where used rectangular specimens (i) have length exactly three times longer than their width, (ii) are clamped at their shorter sides and where (iii) a relative displacement (compatible with the presence of inextensible

Fig. 1 Space of material particles and the orthonormal system $\left(\mathscr{O}, X_{1}, X_{2}\right)$

fiber) is imposed between the clamped specimen sides in the direction parallel to its longer side.

Many further investigations are motivated by the results presented herein: For instance, there is a great interest in the determination of the internal stress induced in the inextensible fibers by the imposed deformation, in order to completely describe experimental evidence (see, e.g., [41, 42]), or in the design of non-standard bias extension tests where the specimen is longer or shorter, or in designing bias tests for specimen where the inextensible fibers are not orthogonal in the reference configuration.

## 2 Kinematics

The main conceptual tool used in this paper is the principle of minimum total energy for the determination of equilibrium configurations. Therefore we must specify carefully and preliminarily the set of admissible configurations among which we look in order to find the energy minimizers.

### 2.1 Geometry

Let us consider the space of material particles of the considered continuum. It is a subset of an affine Euclidean space which we will call Lagrangian (or Material) space $\mathscr{E}_{\mathscr{L}}$, equipped with an inner product. The material particles are placed, by a map $\mathbf{r}$, into points belonging to the current configuration included in the affine Euclidean space of positions $\mathscr{E}$ (Eulerian space). Mathematically,

$$
\mathscr{E}_{\mathscr{L}} \supseteq B \xrightarrow{\mathbf{r}} \mathbf{r}(B) \subseteq \mathscr{E} .
$$

We need to introduce a reference system on $\mathscr{E}_{\mathscr{L}}$ and, to this purpose, we choose an orthonormal system ( $\left.\mathscr{O}, X_{1}, X_{2}\right)$ (Fig. 1).

In this paper, we assume that $B$ is a rectangle, whose sides have length $l$ and $L$, with $L=3 l$, described by the following conditions:

$$
B=\left\{\left(X_{1}, X_{2}\right) \in \mathscr{E}_{\mathscr{L}}: X_{1} \in[0, L], X_{2} \in\left[-\frac{l}{2}, \frac{l}{2}\right]\right\},
$$

and we will limit ourselves to consider the case of the standard bias extension test: Thus, we set $H=1+\frac{L}{l}=4$.

The body $B$ will be regarded as a model for a rectangular specimen of a woven fabric composed by two families of fibers which form a uniform orthogonal net intersecting the perimeter of $B$ with an angle of 45 degrees. It is convenient to introduce another orthogonal reference system, $\left(\mathscr{O}, \xi_{1}, \xi_{2}\right)$, oriented according to the directions of the fibers of the fabric

Fig. 2 Material axes and fibers directions

and shifted as shown in Fig. 2. In $\left(\mathscr{O}, \xi_{1}, \xi_{2}\right)$ we consider non-dimensional space coordinates, defined as follows:

$$
\begin{equation*}
\xi_{1}:=\frac{1}{l}\left(X_{1}-X_{2}\right)+\frac{1}{2}, \quad \xi_{2}:=\frac{1}{l}\left(X_{1}+X_{2}\right)+\frac{1}{2} . \tag{1}
\end{equation*}
$$

We denote as the fiber reference the new reference system introduced and the fiber directions the two directions in which the coordinates $\xi_{1}, \xi_{2}$ are spanning. It will be useful to represent all deformation measures also in the reference system $\left(\mathscr{O}, \xi_{1}, \xi_{2}\right)$, since $\xi_{1}, \xi_{2}$ represent the orthotropic directions of the material.

We will label the generic point of $B$ by means of the coordinates $\left(\xi_{1}, \xi_{2}\right)$. We indicate with $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$ the unit vectors tangent to the two families of fibers, in the tangent space $T_{\left(\xi_{1}, \xi_{2}\right)} B$ to $B$ at $\left(\xi_{1}, \xi_{2}\right)$.

We will assume that the placement field $\mathbf{r}$ :
(i) is continuous in the whole domain $B$;
(ii) has first-kind discontinuities in its first or in its second gradient at a finite number of inextensible fibers, at most;
(iii) is twice continuously differentiable in the other points of $B$.

We indicate with $\mathbf{F}$ the space gradient of $\mathbf{r}$ and we use the notation:

$$
\begin{equation*}
\mathbf{d}_{1}=\mathbf{F} \cdot \mathbf{D}_{1}, \quad \mathbf{d}_{2}=\mathbf{F} \cdot \mathbf{D}_{2} \tag{2}
\end{equation*}
$$

The two vectors $\mathbf{d}_{1}$ and $\mathbf{d}_{2}$ represent the directions of the fibers in the current configuration. Because of our assumptions we can say that:
(i) the inextensible fibers are not cut in the passage from the reference to the current configuration;
(ii) the current tangent vector fields of the fibers are uniquely defined for every material point except on some inextensible fibers where the tangent may suffer jumps;
(iii) the domain $B$ can be partitioned into a finite number of convex subsets in each of which the placement is of class $\mathscr{C}^{2}$.

### 2.2 Inextensibility and Consequent Representation of $\mathbf{r}$

In the proposed model, we enforce the inextensibility of the fibers of the fabric. This restricts the space of configurations because an admissible placement field must satisfy the following
conditions:

$$
\begin{equation*}
\forall\left(\xi_{1}, \xi_{2}\right) \in B, \quad\left\|\mathbf{F} \cdot \mathbf{D}_{1}\right\|^{2}=\left\|\mathbf{d}_{1}\right\|^{2}=\left\|\mathbf{F} \cdot \mathbf{D}_{2}\right\|^{2}=\left\|\mathbf{d}_{2}\right\|^{2}=1 . \tag{3}
\end{equation*}
$$

When $\mathbf{r} \in \mathscr{C}^{2}(\Delta)$, where $\Delta$ is an open simply connected subset of $B$, the inextensibility of the fibers implies that it is possible to decompose the placement field in the following manner (see [66]): there exist vector two fields $\mathbf{r}_{1}^{(\Delta)}\left(\xi_{1}\right)$ and $\mathbf{r}_{2}^{(\Delta)}\left(\xi_{2}\right)$, respectively defined on the projection of $\Delta$ on the fiber axes $\xi_{1}$ and $\xi_{2}$, such that

$$
\begin{equation*}
\mathbf{r}_{(\Delta)}\left(\xi_{1}, \xi_{2}\right)=\mathbf{r}_{1}^{(\Delta)}\left(\xi_{1}\right)+\mathbf{r}_{2}^{(\Delta)}\left(\xi_{2}\right) . \tag{4}
\end{equation*}
$$

We can represent these two vector fields in the basis $\left(\mathbf{D}_{1}, \mathbf{D}_{2}\right)$ as follows:

$$
\left\{\begin{array}{l}
\mathbf{r}_{1}^{(\Delta)}\left(\xi_{1}\right)=\mu_{1}^{(\Delta)}\left(\xi_{1}\right) \mathbf{D}_{1}+v_{1}^{(\Delta)}\left(\xi_{1}\right) \mathbf{D}_{2}  \tag{5}\\
\mathbf{r}_{2}^{(\Delta)}\left(\xi_{2}\right)=v_{2}^{(\Delta)}\left(\xi_{2}\right) \mathbf{D}_{1}+\mu_{2}^{(\Delta)}\left(\xi_{2}\right) \mathbf{D}_{2},
\end{array}\right.
$$

with $\mu_{1}^{(\Delta)}, \mu_{2}^{(\Delta)}, v_{1}^{(\Delta)}, \nu_{2}^{(\Delta)}$, suitably regular scalar functions on the projections of $\Delta$.
Due to the conditions in (3), if we require also that $\Delta$ is convex with respect to $\xi_{1}, \xi_{2}$ segments, we can establish a specific relation between $\mu_{i}^{(\Delta)}$ and $v_{i}^{(\Delta)}, i=1,2$. If we indicate with $I_{1 \Delta}$ the projection of $\Delta$ on the axis $\xi_{1}$ and with $I_{2 \Delta}$ the projection of $\Delta$ on the axis $\xi_{2}$, we have

$$
\begin{align*}
\left\|\mathbf{F} \cdot \mathbf{D}_{1}\right\|^{2}=1 & \Longrightarrow\left(\mu_{1,1}^{(\Delta)}\right)^{2}+\left(v_{1,1}^{(\Delta)}\right)^{2}=1 \Longrightarrow v_{1,1}^{(\Delta)}= \pm \sqrt{1-\left(\mu_{1,1}^{(\Delta)}\right)^{2}} \\
& \Longrightarrow v_{1}^{(\Delta)}\left(\xi_{1}\right)-v_{1}^{(\Delta)}\left(\bar{\xi}_{1}\right)= \pm \int_{\bar{\xi}_{1}}^{\xi_{1}} \sqrt{1-\left(\mu_{1,1}^{(\Delta)}(\eta)\right)^{2}} d \eta, \quad \forall \bar{\xi}_{1}, \xi_{1} \in I_{1 \Delta}, \\
\left\|\mathbf{F} \cdot \mathbf{D}_{2}\right\|^{2}=1 & \Longrightarrow\left(\mu_{2,2}^{(\Delta)}\right)^{2}+\left(v_{2,2}^{(\Delta)}\right)^{2}=1 \Longrightarrow v_{2,2}^{(\Delta)}= \pm \sqrt{1-\left(\mu_{2,2}^{(\Delta)}\right)^{2}}  \tag{6}\\
& \Longrightarrow v_{2}^{(\Delta)}\left(\xi_{2}\right)-v_{2}^{(\Delta)}\left(\bar{\xi}_{2}\right)= \pm \int_{\bar{\xi}_{2}}^{\xi_{2}} \sqrt{1-\left(\mu_{2,2}^{(\alpha)}(\eta)\right)^{2}} d \eta, \quad \forall \bar{\xi}_{2}, \xi_{2} \in I_{2 \Delta} . \tag{7}
\end{align*}
$$

This means that on any simply connected and $\left(\xi_{1}, \xi_{2}\right)$-convex subdomain $\Delta$ the whole displacement field is completely known in terms of only two real functions of one single real variable: that is, $\mu_{1}^{(\Delta)}$ and $\mu_{2}^{(\Delta)}$. In what follows, whenever square roots appear in the formulas, we will choose the sign + since only the corresponding specific families of deformations are involved in the standard bias extension test that we study herein.

Let the two lines $\Sigma_{1}$ and $\Sigma_{2}$ be defined, in the fiber reference, which are described by the following algebraic equations (see also Fig. 3):

$$
\begin{align*}
& \Sigma_{1}:=\left\{\left(\xi_{1}, \xi_{2}\right) \in B: \xi_{1} \in[0,1], \xi_{2}=1-\xi_{1}\right\},  \tag{8}\\
& \Sigma_{2}:=\left\{\left(\xi_{1}, \xi_{2}\right) \in B: \xi_{1} \in[3,4], \xi_{2}=7-\xi_{1}\right\} . \tag{9}
\end{align*}
$$

In this paper, we impose the following boundary conditions on the two subsets $\Sigma_{1}$ and $\Sigma_{2}$ at the boundary of $B$ :

1. vanishing displacement of the line $\Sigma_{1}$,
2. imposed displacement $\mathbf{u}_{0}=u_{0}\left(\mathbf{D}_{1}+\mathbf{D}_{2}\right)$ of the line $\Sigma_{2}$.

Fig. 3 Discontinuity lines in the considered specimen


Fig. 4 Projections of the domains on the fiber axes


The kinematics of the bias test considered here naturally leads us to define 6 lines:

$$
\begin{array}{ll}
S_{1}:=\left\{\left(\xi_{1}, \xi_{2}\right) \in B: \xi_{1} \in[0,2], \xi_{2}=1\right\}, & S_{2}:=\left\{\left(\xi_{1}, \xi_{2}\right) \in B: \xi_{1}=1, \xi_{2} \in[0,2]\right\} \\
S_{3}:=\left\{\left(\xi_{1}, \xi_{2}\right) \in B: \xi_{1} \in[1,3], \xi_{2}=2\right\}, & S_{4}:=\left\{\left(\xi_{1}, \xi_{2}\right) \in B: \xi_{1}=2, \xi_{2} \in[1,3]\right\} \\
S_{5}:=\left\{\left(\xi_{1}, \xi_{2}\right) \in B: \xi_{1} \in[2,4], \xi_{2}=3\right\}, & S_{6}:=\left\{\left(\xi_{1}, \xi_{2}\right) \in B: \xi_{1}=3, \xi_{2} \in[2,4]\right\} \tag{10}
\end{array}
$$

Indeed these lines are separating zones in which the inextensible fibers are subject to different kinematical conditions: As Fig. 3 shows, we remark that the part of the specimen characterized by the values of $\xi_{2} \leq 1$ (i.e., the part of the specimen below $S_{1}$ ) is constituted by all the fibers which (i) are parallel to $\xi_{1}$ and (ii) have one end blocked in $\Sigma_{1}$ while their other end is free. Exactly the same kinematical consideration is valid in the zone above $S_{5}$ (concerning all the fibers parallel to $\xi_{1}$ which have an end blocked in $\Sigma_{2}$ and the other one free) and in the zones above $S_{2}$ and under $S_{6}$ (where one has to consider the fibers parallel to $\xi_{2}$ ). The central part of the specimen is characterized kinematically as follows: The part between $S_{1}$ and $S_{3}$ is composed of fibers parallel to $\xi_{1}$ with both ends free that have interaction with fibers parallel to $\xi_{2}$ with an end fixed in $\Sigma_{1}$. Similarly, one can characterize kinematically all the subsets of the partition which we have introduced via the curves defined in Eqs. (10).

Let us denote $\pi_{1}$ and $\pi_{2}$ as the projection maps, respectively, on $\xi_{1}$ and $\xi_{2}$, and introduce the notations (see also Fig. 4)

$$
\begin{array}{ll}
I_{10}:=\pi_{1}\left(\Sigma_{1}\right)=[0,1], & I_{13}:=\pi_{1}\left(\Sigma_{2}\right)=[3,4], \\
I_{20}:=\pi_{2}\left(\Sigma_{1}\right)=[0,1], & I_{23}:=\pi_{2}\left(\Sigma_{2}\right)=[3,4] . \tag{12}
\end{array}
$$

Fig. 5 Partition of the body $B$ in different subdomains
individuated by sets of fibers with different boundary conditions or different type of interaction with the orthogonal fibers


Analogously, we denote the projections of the whole $B$ on the fiber axes as (see also Fig. 4):

$$
\begin{equation*}
I_{1}:=\pi_{1}(B), \quad I_{2}:=\pi_{2}(B) . \tag{13}
\end{equation*}
$$

In addition, considering the projections of the lines $S_{i}$ we define the following ranges:

$$
\begin{array}{ll}
I_{11}:=\left[\pi_{1}\left(S_{2}\right), \pi_{1}\left(S_{4}\right)\right]=[1,2], & I_{12}:=\left[\pi_{1}\left(S_{4}\right), \pi_{1}\left(S_{6}\right)\right]=[2,3], \\
I_{21}:=\left[\pi_{2}\left(S_{1}\right), \pi_{2}\left(S_{3}\right)\right]=[1,2], & I_{23}:=\left[\pi_{2}\left(S_{3}\right), \pi_{2}\left(S_{5}\right)\right]=[2,3] . \tag{15}
\end{array}
$$

Then, the following partitions of the two intervals $I_{1}$ and $I_{2}$ are naturally a result on the basis of the aforementioned kinematical considerations:

$$
\begin{equation*}
I_{1}=I_{10} \cup I_{11} \cup I_{12} \cup I_{13}, \quad I_{2}=I_{20} \cup I_{21} \cup I_{22} \cup I_{23} \tag{16}
\end{equation*}
$$

Furthermore, the partition of the axes naturally defines a partition of $B$ into regions $\Delta_{i j}$ as follows (see Fig. 5):

$$
\begin{equation*}
\Delta_{i j}:=\left(I_{1 i} \times I_{2 j}\right) \cap B, \quad B=\bigcup_{i, j=1}^{3} \Delta_{i j} \tag{17}
\end{equation*}
$$

We assume that the placement field is twice continuously differentiable in any $\Delta_{i j}$. If we indicate with $\mathbf{r}^{(i, j)}\left(\xi_{1}, \xi_{2}\right)$ the restriction of $\mathbf{r}$ to the $\Delta_{i j}$ component, for the decomposition noted in (4) we have

$$
\begin{equation*}
\mathbf{r}^{(i, j)}\left(\xi_{1}, \xi_{2}\right)=\mathbf{r}_{1}^{(i)}\left(\xi_{1}\right)+\mathbf{r}_{2}^{(j)}\left(\xi_{2}\right)=:\left(\mu_{1}^{(i)}\left(\xi_{1}\right)+v_{2}^{(j)}\left(\xi_{2}\right)\right) \mathbf{D}_{1}+\left(v_{1}^{(i)}\left(\xi_{1}\right)+\mu_{2}^{(j)}\left(\xi_{2}\right)\right) \mathbf{D}_{2} \tag{18}
\end{equation*}
$$

as the global continuity condition of $\mathbf{r}$ allows us to identify the vector fields $\mathbf{r}_{1}^{(i)}\left(\xi_{1}\right), \mathbf{r}_{2}^{(j)}\left(\xi_{2}\right)$ along straight lines included in $B$.

Indeed, if we consider two regions $\Delta_{i j}$ and $\Delta_{i k}$ then we have that $\mathbf{r}_{1}^{\left(\Delta_{i j}\right)}\left(\xi_{1}\right)=\mathbf{r}_{1}^{\Delta_{i k}}\left(\xi_{1}\right)=$ : $\mathbf{r}_{1}^{(i)}\left(\xi_{1}\right)$ and analogously, when considering two regions $\Delta_{i j}$ and $\Delta_{h j}$, one has $\mathbf{r}_{2}^{\left(\Delta_{i j}\right)}\left(\xi_{2}\right)=$ $\mathbf{r}_{2}^{\Delta_{k j}}\left(\xi_{2}\right)=: \mathbf{r}_{2}^{(j)}\left(\xi_{2}\right)$.

### 2.3 Space of Configurations for Considered System

A number of properties and results can be proven for the scalar fields which determine the displacement field. The regularity assumptions, which we have posed together with the condition of inextensibility of the fibers and the boundary conditions, will indeed determine the space of configurations inside of which we seek the equilibrium configurations: i.e., those configurations which minimize the total energy.

### 2.3.1 Restrictions on the Fields $\mu$ and v Imposed by Boundary Conditions

We prove here the three following properties of the displacement field for the bias test problem with inextensible fibers:

1. the boundary condition on $\Sigma_{1}$ implies that $\mathbf{r}\left(\xi_{1}, \xi_{2}\right)=\xi_{1} \mathbf{D}_{1}+\xi_{2} \mathbf{D}_{2} \forall\left(\xi_{1}, \xi_{2}\right) \in \Delta_{00}$,
2. the boundary conditions on $\Sigma_{2}$ implies that $\mathbf{r}\left(\xi_{1}, \xi_{2}\right)=\xi_{1} \mathbf{D}_{1}+\xi_{2} \mathbf{D}_{2}+\mathbf{u}_{0} \forall\left(\xi_{1}, \xi_{2}\right) \in \Delta_{33}$,
3. the continuity of $\mathbf{r}$ at the point $(3,3)$ yields a system (which is specified at the end of this section) of integral conditions for determining the two functions $\mu_{1}\left(\xi_{1}\right)$ and $\mu_{2}\left(\xi_{2}\right)$.

Proposition 1 Let $\mathbf{r}^{(0,0)}$ be the restriction of $\mathbf{r}$ to the subdomain $\Delta_{00}$. If the displacement vanishes on $\Sigma_{1}$, then we have $\mathbf{r}^{(0,0)}\left(\xi_{1}, \xi_{2}\right)=\xi_{1} \mathbf{D}_{1}+\xi_{2} \mathbf{D}_{2} \forall\left(\xi_{1}, \xi_{2}\right) \in \Delta_{00}$.

Proof We consider the following parametric description of $\Sigma_{1}$ :

$$
\begin{equation*}
\Sigma_{1}=\left\{\left(\xi_{1}(t), \xi_{2}(t)\right): \xi_{1}(t)=t, \xi_{2}(t)=1-t \text { with } t \in[0,1]\right\} \tag{19}
\end{equation*}
$$

and we note that

$$
\begin{align*}
\mathbf{r}^{(0,0)}\left(\xi_{1}(t), \xi_{2}(t)\right) & =\mathbf{r}_{1}^{(0)}\left(\xi_{1}(t)\right)+\mathbf{r}_{2}^{(0)}\left(\xi_{2}(t)\right) \\
& =\left(\mu_{1}^{(0)}\left(\xi_{1}(t)\right)+v_{2}^{(0)}\left(\xi_{2}(t)\right)\right) \mathbf{D}_{1}+\left(v_{1}^{(0)}\left(\xi_{1}(t)\right)+\mu_{2}^{(0)}\left(\xi_{2}(t)\right)\right) \mathbf{D}_{2} \tag{20}
\end{align*}
$$

which, because of the imposed boundary conditions, imply

$$
\left\{\begin{array}{l}
\mu_{1}^{(0)}\left(\xi_{1}(t)\right)+v_{2}^{(0)}\left(\xi_{2}(t)\right)=t  \tag{21}\\
v_{1}^{(0)}\left(\xi_{1}(t)\right)+\mu_{2}^{(0)}\left(\xi_{2}(t)\right)=1-t
\end{array}\right.
$$

By differentiating the two equations in (21) with respect to $t$ we obtain:

$$
\left\{\begin{array} { l } 
{ \frac { d \mu _ { 1 } ^ { ( 0 ) } } { d \xi _ { 1 } } | _ { t } - \frac { d v _ { 2 } ^ { ( 0 ) } } { d \xi _ { 2 } } | _ { 1 - t } = 1 }  \tag{22}\\
{ \frac { d v _ { 1 } ^ { ( 0 ) } } { d \xi _ { 1 } } | _ { t } - \frac { d \mu _ { 2 } ^ { ( 0 ) } } { d \xi _ { 2 } } | _ { 1 - t } = - 1 }
\end{array} \Longrightarrow \left\{\begin{array}{l}
\mu_{1,1}^{(0)}=1+v_{2,2}^{(0)} \\
v_{1,1}^{(0)}=\mu_{2,2}^{(0)}-1
\end{array}\right.\right.
$$

Recalling the relation $1=\left(\mu_{1,1}^{(0)}\right)^{2}+\left(v_{1,1}^{(0)}\right)^{2}$, we obtain

$$
\begin{align*}
1 & =\left(\mu_{1,1}^{(0)}\right)^{2}+\left(v_{1,1}^{(0)}\right)^{2}=\left(1+v_{2,2}^{(0)}\right)^{2}+\left(\mu_{2,2}^{(0)}-1\right)^{2}  \tag{23}\\
& =\underbrace{\left(\mu_{2,2}^{(0)}\right)^{2}+\left(v_{2,2}^{(0)}\right)^{2}}_{=1}+2-2 \mu_{2,2}^{(0)}+2 v_{2,2}^{(0)}=3+2\left(v_{2,2}^{(0)}-\mu_{2,2}^{(0)}\right) . \tag{24}
\end{align*}
$$

As a consequence

$$
\begin{equation*}
1=3+2\left(v_{2,2}^{(0)}-\mu_{2,2}^{(0)}\right) \quad \Longrightarrow \quad \mu_{2,2}^{(0)}-v_{2,2}^{(0)}=1 \tag{25}
\end{equation*}
$$

Therefore we can easily find the fields $\mu_{2,2}^{(0)}$ and $\nu_{2,2}^{(0)}$. Indeed,

$$
\left\{\begin{array}{l}
\left(\mu_{2,2}^{(0)}\right)^{2}+\left(v_{2,2}^{(0)}\right)^{2}=1  \tag{26}\\
\mu_{2,2}^{(0)}-v_{2,2}^{(0)}=1
\end{array} \quad \Longrightarrow \quad v_{2,2}^{(0)}=0 \vee v_{2,2}^{(0)}=-1\right.
$$

but, restricting to the case $v_{2,2}^{(0)} \in[0, \sqrt{2} / 2]$, we need consider only the solution $v_{2,2}^{(0)}=0$. As a consequence $\mu_{2,2}^{(0)}=1$.

In the same way we find that $v_{1,1}^{(0)}=0$ and $\mu_{1,1}^{(0)}=1$ for any $\xi_{1} \in I_{10}$.
Integrating the corresponding expressions we have

$$
\begin{cases}\mu_{1}^{(0)}\left(\xi_{1}\right)=\xi_{1}+\mu_{1}^{(0)}(0) & \xi_{1} \in I_{10}  \tag{27}\\ v_{1}^{(0)}\left(\xi_{1}\right)=v_{1}^{(0)}(0) & \xi_{1} \in I_{10} \\ \mu_{2}^{(0)}\left(\xi_{2}\right)=\xi_{2}+\mu_{2}^{(0)}(0) & \xi_{2} \in I_{20} \\ v_{2}^{(0)}\left(\xi_{2}\right)=v_{2}^{(0)}(0) & \xi_{2} \in I_{20}\end{cases}
$$

In the decomposition (18) the functions $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ are determined up to an additive vector constant (i.e., up to two scalar constants). We can choose the constant to satisfy:

$$
\begin{equation*}
\mu_{1}^{(0)}(0)=v_{1}^{(0)}(0)=\mu_{2}^{(0)}(0)=v_{2}^{(0)}(0)=0 \tag{28}
\end{equation*}
$$

In a similar way, ${ }^{1}$ we can prove also the following
Proposition 2 Let $\mathbf{r}^{(3,3)}$ be the restriction of $\mathbf{r}$ to the subdomain $\Delta_{33}$ and $\mathbf{u}_{0}$ the imposed displacement on $\Sigma_{2}$. Then we have $\mathbf{r}^{(3,3)}\left(\xi_{1}, \xi_{2}\right)=\xi_{1} \mathbf{D}_{1}+\xi_{2} \mathbf{D}_{2}+\mathbf{u}_{0}$.

Remark 1 It is very important to remark that in every region $\Delta_{i j}$ the two vector fields $\mathbf{r}_{1}^{(i)}\left(\xi_{1}\right)$ and $\mathbf{r}_{2}^{(j)}\left(\xi_{2}\right)$ in the decomposition

$$
\begin{equation*}
\mathbf{r}^{(i, j)}\left(\xi_{1}, \xi_{2}\right)=\mathbf{r}_{1}^{(i)}\left(\xi_{1}\right)+\mathbf{r}_{2}^{(j)}\left(\xi_{2}\right) \tag{29}
\end{equation*}
$$

are defined up to two additive constants.
Indeed, if we take

$$
\begin{equation*}
\mathbf{r}_{1}^{(i)}\left(\xi_{1}\right)=\mu_{1}^{(i)}\left(\xi_{1}\right) \mathbf{D}_{1}+v_{1}^{(i)}\left(\xi_{1}\right) \mathbf{D}_{2}, \quad \mathbf{r}_{2}^{(j)}\left(\xi_{2}\right)=v_{2}^{(j)}\left(\xi_{2}\right) \mathbf{D}_{1}+\mu_{2}^{(j)}\left(\xi_{2}\right) \mathbf{D}_{2} \tag{30}
\end{equation*}
$$

then it is immediately evident that also for

$$
\begin{align*}
& \overline{\mathbf{r}}_{1}^{(i)}\left(\xi_{1}\right)=\left(\mu_{1}^{(i)}\left(\xi_{1}\right)+\alpha_{i}\right) \mathbf{D}_{1}+\left(v_{1}^{(i)}\left(\xi_{1}\right)+\beta_{j}\right) \mathbf{D}_{2} \\
& \overline{\mathbf{r}}_{2}^{(j)}\left(\xi_{2}\right)=\left(v_{2}^{(j)}\left(\xi_{2}\right)-\alpha_{i}\right) \mathbf{D}_{1}+\left(\mu_{2}^{(j)}\left(\xi_{2}\right)-\beta_{j}\right) \mathbf{D}_{2} \tag{31}
\end{align*}
$$

with $\alpha_{i}, \beta_{j} \in \mathbb{R}$, we have

$$
\begin{equation*}
\mathbf{r}^{(i, j)}\left(\xi_{1}, \xi_{2}\right)=\overline{\mathbf{r}}_{1}^{(i)}\left(\xi_{1}\right)+\overline{\mathbf{r}}_{2}^{(j)}\left(\xi_{2}\right)=\mathbf{r}_{1}^{(i)}\left(\xi_{1}\right)+\mathbf{r}_{2}^{(j)}\left(\xi_{2}\right) \tag{32}
\end{equation*}
$$

Now, we can define the four functions $\mu_{1}, \nu_{1}, \mu_{2}$ and $\nu_{2}$ in the intervals $I_{1}$ and $I_{2}$ respectively as follows:

$$
\begin{array}{ll}
\left(\forall \xi_{1} \in I_{1 j}\right) & \left(\mu_{1}\left(\xi_{1}\right)=\mu_{1}^{(j)}\left(\xi_{1}\right), v_{1}\left(\xi_{1}\right)=v_{1}^{(j)}\left(\xi_{1}\right)\right) \\
\left(\forall \xi_{2} \in I_{2 j}\right) & \left(\mu_{2}\left(\xi_{2}\right)=\mu_{2}^{(j)}\left(\xi_{2}\right), v_{2}\left(\xi_{2}\right)=v_{2}^{(j)}\left(\xi_{2}\right)\right) \tag{34}
\end{array}
$$

[^1]Obviously it is easy to see that we can determine (uniquely) the constants left arbitrary by the decomposition formula for displacement, after the initial choice in (28), simply by demanding the continuity on the intervals $I_{1}$ and $I_{2}$ of the four functions just introduced.

### 2.3.2 Continuity Conditions in $(3,3)$

Because of (18), (6), (7), (33) and (34), the continuity conditions of the placement field $\mathbf{r}$ in $(3,3)$ with respect to the functions $\mu_{1}, \mu_{2}$ can be written as:

$$
\left\{\begin{array}{l}
\mu_{1}(3)+\int_{1}^{3} \sqrt{1-\left(\mu_{2,2}(\eta)\right)^{2}} d \eta=3+u_{0}  \tag{35}\\
\mu_{2}(3)+\int_{1}^{3} \sqrt{1-\left(\mu_{1,1}(\eta)\right)^{2}} d \eta=3+u_{0}
\end{array}\right.
$$

This condition is a consequence of the continuity of displacement in $B$ and of Proposition 2, which implies that the subbody $\Delta_{33}$ is simply rigidly translating.

### 2.4 Symmetry Conditions

In this section we characterize the displacement fields which are symmetric with respect to the $X_{1}$-axis. This means that, given a point $P$ of coordinates $(\xi, \eta)$ and its symmetric point $P_{s}$ having coordinates $(\eta, \xi)$, the following conditions hold:

$$
\left\{\begin{array} { l } 
{ \mathbf { d } _ { 1 } ( P ) \cdot \mathbf { D } _ { 1 } = \mathbf { d } _ { 2 } ( P _ { s } ) \cdot \mathbf { D } _ { 2 } }  \tag{36}\\
{ \mathbf { d } _ { 1 } ( P ) \cdot \mathbf { D } _ { 2 } = \mathbf { d } _ { 2 } ( P _ { s } ) \cdot \mathbf { D } _ { 1 } }
\end{array} \Longrightarrow \left\{\begin{array}{l}
\mu_{1,1}(\xi)=\mu_{2,2}(\xi) \\
v_{1,1}(\eta)=v_{2,2}(\eta)
\end{array}\right.\right.
$$

Considering the symmetry of boundary conditions and the first equality in (36), we get directly the following identity:

$$
\begin{equation*}
\mu_{1}(\xi)=\mu_{2}(\xi)=: \mu(\xi) \quad \forall \xi \in[0,4] \tag{37}
\end{equation*}
$$

Therefore, considering the relations between $\mu_{1}, \mu_{2}$ and $\nu_{1}, \nu_{2}$, the kinematics of the symmetric bias extension problem is completely described by means of a unique field $\mu$. It is possible to determine another symmetry condition for the placement field. Indeed, our problem is equivalent (up to a translation) to the one which is obtained by imposing the following boundary conditions:

1. imposed displacement $-\mathbf{u}_{0} / 2=-u_{0} / 2\left(\mathbf{D}_{1}+\mathbf{D}_{2}\right)$ of the line $\Sigma_{1}$,
2. imposed displacement $\mathbf{u}_{0} / 2=u_{0} / 2\left(\mathbf{D}_{1}+\mathbf{D}_{2}\right)$ of the line $\Sigma_{2}$.

This implies the symmetry of $\mathbf{r}$ with respect to the line parallel to the $X_{2}$-axis passing through the point with coordinates $(2,2)$ in the $\xi_{1} \xi_{2}$-reference. It is straightforward to deduce that the functions $\mu_{1,1}$ and $\mu_{2,2}$ are even with respect to the points $\xi_{1}=2$ and $\xi_{2}=2$ in their domains of definition. Since the derivative of a even function is always an odd function, and in general the derivative of $\mu_{1,1}$ and $\mu_{2,2}$ is not equal to zero at $\xi_{1}=2$ and $\xi_{2}=2$, the second derivative of the fields $\mu_{1}$ and $\mu_{2}$ can be discontinuous in these points.

### 2.5 First Variations of the Fields Belonging to the Space of Configurations

If we assume the hypothesis of symmetry, the configuration of body $B$ is characterized by only one scalar field $\mu(\xi)$, defined on the real interval [ 0,4$]$. However, having already determined $\mu$ on $[0,1]$ and $[3,4]$ by means of imposed boundary conditions, we are left to
find $\mu$ on $I=[1,3]$. Due to Proposition 1, the continuity of the function $\mu$ and (35), we have also the conditions

$$
\begin{equation*}
\mu(1)=1, \quad \mu(3)+\int_{1}^{3} \sqrt{1-(\mu, \xi)^{2}} d \eta=3+u_{0} \tag{38}
\end{equation*}
$$

which must be satisfied by the functions in the space of configurations. Therefore the space of configurations is constituted by the set of functions $\mu$ in $\mathscr{C}_{p w}^{2}(I,\{2\})$, that is, the space of two times continuously differentiable functions on $I$ whose second derivatives can jump at 2 , which satisfy the conditions (38).

Therefore, in order to be kinematically admissible, a variation $\delta \mu$ of $\mu$ has to meet the following conditions:

$$
\begin{equation*}
\delta \mu(1)=0, \quad \mu(3)+\delta \mu(3)+\int_{1}^{3} \sqrt{1-\left(\mu_{, \xi}+\delta \mu, \xi\right)^{2}} d \eta=u_{0}+3 . \tag{39}
\end{equation*}
$$

First, we subtract the integral condition (38) from (39) to obtain:

$$
\begin{equation*}
\delta \mu(3)+\int_{1}^{3} \sqrt{1-\left(\mu_{, \xi}+\delta \mu_{, \xi}\right)^{2}} d \eta-\int_{1}^{3} \sqrt{1-\left(\mu_{, \xi}\right)^{2}} d \eta=0 . \tag{40}
\end{equation*}
$$

Developing the argument of the first square root to the first order, ${ }^{2}$ we obtain

$$
\begin{equation*}
\delta \mu(3)+\int_{1}^{3}\left(\sqrt{1-\left(\mu_{, \xi}\right)^{2}}-\frac{\mu^{\prime}}{\sqrt{1-\left(\mu_{, \xi}\right)^{2}}} \delta \mu_{, \xi}\right) d \eta-\int_{1}^{3} \sqrt{1-\left(\mu_{, \xi}\right)^{2}} d \eta=0 \tag{41}
\end{equation*}
$$

and, consequently,

$$
\begin{equation*}
\delta \mu(3)-\int_{1}^{3} \frac{\mu_{, \xi}}{\sqrt{1-\left(\mu_{, \xi}\right)^{2}}} \delta \mu_{, \xi} d \eta=0 \tag{42}
\end{equation*}
$$

Noting that we can write $\delta \mu(3)$ as $\int_{1}^{3} \delta \mu_{, \xi} d \eta$, we find that (42) is equivalent to

$$
\begin{equation*}
\int_{1}^{3}\left(1-\frac{\mu_{, \xi}}{\sqrt{1-\left(\mu_{, \xi}\right)^{2}}}\right) \delta \mu_{, \xi} d \eta=0 \tag{43}
\end{equation*}
$$

This last orthogonality condition characterizes the admissible first variations of the functions in the space of configurations.

## 3 First Variation of Energy

We assume the following expression for the energy density:

$$
\begin{equation*}
W\left(\xi_{1}, \xi_{2}\right)=\frac{1}{2}\left(\mathbf{d}_{1} \cdot \mathbf{d}_{2}\right)^{2} \tag{44}
\end{equation*}
$$

which, once expressed in terms of the kinematical field $\mu$, becomes

$$
W\left(\xi_{1}, \xi_{2}\right)=\frac{1}{2}\left(\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\left(1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right)+\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\left(1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\right)\right.
$$

[^2]\[

$$
\begin{equation*}
\left.+2 \mu_{, \xi}\left(\xi_{1}\right) \mu_{, \xi}\left(\xi_{2}\right) \sqrt{\left(1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\right)\left(1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right)}\right) \tag{45}
\end{equation*}
$$

\]

In order to minimize the energy in the space of configurations, we have to introduce a Lagrange multiplier to take into account the integral constraint (38) imposed on $\mu$. By using the notation

$$
C(\mu, \xi):=\mu(3)+\int_{1}^{3} \sqrt{1-\left(\mu_{, \xi}\right)^{2}} d \eta-3-u_{0}
$$

we then consider the following energy functional:

$$
\begin{equation*}
\mathscr{A}_{W}=\int_{B} W d m+\Lambda C\left(\mu_{, \xi}\right), \quad \text { with } \Lambda \in \mathbb{R} . \tag{46}
\end{equation*}
$$

Its first variation is

$$
\begin{equation*}
\delta \mathscr{A}_{W}=\int_{B} \delta W d m+\Lambda \delta C\left(\mu_{, \xi}\right)+C\left(\mu_{, \xi}\right) \delta \Lambda \tag{47}
\end{equation*}
$$

In the Appendix we show all the details of the calculations for obtaining the aforementioned variation: to present them in the most effective way it is useful to introduce four integral operators $\mathscr{A}_{i}$ and $\mathscr{D}_{i}$, where $i=1,2$. These operators are assumed to map a function $f$ defined in the interval [ 0,4 ] into a function defined respectively in $J_{1}=[1,2], J_{2}=[2,3]$ and are defined by means of the following equalities:

$$
\begin{align*}
& \left\{\begin{array}{l}
{\left[\mathscr{A}_{1}(f)\right](\xi)=\int_{1}^{\xi+1} f(\eta) \sqrt{1-(f(\eta))^{2}} d \eta} \\
{\left[\mathscr{D}_{1}(f)\right](\xi)=\left(1-\int_{1}^{\xi+1}\left(1-(f(\eta))^{2}\right) d \eta\right)}
\end{array}\right. \\
& \left\{\begin{array}{l}
{\left[\mathscr{A}_{2}(f)\right](\xi)=\int_{\xi-1}^{3} f(\eta) \sqrt{1-(f(\eta))^{2}} d \eta} \\
{\left[\mathscr{D}_{2}(f)\right](\xi)=\left(1-\int_{\xi-1}^{3}\left(1-(f(\eta))^{2}\right) d \eta\right)}
\end{array}\right. \tag{48}
\end{align*}
$$

Remark It is easy to check that for every function $f$ if $\sup |f| \leq 1$ then $\sup \left|\mathscr{A}_{i}(f)\right| \leq 1$ and $\sup \left|\mathscr{D}_{i}(f)\right| \leq 1$, where $i=1,2$ and the sup is estimated in the corresponding domain of definition.

The stationary condition finally obtained is expressed by the following integro-differential equations (to be complemented by suitable boundary conditions):

$$
\begin{equation*}
\frac{1-2\left(\mu_{, \xi}\right)^{2}}{2 \sqrt{1-\left(\mu_{, \xi}\right)^{2}}} \mathscr{A}_{i}\left(\mu_{, \xi}\right)-\mu_{, \xi} \mathscr{D}_{i}\left(\mu_{, \xi}\right)+\Lambda\left(1-\frac{\mu_{, \xi}}{\sqrt{1-\left(\mu_{, \xi}\right)^{2}}}\right)=0 \quad \forall \xi \in J_{i}, i=1,2 \tag{49}
\end{equation*}
$$

which can be transformed to the form

$$
\left(\frac{1-2\left(\mu_{, \xi}\right)^{2}}{2 \sqrt{1-\left(\mu_{, \xi}\right)^{2}}} \mathscr{A}_{i}\left(\mu_{, \xi}\right)-\mu_{, \xi} \mathscr{D}_{i}\left(\mu_{, \xi}\right)\right)\left(\frac{\mu_{, \xi}}{\sqrt{1-\left(\mu_{, \xi}\right)^{2}}}-1\right)^{-1}=\Lambda \quad \forall \xi \in J_{i}, i=1,2
$$

To proceed in the study of this integro-differential equation, it is useful to introduce an auxiliary function $F$ defined on the domain

$$
\begin{equation*}
\mathbb{R}^{3} \supseteq D:=\left[\frac{\sqrt{2}}{2}, 1\right) \times(0,1] \times(0,1] \tag{50}
\end{equation*}
$$

as follows:

$$
\begin{equation*}
F(x, a, d)=\left(\frac{1-2 x^{2}}{2 \sqrt{1-x^{2}}} a-x d\right)\left(\frac{x}{\sqrt{1-x^{2}}}-1\right)^{-1} \tag{51}
\end{equation*}
$$

It can be checked that $F(D)=\mathbb{R}^{-}$and that there exists a function

$$
\begin{equation*}
G:(0,1] \times(0,1] \times \mathbb{R}^{-} \rightarrow\left[\frac{\sqrt{2}}{2}, 1\right) \tag{52}
\end{equation*}
$$

such that

$$
\begin{equation*}
F(G(a, d, \Lambda), a, d)=\Lambda ; \quad G(a, d, F(x, a, d))=x \tag{53}
\end{equation*}
$$

By means of the functions $F$ and $G$, the stationary problem can be formulated in the two following more compact forms.

Problem 4 Find a function $\hat{\mu} \in \mathscr{C}_{p w}^{2}(I,\{2\})$ such that i) $\hat{\mu}(1)=1$, and ii) there exists a negative real number $\Lambda$ such that the following equations are satisfied:

$$
\left\{\begin{array}{l}
F\left(\hat{\mu}_{, \xi}, \mathscr{A}_{i}\left(\hat{\mu}_{, \xi}\right), \mathscr{D}_{i}\left(\hat{\mu}_{, \xi}\right)\right)=\Lambda \quad \forall \xi \in J_{i}, i=1,2  \tag{54}\\
C\left(\hat{\mu}_{, \xi}\right)=0
\end{array}\right.
$$

By using the second of identities (53) and conditions (54) it can be easily seen that Problem 4 is equivalent to the following one, which is more suitable to the application of the Picard-type iteration method we will use in the following section:

Problem 5 Find a function $\mu_{*} \in \mathscr{C}_{p w}^{2}(I,\{2\})$ such that

$$
\left\{\begin{array}{l}
\mu_{*}(\xi)=1+\int_{1}^{\xi} G\left(\left[\mathscr{A}_{1}\left(\mu_{*, \xi}\right)\right](\eta),\left[\mathscr{D}_{1}\left(\mu_{*, \xi}\right)\right](\eta), \Lambda\right) d \eta \quad \forall \xi \in[1,2]  \tag{55}\\
\left.\left.\mu_{*}(\xi)=\mu_{*}(2)+\int_{2}^{\xi} G\left(\left[\mathscr{A}_{2}\left(\mu_{*, \xi}\right)\right](\eta),\left[\mathscr{D}_{2}\left(\mu_{*, \xi}\right)\right](\eta), \Lambda\right) d \eta \quad \forall \xi \in\right] 2,3\right]
\end{array}\right.
$$

choosing the parameter $\Lambda$ in order to meet the integral condition $C\left(\mu_{*, \xi}\right)=0$.
Postponing the study of the well-posedness of the formulated integro-differential problem to further investigations we show that the last presented form more easily lends itself to numerical integration.

## 4 Numerical Resolution of the Problem

The problem expressed by (54) cannot generally be solved in closed form: therefore we are obliged to resort to numerical methods.


Fig. 6 Resolutive algorithm

In order to solve the problem (55) by means of numerical integration techniques we define an iterative scheme in which the initial function $\mu_{[0]}$ is chosen to be a first order polynomial satisfying the boundary conditions (38).

Given the approximation of the solution of the Picard-type problem formulated in (55) at the step $n-1$, that is, the function $\mu_{[n-1]}$, we find the $n$-th approximation as follows:

$$
\left\{\begin{array}{l}
\mu_{[n]}(\xi)=1+\int_{1}^{\xi} G\left(\left[\mathscr{A}_{1}\left(\mu_{[n-1], \xi}\right)\right](\eta),\left[\mathscr{D}_{1}\left(\mu_{[n-1], \xi}\right)\right](\eta), \Lambda_{n}\right) d \eta \quad \forall \xi \in[1,2]  \tag{56}\\
\left.\left.\mu_{[n]}(\xi)=\mu_{[n]}(2)+\int_{2}^{\xi} G\left(\left[\mathscr{A}_{2}\left(\mu_{[n-1], \xi}\right)\right](\eta),\left[\mathscr{D}_{2}\left(\mu_{[n-1], \xi}\right)\right](\eta), \Lambda_{n}\right) d \eta \quad \forall \xi \in\right] 2,3\right]
\end{array}\right.
$$

choosing the parameter $\Lambda_{n}$ in order to meet the boundary condition $C\left(\mu_{[n], \xi}\right)=0$.
We iterate until the numerical convergence of the solution is obtained. In Fig. 6 the flow chart of the algorithm is shown.

### 4.1 Numerical Results

The algorithm is implemented in Mathematica ${ }^{\circledR}$ with different values of the imposed displacement $u_{0}$. In Fig. 7 we show the deformed geometry for 3 different imposed displacements. The results match qualitatively the experimental results obtained with the standard bias extension text for composite fiber reinforcements.

The numerical analysis shows an interesting phenomenon which deserves some discussion and further theoretical, numerical and experimental investigations.

Indeed in the numerical solutions obtained, in general, one can check that the scalar field giving the angle between the inextensible fibers (fiber shear angle), easily related to the field $\mathbf{d}_{1} \cdot \mathbf{d}_{2}$, is not piece-wise constant in the kinematically determined (see previous sections) different zones of the domain as it is usually stated in the literature on fiber composite reinforcements. Actually the plots of this field along lines parallel to the long side of the specimen also show different concavities for different imposed displacements and it is also possible to observe the existence of a unique critical displacement for which the fiber shear angle is piece-wise constant.


Fig. 7 Deformed shape for imposed displacements $u_{0}$ of: $0.65,0.73$ and 0.8


Fig. 8 Cosine of the angle between the fibers for an imposed displacement $u_{0}$ of: 0.65 and 0.8

This numerical results raises questions about its causes and implications. The questions to be addressed are, in particular, the following ones: Can the detected numerical behavior be related to some physical phenomena? Are these phenomena present in the fiber reinforcements which originated our investigations? Which complex mechanical structures show the behavior detected by the model which we consider in the present paper?

The values of $\mathbf{d}_{1} \cdot \mathbf{d}_{2}$ are plotted for the entire reference specimen in Figs. 8 and 9, and, for particular sections, in Fig. 10 to highlight the meaningful entity of the angle variation in each region. It is possible to determine the critical value of displacement which corresponds to the change of concavity. This value is approximately a displacement with dimensionless

Fig. 9 The critical value 0.73


Fig. 10 Cosine of the angle between the fibers in the symmetry axis $X_{1}$ and in the section $X_{2}=0.25$
value of 0.73 (which corresponds about to one quarter of the length of the specimen) and we can see in the presented figures that for the critical displacement $\mathbf{d}_{1} \cdot \mathbf{d}_{2}$ indeed remains constant in all the different zones of the specimen.

## 5 Conclusion

In the present paper the standard bias extension test for first gradient continua with inextensible fibers was studied assuming that the only deformation mechanism related to deformation energy consists in the change of angle between the fibers occurring in the passage from ref-
erence to current configuration: this change may be interpreted as a shear deformation of the considered continuum.

Such a continuum seems suitable to describe the behavior of some complex materials in which very stiff fibers are embedded and can be applied, with some cautions, to describe the mechanical behavior of some fiber reinforcements. The reader should recall that this study was limited to the analysis of planar deformations of a 2D plane continuum. Actually, in the case of out-of-plane motions, the Rivlin representation for placement fields does not hold and the considered system shows a much more complex behavior and will surely show bifurcations and instabilities also due to small losses of symmetry: post-buckling analysis will then become unavoidable (for the study of some systems showing similar static and dynamic instability phenomena, also in the presence of inextensibility constraints, the reader is referred, e.g., to [43-45, 48, 49]).

The interest of results presented here could go far beyond the context considered up to now: (i) electrospinning (see, e.g., [50]) opens unexpected possibilities to the constructions of fabrics whose lower length-scale could go up to the nanometers (the most recent formulations of the theory of nearly-inextensible nano-fibers and nano-beams can be found in [12, 24, 25, 75]; (ii) the most recent investigations have shown that many biological tissues incorporate nearly-inextensible fibers and consequently many models have been presented in different papers to account for their presence [28-30, 33, 34, 76]. Therefore, the insight gained in the present study may produce some impact in other fields of application: (i) biological systems have been optimized by natural selection to resist externally applied loads with a minimum expense of material; hence they have the same mechanical properties as composite reinforcements, (ii) reinforcements fabrics are more and more often woven at nanoscale; while the inextensibility constraint still plays a relevant role, it is not clear what are the limits of applicability of classical mechanics in this case (see, e.g., [12]), (iii) the microstructure of fabrics does allow for instability phenomena at microlevel which may initiate related instabilities at macro-level.

The kinematics considered in this paper is rather restrictive, even if the assumption of exact inextensibility of orthogonal families of fibers seems to be rather wellgrounded from a physical point of view. Also the deformation energy considered (which depends quadratically only on the variation of the shear angle between the inextensible fibers) does not seem sufficient to describe completely many experimental observations [ $9,11,14,31,35,36,41,42]$. In a future investigation, we plan to study a continua with extensible or inextensible fibers whose energy depend also on higher displacement gradients (by using the methods presented, e.g., in [20, 21, 23], or in [37, 38, 54, 56, 65]).

The simple first gradient continuum considered here has been introduced mainly to move a first step towards an effective modeling of the bias extension tests for fiber reinforcements or for newly conceived and built metamaterials. However the work here seems rich enough to catch some peculiarities of the mechanical behavior of fiber reinforcements. Indeed our results predict a sharp discontinuity in the angle variation (shear deformation between inextensible fibers) in the passage between the different (as kinematically characterized in terms of the imposed boundary conditions) zones of the specimen undergoing the bias test. This circumstance catches some features of the experimental observation: indeed, in [31] the extension bias test shows shear deformation gradients that are concentrated in narrow regions in the neighborhood of some inextensible fibers. On the other hand the thickness of these regions is experimentally seen to be non-vanishing: therefore it seems a well-grounded conjecture to state that at least second gradient energies $[19,69]$ are needed if one wants to get models capable to predict the onset of the boundary layers where high gradients of shear angle are concentrated.

Here it has to be underlined, once more, that it is very difficult to characterize, for considered mechanical systems, equilibrium configurations as those configurations where balance of force and momentum is to be satisfied. Indeed, as already implied in [72, 78], the postulation of continuum mechanics based on balance equations does not seem adapted to formulate the models needed here: the difficulties in formulating balance laws when introducing Lagrange multipliers in order to account for all possible contact actions can be insurmountable. Only when mechanics is based on suitable variational principles then well-posed mathematical problems are easily obtained: the continuum models formulated in [1, 26, 52,54-56, 59-$61,63,66-68,70,71]$ give simply a further example of this statement.

In future papers we will aim to analyze the cases of:

- a pure second gradient energy model for the standard bias extension test that describes the onset of boundary layers that characterize the experimental behavior (the basic results to formulate these models are presented, e.g., in [6, 18, 80]);
- a mixed first-second (or possibly even higher) gradient energy model for the standard bias extension test (as proposed, e.g., in [20-23]);
- a finite element scheme to study the bias extension test and its comparison with the model hereby presented following the methods presented, e.g., in [8, 13, 15, 32]: the reader should note that the Euler-Lagrange equations presented here are strongly non-linear and definitively non-local. As a consequence, even when a local model can be formulated in alternative, it will produce extremely stiff numerical problems. The development of suitable ad hoc integration schemes will be needed: their capability of handling loss of regularity should be useful in the presented context;
- a bias extension test with an asymmetric imposed displacement in which anisotropies will play even a greater role (see, e.g., [5] for the development of some of the required conceptual tools);
- a model for the bias extension test allowing for a 3D deformation and therefore capable to model an eventual out of plane wrinkling $[37-40,58,62,73,77,78]$ and the related buckling problems (to be studied, e.g., by means of the methods presented in [43, 45]);
- a bias extension test in which the length ratio of the specimen is an arbitrary number greater than to 2 ;
- a 3D composite interlock subjected to a 3 point bending test to be compared with the experimental results [14, 46];
- the "stamping" construction process or the study of fabrics in which the fibers are interacting because of contact interactions involving local deformation and friction: this can be done by taking into consideration the models and the methods which are presented in [2-4, 10].
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## Appendix

In this appendix we supply some more details about the derivation of the Euler-Lagrange conditions used in the paper.

### 6.1 Deformation Energy Functional

The functional whose first variation has to be calculated is:

$$
\begin{align*}
\mathscr{A}_{W}(\mu(\cdot))= & \int_{B} W d m+\Lambda C\left(\mu_{, \xi}\right) \\
= & \int_{B}\left[\frac { 1 } { 2 } \left(\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\left(1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right)+\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\left(1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\right)\right.\right. \\
& \left.\left.+2 \mu_{, \xi}\left(\xi_{1}\right) \mu_{, \xi}\left(\xi_{2}\right) \sqrt{\left(1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\right)\left(1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right)}\right)\right] d m \\
& +\left(\mu(H-1)+\int_{1}^{3} \sqrt{1-\left(\mu_{, \xi}\right)^{2}} d \eta-3-u_{0}\right) \Lambda . \tag{57}
\end{align*}
$$

Remark The reader should note that this functional maps a real function $\mu$ defined in the interval [1,3] into a real number. However the function $\mu$ is calculated in some occurrences in the variable $\xi_{1}$ and in some other occurrences in the variable $\xi_{2}$ when forming the integrand function appearing inside the square brackets of the previous equation. This integrand is indeed a function of the two variables $\left(\xi_{1}, \xi_{2}\right)$ and its domain of integration is the twodimensional domain $B$.

Considering the partition (17) of the domain B and defining $\underline{\Delta}=\Delta_{11} \cup \Delta_{21} \cup \Delta_{22} \cup \Delta_{21}$, it is possible to rewrite the functional as follows:

$$
\begin{align*}
\mathscr{A}_{W}= & \int_{\Delta_{01} \cup \Delta_{32}} \frac{1}{2}\left(1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right) d m+\int_{\Delta_{10} \cup \Delta_{23}} \frac{1}{2}\left(1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\right) d m \\
& +\int_{\underline{\Delta}} \frac{1}{2}\left[\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\left(1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right)+\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\left(1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\right)\right. \\
& \left.+2 \mu_{, \xi}\left(\xi_{1}\right) \mu_{, \xi}\left(\xi_{2}\right) \sqrt{\left(1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\right)\left(1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right)}\right] d m \\
& +\left(\int_{1}^{3}\left(\mu_{, \xi}\left(\xi_{1}\right)+\sqrt{1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}\right) d \xi_{1}-2-u_{0}\right) \Lambda \tag{58}
\end{align*}
$$

which, by using the assumed symmetry of the solution, becomes

$$
\begin{align*}
\mathscr{A}_{W}= & \int_{\Delta_{01} \cup \Delta_{32}} \frac{1}{2}\left(1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right) d m+\int_{\Delta_{10} \cup \Delta_{23}} \frac{1}{2}\left(1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\right) d m \\
& +\int_{\Delta}\left[\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\left(1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right)+\mu_{, \xi}\left(\xi_{1}\right) \mu_{, \xi}\left(\xi_{2}\right)\right. \\
& \left.\left.\times \sqrt{\left(1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\right)\left(1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right.}\right)\right] d m \\
& +\left(\int_{1}^{3}\left(\mu_{, \xi}\left(\xi_{1}\right)+\sqrt{1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}\right) d \xi_{1}-2-u_{0}\right) \Lambda . \tag{59}
\end{align*}
$$

### 6.2 Calculation of the First Variation of the Deformation Energy Functional

The first variation of the deformation energy functional can be expressed as:

$$
\begin{equation*}
\delta \mathscr{A}_{W}=\int_{B} \delta W d m+\Lambda \delta C\left(\mu_{, \xi}\right)+C\left(\mu_{, \xi}\right) \delta \Lambda \tag{60}
\end{equation*}
$$

We have

$$
\begin{array}{rl}
\int_{B} \delta W & d m+\Lambda \delta C\left(\mu_{, \xi}\right) \\
= & -\int_{\Delta_{01} \cup \Delta_{32}} \mu_{, \xi}\left(\xi_{2}\right) \delta \mu_{, \xi}\left(\xi_{2}\right) d m-\int_{\Delta_{10} \cup \Delta_{23}} \mu_{, \xi}\left(\xi_{1}\right) \delta \mu_{, \xi}\left(\xi_{1}\right) d m \\
& +\int_{\Delta}\left(2 \mu_{, \xi}\left(\xi_{1}\right)\left(1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right)+\frac{1-2\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}{\sqrt{1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}} \mu_{, \xi}\left(\xi_{2}\right) \sqrt{1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}}\right. \\
& \left.+\left(1-\frac{\mu_{, \xi}\left(\xi_{1}\right)}{\sqrt{1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}}\right) \Lambda\right) \delta \mu_{, \xi}\left(\xi_{1}\right) \\
& +\int_{\underline{\Delta}}\left(-2 \mu_{, \xi}\left(\xi_{2}\right)\left(\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\right)+\frac{1-2\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}}{\sqrt{1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}}} \mu_{, \xi}\left(\xi_{1}\right)\right. \\
& \left.\times \sqrt{1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}\right) \delta \mu_{, \xi}\left(\xi_{2}\right) d m \tag{61}
\end{array}
$$

Due to the symmetry condition, we have that

$$
\begin{align*}
& \int_{\underline{\Delta}}\left(-2 \mu_{, \xi}\left(\xi_{2}\right)\left(\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}\right)+\frac{1-2\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}}{\sqrt{1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}}} \mu_{, \xi}\left(\xi_{1}\right) \sqrt{1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}\right) \delta \mu_{, \xi}\left(\xi_{2}\right) d m \\
& \quad=\int_{\underline{\Delta}}\left(-2 \mu_{, \xi}\left(\xi_{1}\right)\left(\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right)+\frac{1-2\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}{\sqrt{1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}} \mu_{, \xi}\left(\xi_{2}\right) \sqrt{1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}}\right) \delta \mu_{, \xi}\left(\xi_{1}\right) d m \tag{62}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{\Delta_{01} \cup \Delta_{32}} \mu_{, \xi}\left(\xi_{2}\right) \delta \mu_{, \xi}\left(\xi_{2}\right) d m=\int_{\Delta_{10} \cup \Delta_{23}} \mu_{, \xi}\left(\xi_{1}\right) \delta \mu_{, \xi}\left(\xi_{1}\right) d m \tag{63}
\end{equation*}
$$

So, replacing (62) and (63) in (61), we obtain:

$$
\begin{align*}
& \int_{B} \delta W d m+\Lambda \delta C\left(\mu_{, \xi}\right) \\
& =-2 \int_{\Delta_{10} \cup \Delta_{23}} \mu_{, \xi}\left(\xi_{1}\right) \delta \mu_{, \xi}\left(\xi_{1}\right) d m+\int_{\Delta}\left(2 \mu_{, \xi}\left(\xi_{1}\right)-4 \mu_{, \xi}\left(\xi_{1}\right)\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right. \\
& \left.\quad+2 \frac{1-2\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}{\sqrt{1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}} \mu_{, \xi}\left(\xi_{2}\right) \sqrt{1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}}+\left(1-\frac{\mu_{, \xi}\left(\xi_{1}\right)}{\sqrt{1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}}\right) \Lambda\right) \delta \mu_{, \xi}\left(\xi_{1}\right) \tag{64}
\end{align*}
$$

Now, applying the Fubini Theorem we find:

$$
\begin{align*}
\int_{B} \delta & W d m+\Lambda \delta C\left(\mu_{, \xi}\right) \\
= & \int_{1}^{2}\left[4 \mu\left(\xi_{1}\right)\left(-1+\int_{1}^{1+\xi_{1}}\left(1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right) d \xi_{2}\right)\right. \\
& +2 \frac{1-2\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}{\sqrt{1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}} \int_{1}^{1+\xi_{1}} \mu_{, \xi}\left(\xi_{2}\right) \sqrt{1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}} d \xi_{2} \\
& \left.+\left(1-\frac{\mu_{, \xi}\left(\xi_{1}\right)}{\sqrt{1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}}\right) \Lambda\right] \delta \mu_{, \xi}\left(\xi_{1}\right) d \xi_{1} \\
& +\int_{2}^{3}\left[4 \mu_{, \xi}\left(\xi_{1}\right)\left(-1+\int_{\xi_{1}-1}^{3}\left(1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}\right) d \xi_{2}\right)\right. \\
& +2 \frac{1-2\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}{\sqrt{1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}} \int_{\xi_{1}-1}^{3} \mu_{, \xi}\left(\xi_{2}\right) \sqrt{1-\left(\mu_{, \xi}\left(\xi_{2}\right)\right)^{2}} d \xi_{2}} \\
& \left.+\left(1-\frac{\mu_{, \xi}\left(\xi_{1}\right)}{\sqrt{1-\left(\mu_{, \xi}\left(\xi_{1}\right)\right)^{2}}}\right) \Lambda\right] \delta \mu_{, \xi}\left(\xi_{1}\right) d \xi_{1} \tag{65}
\end{align*}
$$

Renaming the variables by means of the equalities $\xi_{2}=\eta$ and $\xi_{1}=\xi$, we are lead to define two functions $F_{i}$ in the following way:

$$
\begin{align*}
F_{1}\left(\mu_{, \xi}, \xi, \Lambda\right)= & \frac{1-2\left(\mu_{, \xi}(\xi)\right)^{2}}{2 \sqrt{1-\left(\mu_{, \xi}(\xi)\right)^{2}}} \underbrace{\int_{1}^{1+\xi} \mu_{, \xi}(\eta) \sqrt{1-\left(\mu_{, \xi}(\eta)\right)^{2}} d \eta}_{a_{1}(\xi)}-\mu(\xi) \\
& \times \underbrace{\left.\left(1-\int_{1}^{1+\xi}\left(1-\mu_{, \xi}(\eta)\right)^{2}\right) d \eta\right)}_{d_{1}(\xi)}+\left(1-\frac{\mu_{, \xi}(\xi)}{\sqrt{1-\left(\mu_{, \xi}(\xi)\right)^{2}}}\right) \Lambda \\
F_{2}\left(\mu_{, \xi}, \xi, \Lambda\right)= & \frac{1-2\left(\mu_{, \xi}(\xi)\right)^{2}}{2 \sqrt{1-\left(\mu_{, \xi}(\xi)\right)^{2}}} \underbrace{\int_{\xi-1}^{3} \mu_{, \xi}(\eta) \sqrt{1-\left(\mu_{, \xi}(\eta)^{2} d \eta\right.}}_{a_{2}(\xi)}-\mu_{, \xi}(\xi) \\
& \times \underbrace{\left(1-\int_{\xi-1}^{3}\left(1-\left(\mu_{, \xi}(\eta)\right)^{2}\right) d \eta\right)}_{d_{2}(\xi)}+\left(1-\frac{\mu_{, \xi}(\xi)}{\sqrt{1-\left(\mu_{, \xi}(\xi)\right)^{2}}}\right) \Lambda \tag{66}
\end{align*}
$$

Therefore the first variation of the deformation energy can be represented as follows:

$$
\begin{equation*}
\delta \mathscr{A}_{W}=4 \int_{1}^{2} F_{1}\left(\mu_{, \xi}, \xi, \Lambda\right) \delta \mu_{, \xi} d \xi+4 \int_{2}^{3} F_{2}\left(\mu_{, \xi}, \xi, \Lambda\right) \delta \mu_{, \xi} d \xi+C\left(\mu_{, \xi}\right) \delta \Lambda \tag{67}
\end{equation*}
$$

### 6.3 Integration by Parts and the Final Expression for the Euler-Lagrange Stationary Condition

Applying an integration by parts, we find that it is possible to rewrite the variation of the deformation energy functional as follows:

$$
\begin{align*}
\delta \mathscr{A}_{W}= & 4 \int_{1}^{2} F_{1}\left(\mu_{, \xi}, \xi, \Lambda\right) \delta \mu_{, \xi} d \xi+4 \int_{2}^{3} F_{2}\left(\mu_{, \xi}, \xi, \Lambda\right) \delta \mu_{, \xi} d \xi+C\left(\mu_{, \xi}\right) \delta \Lambda \\
= & 4\left[F_{1}\left(\mu_{, \xi}, \xi, \Lambda\right) \delta \mu\right]_{1}^{2}+4\left[F_{2}\left(\mu_{, \xi}, \xi, \Lambda\right) \delta \mu\right]_{2}^{3}-4 \int_{1}^{2} \frac{\partial F_{1}\left(\mu_{, \xi}, \xi, \Lambda\right)}{\partial \xi} \delta \mu d \xi \\
& -4 \int_{2}^{3} \frac{\partial F_{2}\left(\mu_{, \xi}, \xi, \Lambda\right)}{\partial \xi} \delta \mu d \xi+C\left(\mu_{, \xi}\right) \delta \Lambda . \tag{68}
\end{align*}
$$

Because of the arbitrariness of the variation $\delta \mu$, we get that:

$$
\begin{cases}\frac{\partial F_{i}(\mu, \xi, \xi, \Lambda)}{\partial \xi}=0 & \forall \xi \in I_{i} \quad \Longrightarrow \quad F_{i}\left(\mu_{\xi}, \xi, \Lambda\right)=K_{i}  \tag{69}\\ F_{2}\left(\mu_{, \xi}, 3, \Lambda\right)=0 & \Longrightarrow \quad K_{2}=0 \\ F_{1}(\mu, \xi, 2, \Lambda)=F_{2}\left(\mu_{, \xi}, 2, \Lambda\right) & \Longrightarrow \quad K_{1}=K_{2}=0 \\ C(\mu, \xi)=0 . & \end{cases}
$$

Therefore, the stationarity condition is given by the system of equations:

$$
\left\{\begin{array}{l}
F_{i}\left(\mu_{, \xi}, \xi, \Lambda\right)=0 \quad \forall \xi \in I_{i}  \tag{70}\\
C\left(\mu_{, \xi}\right)=0
\end{array}\right.
$$

with $I_{1}=[1,2], I_{2}=[2,3]$.
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[^1]:    ${ }^{1}$ One could also apply the previous proposition to the function $\mathbf{r}^{(3,3)}\left(\xi_{1}, \xi_{2}\right)-\mathbf{u}_{0}$.

[^2]:    ${ }^{2}$ Note that this development is not possible in the neighborhood of the reference configuration.

