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## 1 Proofs of Section 2

### 1.1 Proof of Proposition 1

(i) The generator $\mathscr{A}$ associated with $\left(P_{t}\right)_{t \geq 0}$ is given, for all $f \in C^{2}\left(\mathbb{R}^{d}\right)$ and $y \in \mathbb{R}^{d}$, by:

$$
\begin{equation*}
\mathscr{A} f(y)=-\langle\nabla U(y), \nabla f(y)\rangle+\Delta f(y) . \tag{S1}
\end{equation*}
$$

Denote for all $y \in \mathbb{R}^{d}$ by $V(y)=\left\|y-x^{\star}\right\|^{2}$. Let $x \in \mathbb{R}^{d}$ and $\left(Y_{t}\right)_{t \geq 0}$ be a solution of (1) started at $x$. Under $\mathbf{H} 1 \sup _{t \in[0, T]} \mathbb{E}\left[\left\|Y_{t}\right\|^{2}\right]<+\infty$ for all $T \geq 0$. Therefore, the process

$$
\left(V\left(Y_{t}\right)-V(x)-\int_{0}^{t} \mathscr{A} V\left(Y_{s}\right) \mathrm{d} s\right)_{t \geq 0}
$$

is a $\left(\mathcal{F}_{t}\right)_{t \geq 0}$-martingale. Denote for all $t \geq 0$ and $x \in \mathbb{R}^{d}$ by $v(t, x)=P_{t} V(x)$. Then we have, $\partial v(t, x) / \partial t=P_{t} \mathscr{A} V(x)$.
Since $\nabla U\left(x^{\star}\right)=0$ and by $\mathbf{H} 2,\left\langle\nabla U(x)-\nabla U\left(x^{\star}\right), x-x^{\star}\right\rangle \geq m\left\|x-x^{\star}\right\|^{2}$, we have

$$
\begin{equation*}
\mathscr{A} V(x)=2\left(-\left\langle\nabla U(x)-\nabla U\left(x^{\star}\right), x-x^{\star}\right\rangle+d\right) \leq 2(-m V(x)+d) . \tag{S2}
\end{equation*}
$$

Therefore, we get

$$
\frac{\partial v(t, x)}{\partial t}=P_{t} \mathscr{A} V(x) \leq-2 m P_{t} V(x)+2 d=-2 m v(t, x)+2 d,
$$

and the proof follows from the Grönwall inequality.

[^0](ii) Set $V(x)=\left\|x-x^{\star}\right\|^{2}$. By Jensen's inequality and Lemma 19-(i), for all $c>0$ and $t>0$, we get
\[

$$
\begin{aligned}
\pi(V \wedge c)=\pi P_{t}(V \wedge c) & \leq \pi\left(P_{t} V \wedge c\right) \\
& \leq \int \pi(\mathrm{d} x) c \wedge\left\{\left\|x-x^{*}\right\|^{2} \mathrm{e}^{-2 m t}+\frac{d}{m}\left(1-\mathrm{e}^{-2 m t}\right)\right\} \\
& \leq \pi(V \wedge c) \mathrm{e}^{-2 m t}+\left(1-\mathrm{e}^{-2 m t}\right) d / m
\end{aligned}
$$
\]

Taking the limit as $t \rightarrow+\infty$, we get $\pi(V \wedge c) \leq d / m$. Using the monotone convergence theorem and taking the limit as $c \rightarrow+\infty$ concludes the proof.
(iii) Let $x, y \in \mathbb{R}^{d}$. Consider the following $\operatorname{SDE}$ in $\mathbb{R}^{d} \times \mathbb{R}^{d}$ :

$$
\left\{\begin{align*}
\mathrm{d} Y_{t} & =-\nabla U\left(Y_{t}\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} B_{t}  \tag{S3}\\
\mathrm{~d} \tilde{Y}_{t} & =-\nabla U\left(\tilde{Y}_{t}\right) \mathrm{d} t+\sqrt{2} \mathrm{~d} B_{t}
\end{align*}\right.
$$

where $\left(Y_{0}, \tilde{Y}_{0}\right)=(x, y)$. Since $\nabla U$ is Lipschitz, then by [4, Theorem 2.5, Theorem 2.9, Chapter 5], this $\operatorname{SDE}$ has a unique strong solution $\left(Y_{t}, \tilde{Y}_{t}\right)_{t \geq 0}$ associated with $\left(B_{t}\right)_{t \geq 0}$. Moreover since $\left(Y_{t}, \tilde{Y}_{t}\right)_{t \geq 0}$ is a solution of (S3),

$$
\left\|Y_{t}-\tilde{Y}_{t}\right\|^{2}=\left\|Y_{0}-\tilde{Y}_{0}\right\|^{2}-2 \int_{0}^{t}\left\langle\nabla U\left(Y_{s}\right)-\nabla U\left(\tilde{Y}_{s}\right), Y_{s}-\tilde{Y}_{s}\right\rangle \mathrm{d} s
$$

which implies using $\mathbf{H} 2$ and Grönwall's inequality that

$$
\left\|Y_{t}-\tilde{Y}_{t}\right\|^{2} \leq\left\|Y_{0}-\tilde{Y}_{0}\right\|^{2}-2 m \int_{0}^{t}\left\|Y_{s}-\tilde{Y}_{s}\right\|^{2} \mathrm{~d} s \leq\left\|Y_{0}-\tilde{Y}_{0}\right\|^{2} \mathrm{e}^{-2 m t}
$$

Since for all $t \geq 0$, the law of $\left(Y_{t}, \tilde{Y}_{t}\right)$ is a coupling between $\delta_{x} P_{t}$ and $\delta_{y} P_{t}$, by definition of $W_{2}, W_{2}\left(\delta_{x} P_{t}, \delta_{y} P_{t}\right) \leq \mathbb{E}\left[\left\|Y_{t}-\tilde{Y}_{t}\right\|^{2}\right]^{1 / 2}$, which concludes the proof.
(iv) The proof is a direct consequence of (ii) and (iii)

### 1.2 Proof of Proposition 2

(i) Note that the proof is trivial if $\ell<n$. Therefore we only need to consider the case $\ell \geq n$. For any $\gamma \in(0,2 /(m+L))$, we have for all $x \in \mathbb{R}^{d}$ :

$$
\int_{\mathbb{R}^{d}}\left\|y-x^{\star}\right\|^{2} R_{\gamma}(x, \mathrm{~d} y)=\left\|x-\gamma \nabla U(x)-x^{\star}\right\|^{2}+2 \gamma d
$$

Using that $\nabla U\left(x^{\star}\right)=0$, and (3), we get from the previous inequality:

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} & \left\|y-x^{\star}\right\|^{2} R_{\gamma}(x, \mathrm{~d} y) \\
& \leq(1-\kappa \gamma)\left\|x-x^{\star}\right\|^{2}+\gamma\left(\gamma-\frac{2}{m+L}\right)\left\|\nabla U(x)-\nabla U\left(x^{\star}\right)\right\|^{2}+2 \gamma d \\
& \leq(1-\kappa \gamma)\left\|x-x^{\star}\right\|^{2}+2 \gamma d
\end{aligned}
$$

where we have used for the last inequality that $\gamma \leq 2 /(m+L)$. Then by definition (7) of $Q_{\gamma}^{n, \ell}$ for $\ell, n \geq 1, \ell \geq n$, the proof follows from a straightforward induction.
(ii) By (i), we have for all $x \in \mathbb{R}^{d}$ and $n \geq 1$,

$$
\begin{align*}
\int_{\mathbb{R}^{d}}\left\|y-x^{\star}\right\|^{2} R_{\gamma}^{n}(x, \mathrm{~d} y) & \leq(1-\kappa \gamma)^{n}\left\|x-x^{\star}\right\|^{2}+2 d \sum_{k=1}^{n} \gamma(1-\kappa \gamma)^{n-k} \\
& \leq(1-\kappa \gamma)^{n}\left\|x-x^{\star}\right\|^{2}+2 \kappa^{-1} d\left(1-(1-\kappa \gamma)^{n}\right) \tag{S4}
\end{align*}
$$

Since any compact set of $\mathbb{R}^{d}$ is accessible and small for $R_{\gamma}$, then [5, Theorem 15.0.1] implies that $R_{\gamma}$ has a unique stationary distribution $\pi_{\gamma}$. Using (S4), the proof is along the same line as the one of Proposition 1-(ii).

### 1.3 Proof of Proposition 3

(i) $\left(Z_{k}\right)_{k \geq 1}$ be a sequence of i.i.d. $d$-dimensional Gaussian random variables. We consider the processes $\left(X_{k}^{n, 1}, X_{k}^{n, 2}\right)_{k \geq 0}$ with $\left(X_{0}^{n, 1}, X_{0}^{n, 2}\right)=(x, y)$ and defined for $k \geq 0$ by

$$
\begin{equation*}
X_{k+1}^{n, j}=X_{k}^{n, j}-\gamma_{k+n} \nabla U\left(X_{k}^{n, j}\right)+\sqrt{2 \gamma_{k+n}} Z_{k+1} \quad j=1,2 . \tag{S5}
\end{equation*}
$$

Using (S5), we get for any $\ell \geq n \geq 1 . W_{2}^{2}\left(\delta_{x} Q_{\gamma}^{n, \ell}, \delta_{y} Q_{\gamma}^{n, \ell}\right) \leq \mathbb{E}\left[\left\|X_{\ell}^{n, 1}-X_{\ell}^{n, 2}\right\|^{2}\right]$ and (3) implies for $k \geq n-1$,

$$
\begin{aligned}
\left\|X_{k+1}^{n, 1}-X_{k+1}^{n, 2}\right\|^{2}= & \left\|X_{k}^{n, 1}-X_{k}^{n, 2}\right\|^{2}+\gamma_{n+k}^{2}\left\|\nabla U\left(X_{k}^{n, 1}\right)-\nabla U\left(X_{k}^{n, 2}\right)\right\|^{2} \\
& -2 \gamma_{n+k}\left\langle X_{k}^{n, 1}-X_{k}^{n, 2}, \nabla U\left(X_{k}^{n, 1}\right)-\nabla U\left(X_{k}^{n, 2}\right)\right\rangle \\
\leq & \left(1-\kappa \gamma_{n+k}\right)\left\|X_{k}^{n, 1}-X_{k}^{n, 2}\right\|^{2}
\end{aligned}
$$

Therefore by a straightforward induction we get for all $\ell \geq n$,

$$
\left\|X_{\ell}^{n, 1}-X_{\ell}^{n, 2}\right\|^{2} \leq \prod_{k=n}^{\ell}\left(1-\kappa \gamma_{k}\right)\left\|X_{0}^{n, 1}-X_{0}^{n, 2}\right\|^{2}
$$

(ii) Let $\mu \in \mathcal{P}_{2 p}\left(\mathbb{R}^{d}\right)$ and $p \geq 1$. It is straightforward that for all $n \geq 0, \mu R_{\gamma}^{n} \in$ $\mathcal{P}_{2 p}\left(\mathbb{R}^{d}\right)$. Then, by Proposition 3 -(i) for $\gamma \leq 2 /(m+L), R_{\gamma}$ is a strict contraction in $\left(\mathcal{P}_{2 p}\left(\mathbb{R}^{d}\right), W_{2 p}\right)$ and there is a unique fixed point $\pi_{\gamma}$ which is the unique invariant distribution. (ii) follows from Proposition 3-(i).

## 2 Proofs of Section 3

### 2.1 Proof of Lemma 7

Let $\ell \in\{1, \ldots, n+1\}$. Since $\left(\gamma_{k}\right)_{k \geq 1}$ is non-increasing,

$$
\begin{aligned}
\sum_{i=1}^{n+1} \prod_{k=i+1}^{n+1}\left(1-\varpi \gamma_{k}\right) \gamma_{i}^{j} & =\sum_{i=1}^{\ell-1} \prod_{k=i+1}^{n+1}\left(1-\varpi \gamma_{k}\right) \gamma_{i}^{j}+\sum_{i=\ell}^{n+1} \prod_{k=i+1}^{n+1}\left(1-\varpi \gamma_{k}\right) \gamma_{i}^{j} \\
& \leq \prod_{k=\ell}^{n+1}\left(1-\varpi \gamma_{k}\right) \sum_{i=1}^{\ell-1} \gamma_{i}^{j}+\gamma_{\ell}^{j-1} \sum_{i=\ell}^{n+1} \prod_{k=i+1}^{n+1}\left(1-\varpi \gamma_{k}\right) \gamma_{i} \\
& \leq \prod_{k=\ell}^{n+1}\left(1-\varpi \gamma_{k}\right) \sum_{i=1}^{\ell-1} \gamma_{i}^{j}+\frac{\gamma_{\ell}^{j-1}}{\varpi}
\end{aligned}
$$

### 2.2 Proof of (28)

Consider the constant sequence $\gamma_{k}=\gamma$ for all $k \in \mathbb{N}^{*}$ with $\gamma \in(0,1 /(m+L)]$. By (22), we have for all $n \in \mathbb{N}^{*}$ and $x \in \mathbb{R}^{d}$

$$
\vartheta_{n, 0}^{(1)}(x) \leq \gamma \mathbf{D}_{1}(\gamma, d)+\gamma^{3} \mathbf{D}_{2}(\gamma) \sum_{i=1}^{n}(1-\kappa \gamma / 2)^{n-i} \delta_{i, n, 0}(x)
$$

where

$$
\mathrm{D}_{1}(\gamma, d)=2 L^{2} \kappa^{-1}\left(\kappa^{-1}+\gamma\right)\left(2 d+L^{2} \gamma^{2} / 6\right), \quad \mathrm{D}_{2}(\gamma)=L^{4}\left(\kappa^{-1}+\gamma\right)
$$

In addition, using that $\kappa \geq 2 m$ and for all $t \geq 0,1-t \leq \mathrm{e}^{-t}$,

$$
\begin{align*}
& \sum_{i=1}^{n}(1-\kappa \gamma / 2)^{n-i} \delta_{i, n, 0}(x)= \sum_{i=1}^{n}\left[( 1 - \kappa \gamma / 2 ) ^ { n - i } \left\{\mathrm{e}^{-2 m \gamma(i-1)}\left\|x-x^{\star}\right\|^{2}\right.\right. \\
&\left.\left.+\left(1-\mathrm{e}^{-2 m \gamma(i-1)}\right)(d / m)\right\}\right] \\
& \leq n \mathrm{e}^{-m \gamma(n-1)}\left\|x-x^{\star}\right\|^{2}+2 d(\kappa \gamma m)^{-1} \tag{S6}
\end{align*}
$$

Therefore for all $n \geq 1$ and $x \in \mathbb{R}^{d}$ we get

$$
\begin{equation*}
\vartheta_{n, 0}^{(1)}(x) \leq \gamma \mathrm{D}_{1}(\gamma)+\gamma^{3} \mathrm{D}_{2}(\gamma)\left\{n \mathrm{e}^{-m \gamma(n-1)}\left\|x-x^{\star}\right\|^{2}+2 d(\kappa \gamma m)^{-1}\right\} \tag{S7}
\end{equation*}
$$

Let now $\ell \in \mathbb{N}^{*}, \ell \geq\left\lceil\gamma^{-1}\right\rceil+1$ and $n=\ell-\left\lceil\gamma^{-1}\right\rceil$. Then,

$$
\begin{aligned}
& \sum_{k=n+1}^{\ell}\left\{\left(\gamma_{k}^{3} L^{2} / 3\right) \varrho_{1, k-1}(x)+d \gamma_{k}^{2}\right\} \\
& \leq\left(L^{2} \gamma^{3} / 3\right)\left\{(1-\kappa \gamma)^{n}(\ell-n-1)\left\|x-x^{\star}\right\|^{2}+2 \kappa^{-1} \gamma d(\ell-n-1)\right\}+d \gamma^{2}(\ell-n-1) \\
& \leq\left(L^{2} \gamma^{3} / 3\right)\left\{\left(1+\gamma^{-1}\right)(1-\kappa \gamma)^{\left.\ell-\left\lceil\gamma^{-1}\right\rceil\left\|x-x^{\star}\right\|^{2}+2(1+\gamma) \kappa^{-1} d\right\}+d(1+\gamma)}\right.
\end{aligned}
$$

Combining this inequality and (S7) in the bound provided by Theorem 13 shows (28).

### 2.3 Proof of (58)

First for all $n \geq 1$ and $x \in \mathbb{R}^{d}$, we have

$$
\vartheta_{n, 0}^{(2)}(x) \leq \gamma^{2} \mathrm{E}_{1}(\gamma, d)+\gamma^{3} \mathrm{E}_{2}(\gamma) \sum_{i=1}^{n} \prod_{k=i+1}^{n}\left(1-\kappa \gamma_{k} / 2\right) \delta_{i, n, 0}(x),
$$

where
$\mathrm{E}_{1}(\gamma, d)=2 d \kappa^{-1}\left\{2 L^{2}+4 \kappa^{-1}\left(d \tilde{L}^{2} / 12+\gamma L^{4} / 4\right)+\gamma^{2} L^{4} / 6\right\}, \mathrm{E}_{2}(\gamma)=L^{4}\left(4 \kappa^{-1} / 3+\gamma\right)$.

$$
\begin{aligned}
& \mathrm{E}_{3}(\gamma, d, x)=\left(\ell-\gamma^{-1}\right) \mathrm{e}^{-m \gamma\left(\ell-2 \gamma^{-1}-1\right)}\left\|x-x^{\star}\right\|^{2}+2 d /(\kappa \gamma m) \\
& \mathrm{E}_{4}(\gamma, d, x)=\mathrm{e}^{-m \gamma\left(\ell-2 \gamma^{-1}-1\right)}\left\|x-x^{\star}\right\|^{2}+2 \kappa^{-1} d+d / m
\end{aligned}
$$

By (S6), we get for all $n \geq 1$ and $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\vartheta_{n, 0}^{(2)}(x) \leq \gamma^{2} \mathbf{E}_{1}(\gamma, d)+\gamma^{3} \mathrm{E}_{2}(\gamma)\left\{n \mathrm{e}^{-m \gamma(n-1)}\left\|x-x^{\star}\right\|^{2}+2 d(\kappa \gamma m)^{-1}\right\} \tag{S8}
\end{equation*}
$$

On the other hand, for all $x \in \mathbb{R}^{d}, \ell, n \in \mathbb{N}, n \geq 1, \ell>n$ we have using that $\kappa \geq 2 m$ and for all $t \geq 0,1-t \leq \mathrm{e}^{-t}$,

$$
\begin{align*}
\vartheta_{n, \ell}^{(2)}(x) & \leq \gamma^{3} n \mathrm{E}_{1}(\gamma)+\gamma^{3} n \mathrm{E}_{2}(\gamma)\left\{\mathrm{e}^{-m \gamma(n-1)} \varrho_{n, \ell}(x)+d / m\right\} \\
& \leq \gamma^{3} n \mathrm{E}_{1}(\gamma)+\gamma^{3} n \mathrm{E}_{2}(\gamma)\left\{\mathrm{e}^{-m \gamma(n-1)}\left((1-\kappa \gamma)^{\ell-n}\left\|x-x^{\star}\right\|^{2}+2 \kappa^{-1} d\right)+d / m\right\} \\
& \leq \gamma^{3} n \mathrm{E}_{1}(\gamma)+\gamma^{3} n \mathrm{E}_{2}(\gamma)\left\{\mathrm{e}^{-m \gamma(\ell-1)}\left\|x-x^{\star}\right\|^{2}+2 \kappa^{-1} d+d / m\right\} . \tag{S9}
\end{align*}
$$

Finally, for all $\ell \in \mathbb{N}^{*}$ and $x \in \mathbb{R}^{d}$, we have

$$
\begin{equation*}
\left(\gamma^{3} L^{2} / 3\right) \varrho_{1, \ell-1}(x)+d \gamma^{2} \leq\left(\gamma^{3} L^{2} / 3\right)\left\{(1-\kappa \gamma)^{\ell-1}\left\|x-x^{\star}\right\|^{2}+2 d \kappa^{-1}\right\}+d \gamma^{2} \tag{S10}
\end{equation*}
$$

Combining (S8), (S9) and (S10) in the bound given by Lemma 22, and using that $\gamma^{-1} \leq 2^{\mathrm{n}(\gamma)} \leq 2 \gamma^{-1}$ we have for all $\ell \in \mathbb{N}^{*}, \ell>2^{\mathrm{n}(\gamma)}$,

$$
\begin{aligned}
& \left\|\delta_{x} P_{\ell \gamma}-\delta_{x} R_{\gamma}^{\ell}\right\|_{\mathrm{TV}} \leq 2^{-3 / 2} L\left[\left(\gamma^{3} L^{2} / 3\right)\left\{(1-\kappa \gamma)^{\ell-1}\left\|x-x^{\star}\right\|^{2}+2 d \kappa^{-1}\right\}+d \gamma^{2}\right]^{1 / 2} \\
& +(4 \pi)^{-1 / 2}\left[\gamma^{2} \mathrm{E}_{1}(\gamma)+\gamma^{3} \mathrm{E}_{2}(\gamma)\left\{\left(\ell-\gamma^{-1}\right) \mathrm{e}^{-m \gamma\left(\ell-2 \gamma^{-1}-1\right)}\left\|x-x^{\star}\right\|^{2}+2 d(\kappa \gamma m)^{-1}\right\}\right]^{1 / 2} \\
& +\sum_{k=1}^{\mathrm{n}(\gamma)}\left[\frac{\gamma^{3} 2^{k-1} \mathrm{E}_{1}(\gamma)+\gamma^{3} 2^{k-1} \mathrm{E}_{2}(\gamma)\left\{\mathrm{e}^{-m \gamma\left(\ell-2^{k}-1\right)}\left\|x-x^{\star}\right\|^{2}+2 \kappa^{-1} d+d / m\right\}}{\pi 2^{k+1} \gamma}\right]^{1 / 2} \\
& \leq 2^{-3 / 2} L\left\{\left(\gamma^{3} L^{2} / 3\right)\left\{(1-\kappa \gamma)^{\ell-1}\left\|x-x^{\star}\right\|^{2}+2 d \kappa^{-1}\right\}+d \gamma^{2}\right\}^{1 / 2} \\
& +(4 \pi)^{-1 / 2}\left[\gamma^{2} \mathrm{E}_{1}(\gamma)+\gamma^{3} \mathrm{E}_{2}(\gamma)\left\{\left(\ell-\gamma^{-1}\right) \mathrm{e}^{-m \gamma\left(\ell-2 \gamma^{-1}-1\right)}\left\|x-x^{\star}\right\|^{2}+2 d(\kappa \gamma m)^{-1}\right\}\right]^{1 / 2} \\
& +(4 \pi)^{-1 / 2} \mathrm{n}(\gamma)\left[\gamma^{2} \mathrm{E}_{1}(\gamma)+\gamma^{2} \mathrm{E}_{2}(\gamma)\left\{\mathrm{e}^{-m \gamma\left(\ell-2 \gamma^{-1}-1\right)}\left\|x-x^{\star}\right\|^{2}+2 \kappa^{-1} d+d / m\right\}\right]^{1 / 2}
\end{aligned}
$$

## 3 Proof of Theorem 18

Let $N \geq 0, n \geq 1, x \in \mathbb{R}^{d}$ and $f \in \mathbb{F}_{b}\left(\mathbb{R}^{d}\right)$. The main idea of the proof is to consider the decomposition (S31) again but combined with the decomposition of $\Phi_{n, k+1}^{N}$, for $k \in\{N, \ldots, N+n-1\}$, into a Lipschitz component and a bounded measurable component
as it is done in the proof of (39). Let $k \in\{N, \ldots, N+n-1\}$. By definition (33), $\Phi_{n, k}^{N}=\omega_{k+1, n}^{N} f+\tilde{\Phi}_{n, k}^{N}$, where $\tilde{\Phi}_{n, k}^{N}=\sum_{i=k+2}^{N+n} \omega_{i, n}^{N} Q_{\gamma}^{k+2, i} f$. Using that $f$ is bounded, we get for all $y \in \mathbb{R}^{d}$ and $\lambda>0$,

$$
\begin{aligned}
& R_{\gamma_{k+1}}\left\{\mathrm{e}^{\lambda\left\{\Phi_{n, k+1}^{N}(\cdot)-R_{\gamma_{k+1}} \Phi_{n, k+1}^{N}(y)\right\}}\right\}(y) \\
& \quad \leq \mathrm{e}^{\lambda \operatorname{osc}(f) \gamma_{k+2}\left(\Gamma_{N+2, N+n+1}\right)^{-2}} R_{\gamma_{k+1}}\left\{\mathrm{e}^{\lambda\left\{\tilde{\Phi}_{n, k+1}^{N}(\cdot)-R_{\gamma_{k+1}} \tilde{\Phi}_{n, k+1}^{N}(y)\right\}}\right\}(y)
\end{aligned}
$$

By (38) and (S32), we obtain for all $y \in \mathbb{R}^{d}$ and $\lambda>0$,

$$
\begin{align*}
& R_{\gamma_{k+1}}\left\{\mathrm{e}^{\lambda\left\{\Phi_{n, k+1}^{N}(\cdot)-R_{\gamma_{k+1}} \Phi_{n, k+1}^{N}(y)\right\}}\right\}(y) \\
\leq & \exp \left(\lambda \operatorname{osc}(f) \gamma_{k+2}\left(\Gamma_{N+2, N+n+1}\right)^{-2}+(\lambda \operatorname{osc}(f))^{2} \gamma_{k+1}\left(\sum_{i=k+2}^{N+n} \omega_{i, n}^{N} /\left(\pi \Lambda_{k+2, i}\right)^{1 / 2}\right)^{2}\right) \tag{S11}
\end{align*}
$$

It remains to control the Laplace transform of $\Psi_{n}^{N}$ under $\delta_{x} Q_{\gamma}^{N}$. For this, note that by (40) $\Psi_{n}^{N}$ is a Lipschitz function. Therefore using Lemma $S 6$, we get an analogue of Corollary 7 : for all $y \in \mathbb{R}^{d}$ and $\lambda>0$,

$$
\begin{equation*}
\mathbb{E}_{y}\left[\mathrm{e}^{\lambda\left\{\Psi_{n}^{N}\left(X_{n}\right)-\mathbb{E}_{x}\left[\Psi_{n}^{N}\left(X_{n}\right)\right]\right\}}\right] \leq \exp \left(\kappa^{-1} \lambda^{2} \operatorname{osc}(f)^{2}\left(\sum_{i=N+1}^{N+n} \omega_{i, n}^{N} /\left(\pi \Lambda_{N+1, i}\right)^{1 / 2}\right)^{2}\right) \tag{S12}
\end{equation*}
$$

Combining (S11) and (S12) in (S31), the Laplace transform of $\hat{\pi}_{n}^{N}(f)$ can be explicitly bounded: for all $\lambda>0$,

$$
\mathbb{E}_{x}\left[\mathrm{e}^{\lambda\left\{\hat{\pi}_{n}^{N}(f)-\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]\right\}}\right] \leq \mathrm{e}^{\lambda \operatorname{osc}(f)\left(\Gamma_{N+2, N+n+1}\right)^{-1}+(\lambda \operatorname{osc}(f))^{2} u_{N, n}^{(5)}(\gamma)} .
$$

Using this result and the Markov inequality, for all $\lambda>0$, we have:

$$
\begin{aligned}
& \mathbb{P}_{x}\left[\hat{\pi}_{n}^{N}(f) \geq \mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]+r\right] \\
& \leq \exp \left(-\lambda r+\lambda \operatorname{osc}(f)\left(\Gamma_{N+2, N+n+1}\right)^{-1}+(\lambda \operatorname{osc}(f))^{2} u_{N, n}^{(5)}(\gamma)\right) .
\end{aligned}
$$

Then the proof follows from taking

$$
\lambda=\left(r-\operatorname{osc}(f)\left(\Gamma_{N+2, N+n+1}\right)^{-1}\right) /\left(2 \operatorname{osc}(f)^{2} u_{N, n}^{(5)}(\gamma)\right) .
$$

## 4 Proof of Section 8

### 4.1 Coupling

Consider the Markov kernel $\mathrm{K}_{k}$ on $\left(\mathbb{R}^{d} \times \mathbb{R}^{d}, \mathcal{B}\left(\mathbb{R}^{d}\right) \otimes \mathcal{B}\left(\mathbb{R}^{d}\right)\right)$ given for all $(x, y) \in \mathbb{R}^{d} \times \mathbb{R}^{d}$ and $\mathrm{A} \in \mathcal{B}\left(\mathbb{R}^{d}\right) \otimes \mathcal{B}\left(\mathbb{R}^{d}\right)$ by

$$
\begin{align*}
& \mathrm{K}_{k}((x, y), \mathrm{A})=\frac{\mathbb{1}_{\mathrm{D}}\left(h_{k}(x), h_{k}(y)\right)}{\left(2 \pi \sigma_{k}^{2}\right)^{d / 2}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\mathrm{A}}(\tilde{x}, \tilde{x}) \mathrm{e}^{-\left\|\tau_{k}(\tilde{x}, x)\right\|^{2} /\left(2 \sigma_{k}^{2}\right)} \mathrm{d} \tilde{x}  \tag{S13}\\
& +\frac{\mathbb{1}_{\mathrm{D}^{\mathrm{c}}}\left(h_{k}(x), h_{k}(y)\right)}{\left(2 \pi \sigma_{k}^{2}\right)^{d / 2}}\left[\int_{\mathbb{R}^{d}} \mathbb{1}_{\mathrm{A}}(\tilde{x}, \tilde{x}) p_{k}\left(x, y, \tau_{k}(\tilde{x}, x)\right) \mathrm{e}^{-\left\|\tau_{k}(\tilde{x}, x)\right\|^{2} /\left(2 \sigma_{k}^{2}\right)} \mathrm{d} \tilde{x}\right. \\
& \left.+\int_{\mathbb{R}^{d}} \mathbb{1}_{\mathrm{A}}\left(\tilde{x}, \mathrm{~F}_{k}\left(x, y, \tau_{k}(\tilde{x}, x)\right)\right)\left\{1-p_{k}\left(x, y, \tau_{k}(\tilde{x}, x)\right)\right\} \mathrm{e}^{-\left\|\tau_{k}(\tilde{x}, x)\right\|^{2} /\left(2 \sigma_{k}^{2}\right)} \mathrm{d} \tilde{x}\right],
\end{align*}
$$

where for all $\tilde{x} \in \mathbb{R}^{d}, \tau_{k}(\tilde{x}, x)=\tilde{x}-h_{k}(x)$ and $\mathrm{D}=\left\{(\tilde{x}, \tilde{y}) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \mid \tilde{x}=\tilde{y}\right\}$ and

$$
p_{k}(x, y, z)=1 \wedge \alpha_{k}(x, y, z)
$$

By construction, $\mathrm{K}_{k}\left((x, y), \cdot \times \mathbb{R}^{d}\right)=\mathrm{P}_{k}(x, \cdot)$ for all $x, y \in \mathbb{R}^{d}$ and $\mathrm{K}_{k}\left((x, y), \mathbb{R}^{d} \times \cdot\right)=$ $\mathrm{P}_{k}(y, \cdot)$ for all $(x, y)$ such that $h_{k}(x)=h_{k}(y)$. In addition, for all $\mathrm{A} \in \mathcal{B}\left(\mathbb{R}^{d}\right)$, we have for all $(x, y) \in \mathbb{R}^{d} \times \mathbb{R}^{d}$ such that $h_{k}(x) \neq h_{k}(y)$, we get

$$
\begin{align*}
& \mathrm{K}_{k}\left((x, y), \mathbb{R}^{d} \times \mathrm{A}\right)=\frac{1}{\left(2 \pi \sigma_{k}^{2}\right)^{d / 2}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\mathrm{A}}(\tilde{x}) p_{k}\left(x, y, \tilde{x}-h_{k}(x)\right) \mathrm{e}^{-\left\|\tilde{x}-h_{k}(x)\right\|^{2} /\left(2 \sigma_{k}^{2}\right)} \mathrm{d} \tilde{x}  \tag{S14}\\
& +\frac{1}{\left(2 \pi \sigma_{k}^{2}\right)^{d / 2}} \int_{\mathbb{R}^{d}} \mathbb{1}_{\mathrm{A}}\left(\mathrm{~F}_{k}\left(x, y, \tilde{x}-h_{k}(x)\right)\right)\left\{1-p_{k}\left(x, y, \tilde{x}-h_{k}(x)\right)\right\} \mathrm{e}^{-\left\|\tilde{x}-h_{k}(x)\right\|^{2} /\left(2 \sigma_{k}^{2}\right)} \mathrm{d} \tilde{x} .
\end{align*}
$$

Since $\left(\operatorname{Id}-2 \mathrm{e}_{k}(x, y) \mathrm{e}_{k}(x, y)^{\mathrm{T}}\right)$ is an orthogonal matrix, making the change of variable $\tilde{y}=\mathrm{F}_{k}\left(x, y, \tilde{x}-h_{k}(x)\right)$ and using that

$$
\left\langle\mathrm{e}_{k}(x, y), h_{k}(y)-\tilde{y}\right\rangle=\left\langle\mathrm{e}_{k}(x, y), \tilde{x}-h_{k}(x)\right\rangle
$$

we get that

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} \mathbb{1}_{\mathrm{A}}\left(\mathrm{~F}_{k}\left(x, y, \tilde{x}-h_{k}(x)\right)\right)\left\{1-p_{k}\left(x, y, \tilde{x}-h_{k}(x)\right)\right\} \mathrm{e}^{-\left\|\tilde{x}-h_{k}(x)\right\|^{2} /\left(2 \sigma_{k}^{2}\right)} \mathrm{d} \tilde{x} \\
&= \int_{\mathbb{R}^{d}} \mathbb{1}_{\mathrm{A}}(\tilde{y})\left\{1-p_{k}\left(x, y, h_{k}(y)-\tilde{y}\right)\right\} \mathrm{e}^{-\left\|\tilde{y}-h_{k}(y)\right\|^{2} /\left(2 \sigma_{k}^{2}\right)} \mathrm{d} \tilde{y} \tag{S15}
\end{align*}
$$

By definition of $\alpha_{k}\left(x, y,(64)\right.$, we have for all $\tilde{x} \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\alpha_{k}\left(x, y, \tilde{x}-h_{k}(x)\right)=\frac{\varphi_{\sigma_{k}^{2}}\left(\left\langle\mathrm{e}_{k}(x, y), h_{k}(y)-\tilde{x}\right\rangle\right)}{\varphi_{\sigma_{k}^{2}}\left(\left\|\mathrm{E}_{k}(x, y)\right\|-\left\langle\mathrm{e}_{k}(x, y), h_{k}(y)-\tilde{x}\right\rangle\right)}=\frac{1}{\alpha_{k}\left(x, y, h_{k}(y)-\tilde{x}\right)} . \tag{S16}
\end{equation*}
$$

In addition using that

$$
\left\|\tilde{x}-h_{k}(x)\right\|^{2}=\left\|\tilde{x}-h_{k}(y)\right\|^{2}-2\left\langle h_{k}(y)-\tilde{x}, \mathrm{E}_{k}(x, y)\right\rangle+\left\|\mathrm{E}_{k}(x, y)\right\|^{2}
$$

we obtain

$$
\begin{equation*}
p_{k}\left(x, y, \tilde{x}-h_{k}(x)\right) \mathrm{e}^{-\left\|\tilde{x}-h_{k}(x)\right\|^{2} /\left(2 \sigma_{k}^{2}\right)}=p_{k}\left(x, y, h_{k}(y)-\tilde{x}\right) \mathrm{e}^{-\left\|\tilde{x}-h_{k}(y)\right\|^{2} /\left(2 \sigma_{k}^{2}\right)} \tag{S17}
\end{equation*}
$$

Plugging (S15) and (S17) into (65) implies that $\mathrm{K}_{k}\left((x, y), \mathbb{R}^{d} \times \mathrm{A}\right)=\mathrm{P}_{k}(y, \mathrm{~A})$.

### 4.2 Proof of Lemma 24

Let $\varsigma, \mathrm{a}>0$ and $t \in \mathbb{R}_{+}$. Let us denote by $I$ the integral on the left hand side in the expression above. Then,

$$
\begin{align*}
& I=\int_{-\infty}^{t / 2}\left\{\boldsymbol{\varphi}_{\varsigma^{2}}(y)-\boldsymbol{\varphi}_{\varsigma^{2}}(t-y)\right\}\left\{1-2 \boldsymbol{\Phi}\left(\frac{2 y-t}{2 \mathrm{a}}\right)\right\} \mathrm{d} y \\
& =\int_{-\infty}^{t / 2} \boldsymbol{\varphi}_{\varsigma^{2}}(y)\left\{1-2 \boldsymbol{\Phi}\left(\frac{2 y-t}{2 \mathrm{a}}\right)\right\} \mathrm{d} y  \tag{S18}\\
& \quad-\int_{-\infty}^{-t / 2} \boldsymbol{\varphi}_{\varsigma^{2}}(y)\left\{1-2 \boldsymbol{\Phi}\left(\frac{t+2 y}{2 \mathrm{a}}\right)\right\} \mathrm{d} y,
\end{align*}
$$

Now to simplify the proof, we give a probabilistic interpretation of this two integrals. Let $X$ and $Y$ be two real Gaussian random variables with zero mean and variance $\mathrm{a}^{2}$ and $\varsigma^{2}$ respectively. Since for all $u \in \mathbb{R}_{+}, 1-2 \Phi(-u /(2 \mathrm{a}))=\mathbb{P}[|X| \leq u / 2]$, we have by (S18)

$$
\begin{aligned}
I=\mathbb{P}(Y \leq t / 2, X+Y \leq t / 2, Y-X & \leq t / 2) \\
& -\mathbb{P}(Y \geq t / 2, X+Y \geq t / 2, Y-X \geq t / 2)
\end{aligned}
$$

Using that $Y$ and $-Y$ have the same law in the second term, we get

$$
\begin{align*}
& I=\mathbb{P}(Y \leq t / 2, X+Y \leq t / 2, Y-X \leq t / 2) \\
& \quad \quad-\mathbb{P}(Y \leq-t / 2, X-Y \geq t / 2, Y+X \leq-t / 2) \\
&  \tag{S19}\\
& =
\end{align*}
$$

where

$$
\begin{align*}
I_{1}= & \mathbb{P}(Y \leq t / 2, X+Y \leq t / 2, Y-X \leq t / 2, X \geq 0) \\
& \quad-\mathbb{P}(Y \leq-t / 2, X-Y \geq t / 2, Y+X \leq-t / 2, X \geq 0) \\
& =\mathbb{P}(|X+Y| \leq t / 2, X \geq 0) \tag{S20}
\end{align*}
$$

and

$$
\begin{aligned}
& I_{2}=\mathbb{P}(Y \leq t / 2, X+Y \leq t / 2, Y-X \leq t / 2, X \leq 0) \\
& \quad-\mathbb{P}(Y \leq-t / 2, X-Y \geq t / 2, Y+X \leq-t / 2, X \leq 0)
\end{aligned}
$$

Using again that $Y$ and $-Y$ have the same law in the two terms we have

$$
\begin{align*}
I_{2}= & \mathbb{P}(Y \geq-t / 2, X-Y \leq t / 2, Y+X \geq-t / 2, X \leq 0) \\
& \quad-\mathbb{P}(Y \geq t / 2, X+Y \geq t / 2, X-Y \leq-t / 2, X \leq 0) \\
& =\mathbb{P}(|X+Y| \leq t / 2, X \leq 0) . \tag{S21}
\end{align*}
$$

Combining (S20), (S21) in (S19), we have $I=\mathbb{P}(|X+Y| \leq t / 2)$. The proof follows from the fact that $X+Y$ is a real Gaussian random variable with mean zero and variance $\mathrm{a}^{2}+\varsigma^{2}$, since $X$ and $Y$ are independent.

## 5 Mean square error and concentration for Lipschitz functions

Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a Lipschitz function and $\left(X_{k}\right)_{k \geq 0}$ the Euler discretization of the Langevin diffusion. In this section we study the approximation of $\int_{\mathbb{R}^{d}} f(y) \pi(\mathrm{d} y)$ by the weighted average estimator

$$
\begin{equation*}
\hat{\pi}_{n}^{N}(f)=\sum_{k=N+1}^{N+n} \omega_{k, n}^{N} f\left(X_{k}\right), \quad \omega_{k, n}^{N}=\gamma_{k+1} \Gamma_{N+2, N+n+1}^{-1} . \tag{S22}
\end{equation*}
$$

where $N \geq 0$ is the length of the burn-in period, $n \geq 1$ is the number of samples, and for $n, p \in \mathbb{N}, \Gamma_{n, p}$ is given by (5). In all this section, $\mathbb{P}_{x}$ and $\mathbb{E}_{x}$ denote the probability and the expectation respectively, induced on $\left(\left(\mathbb{R}^{d}\right)^{\mathbb{N}}, \mathcal{B}\left(\mathbb{R}^{d}\right)^{\mathbb{N}}\right)$ by the Markov chain $\left(X_{n}\right)_{n \geq 0}$ started at $x \in \mathbb{R}^{d}$. We first compute an explicit bound for the Mean Squared Error (MSE) of this estimator defined by:

$$
\operatorname{MSE}_{f}^{N, n}=\mathbb{E}_{x}\left[\left|\hat{\pi}_{n}^{N}(f)-\pi(f)\right|^{2}\right]=\left\{\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]-\pi(f)\right\}^{2}+\operatorname{Var}_{x}\left\{\hat{\pi}_{n}^{N}(f)\right\}
$$

We first bound the bias. For all $k \in\{N+1, \ldots, N+n\}$, let $\xi_{k}$ be the optimal transference plan between $\delta_{x} Q_{\gamma}^{k}$ and $\pi$ for $W_{2}$, i.e. $W_{2}^{2}\left(\delta_{x} Q_{\gamma}^{k}, \pi\right)=\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\|x-y\|^{2} \mathrm{~d} \xi_{k}(x, y)$. Then by the Jensen inequality and because $f$ is Lipschitz, we have:

$$
\begin{aligned}
\left\{\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]-\pi(f)\right\}^{2} & =\left(\sum_{k=N+1}^{N+n} \omega_{k, n}^{N} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\{f(z)-f(y)\} \xi_{k}(\mathrm{~d} z, \mathrm{~d} y)\right)^{2} \\
& \leq\|f\|_{\operatorname{Lip}}^{2} \sum_{k=N+1}^{N+n} \omega_{k, n}^{N} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\|z-y\|^{2} \xi_{k}(\mathrm{~d} z, \mathrm{~d} y)
\end{aligned}
$$

Let $\left(\gamma_{k}\right)_{k \geq 1}$ be a nonincreasing sequence with $\gamma_{1} \leq 1 /(m+L)$ and recall that $x^{\star}$ is the unique minimizer of $U$. Using Theorem 5 and Theorem 9, we end up with the following bound:

$$
\begin{equation*}
\left\{\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]-\pi(f)\right\}^{2} \leq\|f\|_{\text {Lip }}^{2} \sum_{k=N+1}^{N+n} \omega_{k, n}^{N}\left\{\left(\left\|x-x^{\star}\right\|^{2}+d / m\right) u_{k}^{(1)}(\gamma)+w_{k}(\gamma)\right\}, \tag{S23}
\end{equation*}
$$

where $u_{n}^{(1)}(\gamma)$ is given in (10) and $w_{n}(\gamma)$ is equal to $u_{n}^{(2)}(\gamma)$ defined by (11) if $\mathbf{H} 1-\mathbf{H} 2$ hold, and to $u_{n}^{(3)}(\gamma)$, defined by (17), if $\mathbf{H} 1-\mathbf{H} 2$ and $\mathbf{H} 3$ hold.

Consider now the variance term. To control this term, we adapt the proof of [3, Theorem 2] for homogeneous Markov chain to our inhomogeneous setting, and we have:

Theorem S1. Assume $\boldsymbol{H} 1$ and $\boldsymbol{H}$ 2. Let $\left(\gamma_{k}\right)_{k \geq 1}$ be a nonincreasing sequence with $\gamma_{1} \leq 2 /(m+L)$. Then for all $N \geq 0, n \geq 1$ and Lipschitz functions $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$, we get $\operatorname{Var}_{x}\left\{\hat{\pi}_{n}^{N}(f)\right\} \leq 8 \kappa^{-2}\|f\|_{\text {Lip }}^{2} \Gamma_{N+2, N+n+1}^{-1} v_{N, n}(\gamma)$, where

$$
\begin{equation*}
v_{N, n}(\gamma) \stackrel{\text { def }}{=}\left\{1+\Gamma_{N+2, N+n+1}^{-1}\left(\kappa^{-1}+2 /(m+L)\right)\right\} \tag{S24}
\end{equation*}
$$

Proof. Our main tool is the Gaussian Poincaré inequality [1, Theorem 3.20] which can be applied to $R_{\gamma}(y, \cdot)$ defined by (6), noticing that $R_{\gamma}(y, \cdot)$ is a Gaussian distribution with mean $y-\gamma \nabla U(y)$ and covariance matrix $2 \gamma \mathrm{I}_{d}$ : for all Lipschitz function $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$

$$
\begin{equation*}
R_{\gamma}\left\{g(\cdot)-R_{\gamma} g(y)\right\}^{2}(y) \leq 2 \gamma\|g\|_{\text {Lip }}^{2} \tag{S25}
\end{equation*}
$$

To go further, we decompose $\hat{\pi}_{n}^{N}(f)-\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]$ as the sum of martingale increments, w.r.t. $\left(\mathcal{G}_{n}\right)_{n \geq 0}$, the natural filtration associated with Euler approximation $\left(X_{n}\right)_{n \geq 0}$, and we get

$$
\begin{align*}
& \operatorname{Var}_{x}\left\{\hat{\pi}_{n}^{N}(f)\right\}=\sum_{k=N}^{N+n-1} \mathbb{E}_{x}\left[\left(\mathbb{E}_{x}^{\mathcal{G}_{k+1}}\left[\hat{\pi}_{n}^{N}(f)\right]-\mathbb{E}_{x}^{\mathcal{G}_{k}}\left[\hat{\pi}_{n}^{N}(f)\right]\right)^{2}\right] \\
&+\mathbb{E}_{x}\left[\left(\mathbb{E}_{x}^{\mathcal{G}_{N}}\left[\hat{\pi}_{n}^{N}(f)\right]-\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]\right)^{2}\right] \tag{S26}
\end{align*}
$$

Since $\hat{\pi}_{n}^{N}(f)$ is an additive functional, the martingale increment $\mathbb{E}_{x}^{\mathcal{G}_{k+1}}\left[\hat{\pi}_{n}^{N}(f)\right]-\mathbb{E}_{x}^{\mathcal{G}_{k}}\left[\hat{\pi}_{n}^{N}(f)\right]$ has a simple expression. For $k=N+n-1, \ldots, N+1$, define backward in time the function

$$
\begin{equation*}
\Phi_{n, k}^{N}: x_{k} \mapsto \omega_{k, n}^{N} f\left(x_{k}\right)+R_{\gamma_{k+1}} \Phi_{n, k+1}^{N}\left(x_{k}\right) \tag{S27}
\end{equation*}
$$

where $\Phi_{n, N+n}^{N}: x_{N+n} \mapsto \Phi_{n, N+n}^{N}\left(x_{N+n}\right)=\omega_{N+n, n}^{N} f\left(x_{N+n}\right)$. Denote finally

$$
\begin{equation*}
\Psi_{n}^{N}: x_{N} \mapsto R_{\gamma_{N+1}} \Phi_{n, N+1}^{N}\left(x_{N}\right) \tag{S28}
\end{equation*}
$$

Note that for $k \in\{N, \ldots, N+n-1\}$, by the Markov property,

$$
\begin{equation*}
\Phi_{n, k+1}^{N}\left(X_{k+1}\right)-R_{\gamma_{k+1}} \Phi_{n, k+1}^{N}\left(X_{k}\right)=\mathbb{E}_{x}^{\mathcal{G}_{k+1}}\left[\hat{\pi}_{n}^{N}(f)\right]-\mathbb{E}_{x}^{\mathcal{G}_{k}}\left[\hat{\pi}_{n}^{N}(f)\right] \tag{S29}
\end{equation*}
$$

and $\Psi_{n}^{N}\left(X_{N}\right)=\mathbb{E}_{x}^{\mathcal{G}_{N}}\left[\hat{\pi}_{n}^{N}(f)\right]$. With these notations, (S26) may be equivalently expressed as

$$
\begin{array}{r}
\operatorname{Var}_{x}\left\{\hat{\pi}_{n}^{N}(f)\right\}=\sum_{k=N}^{N+n-1} \mathbb{E}_{x}\left[R_{\gamma_{k+1}}\left\{\Phi_{n, k+1}^{N}(\cdot)-R_{\gamma_{k+1}} \Phi_{n, k+1}^{N}\left(X_{k}\right)\right\}^{2}\left(X_{k}\right)\right] \\
+\operatorname{Var}_{x}\left\{\Psi_{n}^{N}\left(X_{N}\right)\right\} . \tag{S30}
\end{array}
$$

Now for $k=N+n-1, \ldots, N$, we will use the Gaussian Poincaré inequality (S25) to the sequence of function $\Phi_{n, k+1}^{N}$ to prove that $x \mapsto R_{\gamma_{k+1}}\left\{\Phi_{n, k+1}^{N}(\cdot)-R_{\gamma_{k+1}} \Phi_{n, k+1}^{N}(x)\right\}^{2}(x)$ is uniformly bounded. It is required to bound the Lipschitz constant of $\Phi_{n, k}^{N}$.

Lemma S2. Assume $\boldsymbol{H} 1$ and $\boldsymbol{H}$ 2. Let $\left(\gamma_{k}\right)_{k \geq 1}$ be a nonincreasing sequence with $\gamma_{1} \leq$ $2 /(m+L)$. Let $N \geq 0$ and $n \geq 1$. Then for all $y \in \mathbb{R}^{d}$, Lipschitz function $f$ and $k \in\{N, \ldots, N+n-1\}$,

$$
R_{\gamma_{k+1}}\left\{\Phi_{n, k+1}^{N}(\cdot)-R_{\gamma_{k+1}} \Phi_{n, k+1}^{N}(y)\right\}^{2}(y) \leq 8 \gamma_{k+1}\|f\|_{\text {Lip }}^{2}\left(\kappa \Gamma_{N+2, N+n+1}\right)^{-2}
$$

where $\Phi_{n, k+1}^{N}$ is given by (S27).
Proof of Theorem S1. By (S27), $\left\|\Phi_{n, k}^{N}\right\|_{\text {Lip }} \leq \sum_{i=k+1}^{N+n} \omega_{i, n}^{N}\left\|Q_{\gamma}^{k+2, i} f\right\|_{\text {Lip. }}$ Using Corollary 4 , the bound $(1-t)^{1 / 2} \leq 1-t / 2$ for $t \in[0,1]$ and the definition of $\omega_{i, n}^{N}$ given by (30), we have

$$
\left\|\Phi_{n, k}^{N}\right\|_{\text {Lip }} \leq\|f\|_{\text {Lip }} \sum_{i=k+1}^{N+n} \omega_{i, n}^{N} \prod_{j=k+2}^{i}\left(1-\kappa \gamma_{j} / 2\right) \leq 2\|f\|_{\text {Lip }}\left(\kappa \Gamma_{N+2, N+n+1}\right)^{-1}
$$

Finally, the proof follows from (S25).
Also to control the last term in right hand side of (S30), we need to control the variance of $\Psi_{n}^{N}\left(X_{N}\right)$ under $\delta_{x} Q_{\gamma}^{N}$. But similarly to the sequence of functions $\Phi_{n, k}^{N}, \Psi_{n}^{N}$ is Lipschitz by Corollary 4 by definition, see (S28). Therefore it suffices to find some bound for the variance of $g$ under $\delta_{y} Q_{\gamma}^{n, p}$, for $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ a Lipschitz function, $y \in \mathbb{R}^{d}$ and $\gamma>0$, which is done in Lemma 16.

Corollary 3. Assume $\boldsymbol{H} 1$ and $\boldsymbol{H}$ 2. Let $\left(\gamma_{k}\right)_{k \geq 1}$ be a nonincreasing sequence with $\gamma_{1} \leq 2 /(m+L)$. Then for all Lipschitz function $f$ and $x \in \mathbb{R}^{d}, \operatorname{Var}_{x}\left\{\Psi_{n}^{N}\left(X_{N}\right)\right\} \leq$ $8 \kappa^{-3}\|f\|_{\text {Lip }}^{2} \Gamma_{N+2, N+n+1}^{-2}$, where $\Psi_{n}^{N}$ is given by (S28).

Proof. By (S28) and Corollary 4, $\Psi_{n}^{N}$ is Lipschitz function with $\left\|\Psi_{n}^{N}\right\|_{\text {Lip }} \leq \sum_{i=N+1}^{N+n} \omega_{i, n}^{N}\left\|Q_{\gamma}^{N+1, i} f\right\|_{\text {Lip }}$. Using Corollary 4 , the bound $(1-t)^{1 / 2} \leq 1-t / 2$ for $t \in[0,1]$ and the definition of $\omega_{i, n}^{N}$ given by (30), we have

$$
\left\|\Psi_{n}^{N}\right\|_{\text {Lip }} \leq\|f\|_{\text {Lip }} \sum_{i=N+1}^{N+n} \omega_{i, n}^{N} \prod_{j=N+2}^{i}\left(1-\kappa \gamma_{j} / 2\right) \leq 2\|f\|_{\text {Lip }}\left(\kappa \Gamma_{N+2, N+n+1}\right)^{-1}
$$

The proof follows from Lemma 16.
Plugging the bounds given by Lemma S2 and Corollary 3 in (S30), we have

$$
\begin{aligned}
\operatorname{Var}_{x}\left\{\hat{\pi}_{n}^{N}(f)\right\} & \leq 8 \kappa^{-2}\|f\|_{\text {Lip }}^{2}\left\{\Gamma_{N+2, N+n+1}^{-2} \Gamma_{N+1, N+n}+\kappa^{-1} \Gamma_{N+2, N+n+1}^{-2}\right\} \\
& \leq 8 \kappa^{-2}\|f\|_{\text {Lip }}^{2}\left\{\Gamma_{N+2, N+n+1}^{-1}+\Gamma_{N+2, N+n+1}^{-2}\left(\gamma_{N+1}+\kappa^{-1}\right)\right\} .
\end{aligned}
$$

Using that $\gamma_{N+1} \leq 2 /(m+L)$ concludes the proof.

It is worth to observe that the bound for the variance is independent from the dimension.

We may now discuss the bounds on the MSE (obtained by combining the bounds for the squared bias (S23) and the variance Theorem S1) for step sizes given for $k \geq 1$ by $\gamma_{k}=\gamma_{1} k^{-\alpha}$ where $\alpha \in[0,1]$ and $\gamma_{1}<1 /(m+L)$. Details of these calculations are postponed to Section 9.1-Section 9.2. The order of the bounds (up to numerical constants) of the MSE are summarized in Table 1 as a function of $\gamma_{1}, n$ and $N$. Note that in the infinite horizon setting, it is optimal to take $\alpha=1 / 2$ under $\mathbf{H} 1$ and $\mathbf{H} 2$, and $\alpha=1 / 3$ under $\mathbf{H} 1, \mathbf{H} 2$ and $\mathbf{H} 3$.

|  | Bound for the MSE |
| :---: | :---: |
| $\alpha=0$ | $\gamma_{1}+\left(\gamma_{1} n\right)^{-1}\left\{1+\exp \left(-\kappa \gamma_{1} N / 2\right)\right\}$ |
| $\alpha \in(0,1 / 2)$ | $\gamma_{1} n^{-\alpha}+\left(\gamma_{1} n^{1-\alpha}\right)^{-1}\left\{1+\exp \left(-\kappa \gamma_{1} N^{1-\alpha} /(2(1-\alpha))\right)\right\}$ |
| $\alpha=1 / 2$ | $\gamma_{1} \log (n) n^{-1 / 2}+\left(\gamma_{1} n^{1 / 2}\right)^{-1}\left\{1+\exp \left(-\kappa \gamma_{1} N^{1 / 2} / 4\right)\right\}$ |
| $\alpha \in(1 / 2,1)$ | $n^{\alpha-1}\left[\gamma_{1}+\gamma_{1}^{-1}\left\{1+\exp \left(-\kappa \gamma_{1} N^{1-\alpha} /(2(1-\alpha))\right)\right\}\right]$ |
| $\alpha=1$ | $\log (n)^{-1}\left\{\gamma_{1}+\gamma_{1}^{-1}\left(1+N^{-\gamma_{1} \kappa / 2}\right)\right\}$ |

Table 1: Bound for the MSE for $\gamma_{k}=\gamma_{1} k^{-\alpha}$ for fixed $\gamma_{1}$ and $N$ under $\mathbf{H} 1$ and $\mathbf{H}_{2}$

|  | Bound for the MSE |
| :---: | :---: |
| $\alpha=0$ | $\gamma_{1}^{2}+\left(\gamma_{1} n\right)^{-1}\left\{1+\exp \left(-\kappa \gamma_{1} N / 2\right)\right\}$ |
| $\alpha \in(0,1 / 3)$ | $\gamma_{1}^{2} n^{-2 \alpha}+\left(\gamma_{1} n^{1-\alpha}\right)^{-1}\left\{1+\exp \left(-\kappa \gamma_{1} N^{1-\alpha} /(2(1-\alpha))\right)\right\}$ |
| $\alpha=1 / 3$ | $\gamma_{1}^{2} \log (n) n^{-2 / 3}+\left(\gamma_{1} n^{2 / 3}\right)^{-1}\left\{1+\exp \left(-\kappa \gamma_{1} N^{1 / 2} / 4\right)\right\}$ |
| $\alpha \in(1 / 3,1)$ | $n^{\alpha-1}\left[\gamma_{1}^{2}+\gamma_{1}^{-1}\left\{1+\exp \left(-\kappa \gamma_{1} N^{1-\alpha} /(2(1-\alpha))\right)\right\}\right]$ |
| $\alpha=1$ | $\log (n)^{-1}\left\{\gamma_{1}^{2}+\gamma_{1}^{-1}\left(1+N^{-\gamma_{1} \kappa / 2}\right)\right\}$ |

Table 2: Bound for the MSE for $\gamma_{k}=\gamma_{1} k^{-\alpha}$ for fixed $\gamma_{1}$ and $N$ under $\mathbf{H} 1, \mathbf{H} 2$ and $\mathbf{H} 3$
If the total number of iterations $n+N$ is held fixed (fixed horizon setting), we may optimize the value of the step size $\gamma_{1}$ but also of the burn-in period $N$ to minimize the upper bound on the MSE. The order (in $n$ ) for different values of $\alpha \in[0,1]$ are summarized in Table 3 (we display the order in $n$ but not the constants, which are quite involved).

Let us discuss first the bounds based on Theorem 5. This time for any $\alpha \in[0,1 / 2)$, we can always achieve a MSE of order $n^{-1 / 2}$ by choosing appropriately $\gamma_{1}$ and $N$ (for $\alpha=1 / 2$ we have only $\left.\log (n) n^{-1 / 2}\right)$. For $\alpha \in(1 / 2,1]$, the best strategy is to take $N=0$ and the largest possible value for $\gamma_{1}=1 /(m+L)$, which leads to a MSE of order $n^{\alpha-1}$ for $\alpha \in(0,1 / 2)$ and $\log (n)$ for $\alpha=1$. We now discuss the bounds provided by Theorem 9 . It appears that, for any $\alpha \in[0,1 / 3)$, we can always achieved the order $n^{-2 / 3}$ by choosing appropriately $\gamma_{1}$ and $N$ (for $\alpha=1 / 3$ we have only $\log ^{1 / 3}(n) n^{-2 / 3}$ ). The worst case is for $\alpha \in(1 / 3,1]$, where in fact the best strategy is to take $N=0$ and the largest possible value for $\gamma_{1}=1 /(m+L)$.

We can also follow the proof of [3, Theorem 5] to establish an exponential deviation

|  | $\mathbf{H} 1, \mathbf{H} 2$ and $\mathbf{H} 3$ | $\mathbf{H} 1, \mathbf{H} 2$ and H3 |
| :---: | :---: | :---: |
| $\alpha=0$ | $n^{-1 / 2}$ | $n^{-2 / 3}$ |
| $\alpha \in(0,1 / 2)$ | $n^{-1 / 2}$ | $n^{-2 / 3}$ |
| $\alpha=1 / 2$ | $\log (n) n^{-1 / 2}$ | $\log ^{1 / 3}(n) n^{-2 / 3}$ |
| $\alpha \in(1 / 2,1)$ | $n^{\alpha-1}$ | $n^{\alpha-1}$ |
| $\alpha=1$ | $\log (n)$ | $\log (n)$ |

Table 3: Optimal bound for the MSE by choosing $\gamma_{1}$
inequality for $\hat{\pi}_{n}^{N}(f)-\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]$ given by (30).
Theorem S4. Assume $\boldsymbol{H} 1$ and $\boldsymbol{H}$ 2. Let $\left(\gamma_{k}\right)_{k \geq 1}$ be a nonincreasing sequence with $\gamma_{1} \leq 2 /(m+L)$. Then for all $N \geq 0, n \geq 1, r>0$ and Lipschitz functions $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ :

$$
\mathbb{P}_{x}\left[\hat{\pi}_{n}^{N}(f) \geq \mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]+r\right] \leq \exp \left(-\frac{r^{2} \kappa^{2} \Gamma_{N+2, N+n+1}}{16\|f\|_{\text {Lip }}^{2} v_{N, n}(\gamma)}\right)
$$

where $v_{N, n}(\gamma)$ is defined by (S24).
Proof. Let $N \geq 0, n \geq 1, x \in \mathbb{R}^{d}$ and $f$ be a Lipschitz function. To prove Theorem S 4 , we derive an upper bound of the Laplace transform of $\hat{\pi}_{n}^{N}(f)-\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]$. Consider the decomposition by martingale increments

$$
\mathbb{E}_{x}\left[\mathrm{e}^{\lambda\left\{\hat{\pi}_{n}^{N}(f)-\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]\right\}}\right]=\mathbb{E}_{x}\left[\mathrm{e}^{\lambda\left\{\mathbb{E}_{x}^{\mathcal{G}_{N}}\left[\hat{\pi}_{n}^{N}(f)\right]-\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]\right\}+\sum_{k=N}^{N+n-1} \lambda\left\{\mathbb{E}_{x}^{\mathcal{G}_{k+1}}\left[\hat{\pi}_{n}^{N}(f)\right]-\mathbb{E}_{x}^{\mathcal{G}_{k}}\left[\hat{\pi}_{n}^{N}(f)\right]\right\}}\right]
$$

Now using (S29) with the sequence of functions ( $\Phi_{n, k}^{N}$ ) and $\Psi_{n}^{N}$ given by (S27) and (S28), respectively, we have by the Markov property

$$
\begin{align*}
\mathbb{E}_{x} & {\left[\mathrm{e}^{\lambda\left\{\hat{\pi}_{n}^{N}(f)-\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]\right\}}\right] } \\
& =\mathbb{E}_{x}\left[\mathrm{e}^{\lambda\left\{\Psi_{n}^{N}\left(X_{n}\right)-\mathbb{E}_{x}\left[\Psi_{n}^{N}\left(X_{n}\right)\right]\right\}} \prod_{k=N}^{N+n-1} R_{\gamma_{k+1}}\left[\mathrm{e}^{\lambda\left\{\Phi_{n, k+1}^{N}(\cdot)-R_{\gamma_{k+1}} \Phi_{n, k+1}^{N}\left(X_{k}\right)\right\}}\right]\left(X_{k}\right)\right] \tag{S31}
\end{align*}
$$

where $R_{\gamma}$ is given by (6) for $\gamma>0$. We use the same strategy to get concentration inequalities than to bound the variance term in the previous section, replacing the Gaussian Poincaré inequality by the log-Sobolev inequality to get uniform bound on

$$
R_{\gamma_{k+1}}\left\{\exp \left(\lambda\left\{\Phi_{n, k+1}^{N}(\cdot)-R_{\gamma_{k+1}} \Phi_{n, k+1}^{N}\left(X_{k}\right)\right\}\right)\right\}\left(X_{k}\right)
$$

w.r.t. $X_{k}$, for all $k \in\{N+1, \ldots, N+n\}$. Indeed for all $x \in \mathbb{R}^{d}$ and $\gamma>0$, recall that $R_{\gamma}(x, \cdot)$ is a Gaussian distribution with mean $x-\gamma \nabla U(x)$ and covariance matrix
$2 \gamma \mathrm{I}_{d}$. The log-Sobolev inequality [1, Theorem 5.5] shows that for all Lipschitz function $g: \mathbb{R}^{d} \rightarrow \mathbb{R}, x \in \mathbb{R}^{d}, \gamma>0$ and $\lambda>0$,

$$
\begin{equation*}
\int R_{\gamma}(x, \mathrm{~d} y)\left\{\exp \left(\lambda\left\{g(y)-R_{\gamma} g(x)\right\}\right)\right\} \leq \exp \left(\gamma \lambda^{2}\|g\|_{\mathrm{Lip}}^{2}\right) \tag{S32}
\end{equation*}
$$

We deduced from this result, (S29) and Corollary 4, an equivalent of Lemma S2 for the Laplace transform of $\Phi_{n, k+1}^{N}$ under $\delta_{y} R_{\gamma_{k+1}}$ for $k \in\{N+1, \ldots, N+n\}$ and all $y \in \mathbb{R}^{d}$.
Corollary 5. Assume $\boldsymbol{H} 1$ and $\boldsymbol{H}$ 2. Let $\left(\gamma_{k}\right)_{k \geq 1}$ be a nonincreasing sequence with $\gamma_{1} \leq 2 /(m+L)$. Let $N \geq 0$ and $n \geq 1$. Then for all $k \in\{N, \ldots, N+n-1\}, y \in \mathbb{R}^{d}$ and $\lambda>0$,

$$
R_{\gamma_{k+1}}\left\{\mathrm{e}^{\lambda\left\{\Phi_{n, k+1}^{N}(\cdot)-R_{\gamma_{k+1}} \Phi_{n, k+1}^{N}(y)\right\}}\right\}(y) \leq \exp \left(4 \gamma_{k+1} \lambda^{2}\|f\|_{\text {Lip }}^{2}\left(\kappa \Gamma_{N+2, N+n+1}\right)^{-2}\right)
$$

where $\Phi_{n, k}^{N}$ is given by (33).
It remains to control the Laplace transform of $\Psi_{n}^{N}$ under $\delta_{x} Q_{\gamma}^{N}$, where $\delta_{x} Q_{\gamma}^{N}$ is defined by (7). For this, using again that by (S28) and Corollary 4, $\Psi_{n}^{N}$ is a Lipschitz function, we iterate (S32) to get bounds on the Laplace transform of Lipschitz function $g$ under $Q_{\gamma}^{n, \ell}(y, \cdot)$ for all $y \in \mathbb{R}^{d}$ and $n, \ell \geq 1$, since for all $n, \ell \geq 1, Q_{\gamma}^{n, \ell} g$ is a Lipschitz function by Corollary 4.

Lemma S6. Assume $\boldsymbol{H} 1$ and $\boldsymbol{H}$ 2. Let $\left(\gamma_{k}\right)_{k \geq 1}$ be a nonincreasing sequence with $\gamma_{1} \leq$ $2 /(m+L)$. Let $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a Lipschitz function, then for all $n, p \geq 1, n \leq p, y \in \mathbb{R}^{d}$ and $\lambda>0$ :

$$
\begin{equation*}
Q_{\gamma}^{n, p}\left\{\exp \left(\lambda\left\{g(\cdot)-Q_{\gamma}^{n, p} g(y)\right\}\right)\right\}(y) \leq \exp \left(\kappa^{-1} \lambda^{2}\|g\|_{\text {Lip }}^{2}\right) \tag{S33}
\end{equation*}
$$

where $Q_{n, p}^{\gamma}$ is given by (7).
Proof. Let $\left(X_{n}\right)_{n>0}$ the Euler approximation given by (2) and started at $y \in \mathbb{R}^{d}$. By decomposing $g\left(X_{p}\right)-\mathbb{E}_{y}^{\mathcal{G}_{n}}\left[g\left(X_{p}\right)\right]=\sum_{k=n+1}^{p}\left\{\mathbb{E}_{y}^{\mathcal{G}_{k}}\left[g\left(X_{p}\right)\right]-\mathbb{E}_{y}^{\mathcal{G}_{k-1}}\left[g\left(X_{p}\right)\right]\right\}$, and using $\mathbb{E}_{y}^{\mathcal{G}_{k}}\left[g\left(X_{p}\right)\right]=Q_{\gamma}^{k+1, p} g\left(X_{k}\right)$, we get

$$
\begin{aligned}
& \mathbb{E}_{y}^{\mathcal{G}_{n}}\left[\exp \left(\lambda\left\{g\left(X_{p}\right)-\mathbb{E}_{y}^{\mathcal{G}_{n}}\left[g\left(X_{p}\right)\right]\right\}\right)\right] \\
& =\mathbb{E}_{y}^{\mathcal{G}_{n}}\left[\prod_{k=n+1}^{p} \mathbb{E}_{y}^{\mathcal{G}_{k-1}}\left[\exp \left(\lambda\left\{\mathbb{E}_{y}^{\mathcal{G}_{k}}\left[g\left(X_{p}\right)\right]-\mathbb{E}_{y}^{\mathcal{G}_{k-1}}\left[g\left(X_{p}\right)\right]\right\}\right)\right]\right] \\
& =\mathbb{E}_{y}^{\mathcal{G}_{n}}\left[\prod_{k=n+1}^{p} R_{\gamma_{k}} \exp \left(\lambda\left\{Q_{\gamma}^{k+1, p} g(\cdot)-R_{\gamma_{k}} Q_{\gamma}^{k+1, p} g\left(X_{k-1}\right)\right\}\right)\left(X_{k-1}\right)\right] .
\end{aligned}
$$

By the Gaussian log-Sobolev inequality (S32), we get

$$
\mathbb{E}_{y}^{\mathcal{G}_{n}}\left[\exp \left(\lambda\left\{g\left(X_{p}\right)-\mathbb{E}_{y}^{\mathcal{G}_{n}}\left[g\left(X_{p}\right)\right]\right\}\right)\right] \leq \exp \left(\lambda^{2} \sum_{k=n+1}^{p} \gamma_{k}\left\|Q_{\gamma}^{k+1, p} g\right\|_{\text {Lip }}^{2}\right)
$$

The proof follows from Corollary 4 and Lemma 7, using the bound $(1-t)^{1 / 2} \leq 1-t / 2$ for $t \in[0,1]$.

Combining this result and $\left\|\Psi_{n}^{N}\right\|_{\text {Lip }} \leq 2 \kappa^{-1}\|f\|_{\text {Lip }} \Gamma_{N+2, N+n+1}^{-1}$ by Corollary 4, we get an analogue of Corollary 3 for the Laplace transform of $\Psi_{n}^{N}$ :

Corollary 7. Assume $\boldsymbol{H} 1$ and $\boldsymbol{H}$ 2. Let $\left(\gamma_{k}\right)_{k \geq 1}$ be a nonincreasing sequence with $\gamma_{1} \leq 2 /(m+L)$. Let $N \geq 0$ and $n \geq 1$. Then for all $\lambda>0$ and $x \in \mathbb{R}^{d}$,

$$
\mathbb{E}_{x}\left[\mathrm{e}^{\lambda\left\{\Psi_{n}^{N}\left(X_{n}\right)-\mathbb{E}_{x}\left[\Psi_{n}^{N}\left(X_{n}\right)\right]\right\}}\right] \leq \exp \left(4 \kappa^{-3} \lambda^{2}\|f\|_{\operatorname{Lip}}^{2} \Gamma_{N+2, N+n+1}^{-2}\right)
$$

where $\Psi_{n}^{N}$ is given by (S28).
The Laplace transform of $\hat{\pi}_{n}^{N}(f)$ can be explicitly bounded using Corollary 5 and Corollary 7 in (S31).

Proposition S8. Assume $\boldsymbol{H} 1$ and $\boldsymbol{H}$ 2. Let $\left(\gamma_{k}\right)_{k \geq 1}$ be a nonincreasing sequence with $\gamma_{1} \leq 2 /(m+L)$. Then for all $N \geq 0, n \geq 1$, Lipschitz functions $f: \mathbb{R}^{d} \rightarrow \mathbb{R}, \lambda>0$ and $x \in \mathbb{R}^{d}$ :

$$
\mathbb{E}_{x}\left[\mathrm{e}^{\lambda\left\{\hat{\pi}_{n}^{N}(f)-\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]\right\}}\right] \leq \exp \left(4 \kappa^{-2} \lambda^{2}\|f\|_{\operatorname{Lip}}^{2} \Gamma_{N+2, N+n+1}^{-1} u_{N, n}^{(3)}(\gamma)\right)
$$

where $u_{N, n}^{(3)}(\gamma)$ is given by (S24).
Proof of Theorem S4. Using the Markov inequality and Proposition S8, for all $\lambda>0$, we have:

$$
\mathbb{P}_{x}\left[\hat{\pi}_{n}^{N}(f) \geq \mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]+r\right] \leq \exp \left(-\lambda r+4 \kappa^{-2} \lambda^{2}\|f\|_{\operatorname{Lip}}^{2} \Gamma_{N+2, N+n+1}^{-1} v_{N, n}(\gamma)\right)
$$

Then the result follows from taking $\lambda=\left(r \kappa^{2} \Gamma_{N+2, N+n+1}\right) /\left(8\|f\|_{\text {Lip }}^{2} v_{N, n}(\gamma)\right)$.

If we apply this result to the sequence $\left(\gamma_{k}\right)_{k \geq 1}$ defined for all $k \geq 1$ by $\gamma_{k}=\gamma_{1} k^{-\alpha}$, for $\alpha \in[0,1]$, we end up with a concentration of order $\exp \left(-C r^{2} \gamma_{1} n^{1-\alpha}\right)$ for $\alpha \in[0,1)$, for some constant $C \geq 0$ independent of $\gamma_{1}$ and $n$.

## 6 Discussion on Theorem 5

Note that

$$
\begin{equation*}
u_{n}^{(2)}(\gamma) \leq \sum_{i=1}^{n}\left\{\mathrm{~A}_{0} \gamma_{i}^{2}+\mathrm{A}_{1} \gamma_{i}^{3}\right\} \prod_{k=i+1}^{n}\left(1-\kappa \gamma_{k} / 2\right) \tag{S34}
\end{equation*}
$$

where $\kappa$ is given by (3), and

$$
\begin{align*}
& \mathrm{A}_{0}=2 L^{2} \kappa^{-1} d  \tag{S35}\\
& \mathrm{~A}_{1}=2 L^{2} \kappa^{-1} d(m+L)^{-1}+d L^{4}\left(\kappa^{-1}+(m+L)^{-1}\right)\left(m^{-1}+6^{-1}(m+L)^{-1}\right) \tag{S36}
\end{align*}
$$

If $\left(\gamma_{k}\right)_{k \geq 1}$ is a constant step size , $\gamma_{k}=\gamma$ for all $k \geq 1$, then a straightforward consequence of Theorem 5 and (S34) is the following result, which gives the minimal number of iterations $n_{\varepsilon}$ and a step-size $\gamma_{\varepsilon}$ to get $W_{2}\left(\delta_{x^{\star}} Q_{\gamma}^{n}, \pi\right)$ smaller than $\varepsilon>0$.

Corollary 9 (of Theorem 5). Assume $\boldsymbol{H} 1$ and H2. Let $x^{\star}$ be the unique minimizer of $U$. Let $x \in \mathbb{R}^{d}$ and $\varepsilon>0$. Set for all $k \in \mathbb{N}, \gamma_{k}=\gamma$ with

$$
\begin{align*}
& \gamma=\frac{-\mathrm{A}_{0}+\left(\mathrm{A}_{0}^{2}+\varepsilon^{2} \kappa \mathrm{~A}_{1}\right)^{1 / 2}}{2 \mathrm{~A}_{1}} \wedge(m+L)^{-1}  \tag{S37}\\
& n=\left\lceil\log ^{-1}(1-\kappa \gamma / 2)\left\{-\log \left(\varepsilon^{2} / 2\right)+\log (2 d / m)\right\}\right\rceil
\end{align*}
$$

Then $W_{2}\left(\delta_{x^{\star}} R_{\gamma}^{n}, \pi\right) \leq \varepsilon$.
Note that if $\gamma$ is given by (S37), and is different from $1 /(m+L)$, then $\gamma \leq \varepsilon\left(4 \mathrm{~A}_{1} \kappa^{-1}\right)^{-1 / 2}$ and $2 \kappa^{-1}\left(\mathrm{~A}_{0} \gamma+\mathrm{A}_{1} \gamma^{2}\right)=\varepsilon^{2} / 2$. Therefore,

$$
\gamma \geq\left(\varepsilon^{2} \kappa / 4\right)\left\{\mathrm{A}_{0}+\varepsilon\left(\mathrm{A}_{1} /(4 \kappa)\right)^{1 / 2}\right\}^{-1}
$$

It is shown in [2, Corollary 1] that under $\mathbf{H} 2$, for constant step size for any $\varepsilon>0$, we can choose $\gamma$ and $n \geq 1$ such that if for all $k \geq 1, \gamma_{k}=\gamma$, then $\left\|\nu^{\star} Q_{n}^{\gamma}-\pi\right\|_{\mathrm{TV}} \leq \varepsilon$ where $\nu^{\star}$ is the Gaussian measure on $\mathbb{R}^{d}$ with mean $x^{\star}$ and covariance matrix $L^{-1} \mathrm{I}_{d}$. We stress that the results in [2, corollary 1] hold only for a particular choice of the initial distribution $\nu^{\star}$, (which might seem a rather artificial assumption) whereas Theorem 5 holds for any initial distribution in $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$.

We compare the optimal value of $\gamma$ and $n$ obtained from Corollary 9 with those given in [2, Corollary 1]. This comparison is summarized in Table 4 and Table 5; for simplicity, we provide only the dependencies of the optimal stepsize $\gamma$ and minimal number of simulations $n$ as a function of the dimension $d$, the precision $\varepsilon$ and the constants $m, L$. It can be seen that the dependency on the dimension is significantly better than those in [2, Corollary 1].

| Parameter | $d$ | $\varepsilon$ | $L$ | $m$ |
| :---: | :---: | :---: | :---: | :---: |
| Corollary 9 | $d^{-1}$ | $\varepsilon^{2}$ | $L^{-2}$ | $m^{2}$ |
| $[2$, Corollary 1] | $d^{-2}$ | $\varepsilon^{2}$ | $L^{-2}$ | $m$ |

Table 4: Dependencies of $\gamma$

| Parameter | $d$ | $\varepsilon$ | $L$ | $m$ |
| :---: | :---: | :---: | :---: | :---: |
| Corollary 9 | $d \log (d)$ | $\varepsilon^{-2}\|\log (\varepsilon)\|$ | $L^{2}$ | $\|\log (m)\| m^{-3}$ |
| $[2$, Corollary 1] | $d^{3}$ | $\varepsilon^{-2}\|\log (\varepsilon)\|$ | $L^{3}$ | $\|\log (m)\| m^{-2}$ |

Table 5: Dependencies of $n$

### 6.1 Explicit bounds for $\gamma_{k}=\gamma_{1} k^{\alpha}$ with $\alpha \in(0,1]$

We give here a bound on the sequences $\left(u_{n}^{(1)}(\gamma)\right)_{n \geq 0}$ and $\left(u_{n}^{(2)}(\gamma)\right)_{n \geq 0}$ for $\left(\gamma_{k}\right)_{k \geq 1}$ defined by $\gamma_{1}<1 /(m+L)$ and $\gamma_{k}=\gamma_{1} k^{-\alpha}$ for $\alpha \in(0,1]$. Also for that purpose we introduce for $t \in \mathbb{R}_{+}^{*}$,

$$
\boldsymbol{\psi}_{\beta}(t)= \begin{cases}\left(t^{\beta}-1\right) / \beta & \text { for } \beta \neq 0  \tag{S38}\\ \log (t) & \text { for } \beta=0\end{cases}
$$

We easily get for $a \geq 0$ that for all $n, p \geq 1, n \leq p$

$$
\begin{equation*}
\boldsymbol{\psi}_{1-a}(p+1)-\boldsymbol{\psi}_{1-a}(n) \leq \sum_{k=n}^{p} k^{-a} \leq \boldsymbol{\psi}_{1-a}(p)-\boldsymbol{\psi}_{1-a}(n)+1, \tag{S39}
\end{equation*}
$$

and for $a \in \mathbb{R}$

$$
\begin{equation*}
\sum_{k=n}^{p} k^{-a} \leq \boldsymbol{\psi}_{1-a}(p+1)-\boldsymbol{\psi}_{1-a}(n)+1 \tag{S40}
\end{equation*}
$$

1. For $\alpha=1$, using that for all $t \in \mathbb{R},(1+t) \leq \mathrm{e}^{t}$ and by (S39) and (S40), we have

$$
u_{n}^{(1)}(\gamma) \leq(n+1)^{-\kappa \gamma_{1} / 2}, u_{n}^{(2)}(\gamma) \leq(n+1)^{-\kappa \gamma_{1} / 2} \sum_{j=0}^{1} \mathrm{~A}_{j}\left(\boldsymbol{\psi}_{\kappa \gamma_{1} / 2-1-j}(n+1)+1\right) .
$$

2. For $\alpha \in(0,1)$, by (S39) and Lemma 7 applied with $\ell=\lceil n / 2\rceil$, where $\lceil\cdot\rceil$ is the ceiling function, we have

$$
\begin{align*}
& u_{n}^{(1)}(\gamma) \leq \exp \left(-\kappa \gamma_{1} \boldsymbol{\psi}_{1-\alpha}(n+1) / 2\right) \\
& u_{n}^{(2)}(\gamma) \leq \sum_{j=0}^{1} \mathrm{~A}_{j}\left[2 \kappa^{-1} \gamma_{1}^{j+1}(n / 2)^{-\alpha(j+1)}+\gamma_{1}^{j+2}\left\{\boldsymbol{\psi}_{1-\alpha(j+2)}(\lceil n / 2\rceil)+1\right\}\right. \\
& \left.\quad \times \exp \left(-\left(\kappa \gamma_{1} / 2\right)\left\{\boldsymbol{\psi}_{1-\alpha}(n+1)-\boldsymbol{\psi}_{1-\alpha}(\lceil n / 2\rceil)\right\}\right)\right] . \tag{S41}
\end{align*}
$$

### 6.2 Optimal strategy with a fixed number of iterations

Corollary 10. Let $n \in \mathbb{N}^{*}$ be a fixed number of iteration. Assume $\boldsymbol{H} 1$, H2, and $\left(\gamma_{k}\right)_{k \geq 1}$ is a constant sequence, $\gamma_{k}=\gamma$ for all $k \geq 1$. Set

$$
\left.\begin{array}{rl}
\gamma^{+} & =2(\kappa n)^{-1}[
\end{array} \log (\kappa n / 2)+\log \left(2\left(\left\|x-x^{\star}\right\|^{2}+d / m\right)\right)-\log \left(2 \kappa^{-1} \mathrm{~A}_{0}\right)\right] .
$$

Assume $\gamma^{+} \in\left(0,(m+L)^{-1}\right)$. Then, the optimal choice of $\gamma$ to minimize the bound on $W_{2}\left(\delta_{x} R_{\gamma}^{n}, \pi\right)$ given by Theorem 5 belongs to $\left[\gamma_{-}, \gamma^{+}\right]$. Moreover if $\gamma=\gamma_{+}$, then there exists $C \geq 0$ independent of the dimension such that the bound on $W_{2}^{2}\left(\delta_{x} R_{\gamma}^{n}, \pi\right)$ is equivalent to $C d n^{-1} \log (n)$ as $n$ goes to $+\infty$.

Similarly, we have the following result.
Corollary 11. Assume $\boldsymbol{H} 1$ and $\boldsymbol{H}$ 2. Let $\left(\gamma_{k}\right)_{k \geq 1}$ be the decreasing sequence, defined by $\gamma_{k}=\gamma_{\alpha} k^{-\alpha}$, with $\alpha \in(0,1)$. Let $n \geq 1$ and set

$$
\gamma_{\alpha}=2(1-\alpha) \kappa^{-1}(2 / n)^{1-\alpha} \log (\kappa n /(2(1-\alpha)))
$$

Assume $\gamma_{\alpha} \in\left(0,(m+L)^{-1}\right)$. Then there exists $C \geq 0$ independent of the dimension such that the bound on $W_{2}^{2}\left(\delta_{x} Q_{\gamma}^{n}, \pi\right)$ is equivalent to $C d n^{-1} \log (n)$ as $n$ goes to $+\infty$.

Proof. Follows from (S34), (S41) and the choice of $\gamma_{\alpha}$.

## 7 Discussion on Theorem 9

Based on Theorem 9, we can follow the same discussion as for Theorem 5. Note that

$$
\begin{equation*}
u_{n}^{(3)}(\gamma) \leq \sum_{i=1}^{n}\left\{\mathrm{~B}_{0} \gamma_{i}^{3}+\mathrm{B}_{1} \gamma_{i}^{4}\right\} \prod_{k=i+1}^{n}\left(1-\kappa \gamma_{k} / 2\right) \tag{S42}
\end{equation*}
$$

where $\kappa$ is given by (3), and

$$
\begin{align*}
& \mathrm{B}_{0}=d\left[2 L^{2}+\kappa^{-1}\left\{d \tilde{L}^{2} / 3+4 L^{4} /(3 m)\right\}\right]  \tag{S43}\\
& \mathrm{B}_{1}=d\left[\kappa^{-1} L^{4}+L^{4} /(6(m+L))+m^{-1}\right] \tag{S44}
\end{align*}
$$

The following result gives for a target precision $\varepsilon>0$, the minimal number of iterations $n_{\varepsilon}$ and a step-size $\gamma_{\varepsilon}$ to get $W_{2}\left(\delta_{x^{\star}} Q_{\gamma}^{n}, \pi\right)$ smaller than $\varepsilon$, when $\left(\gamma_{k}\right)_{k \geq 1}$ is a constant step size, $\gamma_{k}=\gamma_{\varepsilon}$ for all $k \geq 1$.

Corollary 12. Assume $\boldsymbol{H} 1, \boldsymbol{H}_{2}$ and $\boldsymbol{H}$ 3. Let $x^{\star}$ be the unique minimizer of $U$. Let $x \in \mathbb{R}^{d}$ and $\varepsilon>0$. Set for all $k \in \mathbb{N}$, $\gamma_{k}=\gamma$ with

$$
\begin{aligned}
\gamma & =\left[(\varepsilon / 2) \kappa^{-1}\left\{\mathrm{~B}_{0}+\mathrm{B}_{1}(m+L)^{-1}\right\}^{-1 / 2}\right] \wedge(1 /(m+L)) \\
n & =\left\lceil\log ^{-1}(1-\kappa \gamma / 2)\left\{-\log \left(\varepsilon^{2} / 2\right)+\log (2 d / m)\right\}\right\rceil
\end{aligned}
$$

Then $W_{2}\left(\delta_{x^{\star}} R_{\gamma}^{n}, \pi\right) \leq \varepsilon$.
We provide the dependencies of the optimal stepsize $\gamma_{\varepsilon}$ and minimal number of simulations $n_{\varepsilon}$ as a function of the dimension $d$, the precision $\varepsilon$ and the constants $m, L$ in Table 6 and Table 7.

| Parameter | $d$ | $\varepsilon$ | $L$ | $m$ |
| :---: | :---: | :---: | :---: | :---: |
| Corollary 12 | $d^{-1}$ | $\varepsilon$ | $L^{-2}$ | $m$ |

Table 6: Dependencies of $\gamma_{\varepsilon}$

| Parameter | $d$ | $\varepsilon$ | $L$ | $m$ |
| :---: | :---: | :---: | :---: | :---: |
| Corollary 12 | $d \log (d)$ | $\varepsilon^{-1}\|\log (\varepsilon)\|$ | $L^{2}$ | $\|\log (m)\| m^{-2}$ |

Table 7: Dependencies of $n_{\varepsilon}$

### 7.1 Explicit bounds for $\gamma_{k}=\gamma_{1} k^{\alpha}$ with $\alpha \in(0,1]$

We give here a bound on the sequence $\left(u_{n}^{(3)}(\gamma)\right)_{n \geq 0}$ for $\left(\gamma_{k}\right)_{k \geq 1}$ defined by $\gamma_{1}<1 /(m+L)$ and $\gamma_{k}=\gamma_{1} k^{-\alpha}$ for $\alpha \in(0,1]$. Bounds for $\left(u_{n}^{(1)}(\gamma)\right)_{n \geq 0}$ have already been given in Section 6.1. Recall that the function $\boldsymbol{\psi}$ is defined by (S38). For $\alpha \in(0,1]$, by (S39) and Lemma 7 applied with $\ell=\lceil n / 2\rceil$, where $\lceil\cdot\rceil$ is the ceiling function, we have

$$
\begin{array}{r}
u_{n}^{(3)}(\gamma) \leq \sum_{j=1}^{2} \mathrm{~B}_{j-1}\left[2 \kappa^{-1} \gamma_{1}^{j+1}(n / 2)^{-\alpha(j+1)}+\gamma_{1}^{j+2}\left(\boldsymbol{\psi}_{1-\alpha(j+2)}(\lceil n / 2\rceil)+1\right)\right. \\
\left.\times \exp \left(-\left(\kappa \gamma_{1} / 2\right)\left\{\boldsymbol{\psi}_{1-\alpha}(n+1)-\boldsymbol{\psi}_{1-\alpha}(\lceil n / 2\rceil)\right\}\right)\right] \tag{S45}
\end{array}
$$

### 7.2 Optimal strategy with a fixed number of iterations

Corollary 13. Let $n \in \mathbb{N}^{*}$ be a fixed number of iteration. Assume $\boldsymbol{H} 1, \boldsymbol{H} 2, \boldsymbol{H} 3$ and $\left(\gamma_{k}\right)_{k \geq 1}$ is a constant sequence, $\gamma_{k}=\gamma^{\star}$ for all $k \geq 1$, with

$$
\gamma^{\star}=4(\kappa n)^{-1}\left\{\log (\kappa n / 2)+\log \left(2\left(\left\|x-x^{\star}\right\|^{2}+d / m\right)\right)\right\} .
$$

Assume $\gamma^{\star} \in\left(0,(m+L)^{-1}\right)$. Then there exists $C \geq 0$ independent of the dimension such that the bound on $W_{2}^{2}\left(\delta_{x} R_{\gamma}^{n}, \pi\right)$ is equivalent to $C d^{2} n^{-2} \log ^{2}(n)$ as $n$ goes to $+\infty$.

Similarly, we have the following result.
Corollary 14. Assume $\boldsymbol{H} 1, \boldsymbol{H}_{2}$ and $\boldsymbol{H} 3$. Let $\left(\gamma_{k}\right)_{k \geq 1}$ be the decreasing sequence, defined by $\gamma_{k}=\gamma_{\alpha} k^{-\alpha}$, with $\alpha \in(0,1)$. Let $n \geq 1$ and set

$$
\gamma_{\alpha}=2(1-\alpha) \kappa^{-1}(2 / n)^{1-\alpha} \log (\kappa n /(2(1-\alpha))) .
$$

Assume $\gamma_{\alpha} \in\left(0,(m+L)^{-1}\right)$. Then there exists $C \geq 0$ independent of the dimension such that the bound on $W_{2}^{2}\left(\delta_{x} R_{\gamma}^{n}, \pi\right)$ is equivalent to $C d^{2} n^{-2} \log ^{2}(n)$ as $n$ goes to $+\infty$. Proof. Follows from (S42), (S45) and the choice of $\gamma_{\alpha}$.

Note that in Corollary 13 and Corollary 14, we do not find the optimal convergence rates obtained for the sequence of step-sizes $\gamma_{k}=\gamma_{1} / k$, for $k \geq 1$ and $\gamma_{1}>0$, up to a $\log a r i t h m i c ~ f a c t o r ~ \log (n)$. This most likely due to the fact that the bounds (for example (S45)) used to compute the optimal parameters $\gamma^{\star}$ and $\gamma_{\alpha}$ are not the most appropriate.

## 8 Generalization of Theorem 5

In this section, we weaken the assumption $\gamma_{1} \leq 1 /(m+L)$ of Theorem 5 . We assume now:

G 1. The sequence $\left(\gamma_{k}\right)_{k \geq 1}$ is non-increasing, and there exists $\rho>0$ and $n_{1}$ such that $(1+\rho) \gamma_{n_{1}} \leq 2 /(m+L)$.

Under $\mathbf{G} 1$, we denote by

$$
\begin{equation*}
n_{0}=\min \left\{k \in \mathbb{N} \mid \gamma_{k} \leq 2 /(m+L)\right\} \tag{S46}
\end{equation*}
$$

We first give an extension of Proposition 2. Denote in the sequel $(\cdot)_{+}=\max (\cdot, 0)$. Recall that under $\mathbf{H} 2, x^{\star}$ is the unique minimizer of $U$, and $\kappa$ is defined in (4)

Theorem S15. Assume $\boldsymbol{H} 1, \boldsymbol{H}_{2}$ and $\boldsymbol{G} 1$. Then for all $n, p \in \mathbb{N}^{*}, n \leq p$

$$
\int_{\mathbb{R}^{d}}\left\|x-x^{\star}\right\|^{2} \mu_{0} Q_{n}^{p}(\mathrm{~d} x) \leq \mathrm{G}_{n, p}\left(\mu_{0}, \gamma\right)
$$

where

$$
\begin{align*}
& \mathrm{G}_{n, p}\left(\mu_{0}, \gamma\right)=\exp \left(-\sum_{k=n}^{p} \gamma_{k} \kappa+\sum_{k=n}^{n_{0}-1} L^{2} \gamma_{k}^{2}\right) \int_{\mathbb{R}^{d}}\left\|x-x^{\star}\right\|^{2} \mu_{0}(\mathrm{~d} x) \\
& +2 d \kappa^{-1}+2 d\left\{\prod_{k=n}^{n_{0}-1}\left(\gamma_{n_{0}-1} L^{2}\right)^{-1}\left(1+L^{2} \gamma_{k}^{2}\right)\right\} \exp \left(-\sum_{k=n}^{p} \kappa \gamma_{k}+\sum_{k=n}^{n_{0}-1} \gamma_{k}^{2} m L\right) \tag{S47}
\end{align*}
$$

Proof. For any $\gamma>0$, we have for all $x \in \mathbb{R}^{d}$ :

$$
\int_{\mathbb{R}^{d}}\left\|y-x^{\star}\right\|^{2} R_{\gamma}(x, \mathrm{~d} y)=\left\|x-\gamma \nabla U(x)-x^{\star}\right\|^{2}+2 \gamma d
$$

Using that $\nabla U\left(x^{\star}\right)=0,(3)$ and $\mathbf{H} 1$, we get from the previous inequality:

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}}\left\|y-x^{\star}\right\|^{2} R_{\gamma}(x, \mathrm{~d} y) \\
& \leq(1-\kappa \gamma)\left\|x-x^{\star}\right\|^{2}+\gamma\left(\gamma-\frac{2}{m+L}\right)\left\|\nabla U(x)-\nabla U\left(x^{\star}\right)\right\|^{2}+2 \gamma d \\
& \leq \eta(\gamma)\left\|x-x^{\star}\right\|^{2}+2 \gamma d
\end{aligned}
$$

where $\eta(\gamma)=\left(1-\kappa \gamma+\gamma L(\gamma-2 /(m+L))_{+}\right)$. Denote for all $k \geq 1, \eta_{k}=\eta\left(\gamma_{k}\right)$. By a straightforward induction, we have by definition of $Q_{n}^{p}$ for $p, n \in \mathbb{N}, p \leq n$,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left\|x-x^{\star}\right\|^{2} \mu_{0} Q_{n}^{p}(\mathrm{~d} x) \leq \prod_{k=n}^{p} \eta_{k} \int_{\mathbb{R}^{d}}\left\|x-x^{\star}\right\| \mu_{0}(\mathrm{~d} x)+(2 d) \sum_{i=n}^{p} \prod_{k=i+1}^{p} \eta_{k} \gamma_{i} \tag{S48}
\end{equation*}
$$

with the convention that for $n, p \in \mathbb{N}, n<p, \prod_{p}^{n}=1$. For the first term of the right hand side, we simply use the bound, for all $x \in \mathbb{R},(1+x) \leq \mathrm{e}^{x}$, and we get by $\mathbf{G} 1$

$$
\begin{equation*}
\prod_{k=n}^{p} \eta_{k} \leq \exp \left(-\sum_{k=n}^{p} \kappa \gamma_{k}+\sum_{k=n}^{n_{0}-1} L^{2} \gamma_{k}^{2}\right) \tag{S49}
\end{equation*}
$$

where $n_{0}$ is defined in (S46). Consider now the second term in the right hand side of (S48).

$$
\begin{align*}
\sum_{i=n}^{p} \prod_{k=i+1}^{p} \eta_{k} \gamma_{i} & \leq \sum_{i=n_{0}}^{p} \prod_{k=i+1}^{p}\left(1-\kappa \gamma_{k}\right) \gamma_{i}+\sum_{i=n}^{n_{0}-1} \prod_{k=i+1}^{p} \eta_{k} \gamma_{i} \\
& \leq \kappa^{-1} \sum_{i=n_{0}}^{p}\left\{\prod_{k=i+1}^{p}\left(1-\kappa \gamma_{k}\right)-\prod_{k=i}^{p}\left(1-\kappa \gamma_{k}\right)\right\} \\
& +\left\{\sum_{i=n}^{n_{0}-1} \prod_{k=i+1}^{n_{0}-1}\left(1+L^{2} \gamma_{k}^{2}\right) \gamma_{i}\right\} \prod_{k=n_{0}}^{p}\left(1-\kappa \gamma_{k}\right) \tag{S50}
\end{align*}
$$

Since $\left(\gamma_{k}\right)_{k \geq 1}$ is nonincreasing, we have

$$
\begin{aligned}
\sum_{i=n}^{n_{0}-1} \prod_{k=i+1}^{n_{0}-1}\left(1+L^{2} \gamma_{k}^{2}\right) \gamma_{i} & =\sum_{i=n}^{n_{0}-1}\left(\gamma_{i} L^{2}\right)^{-1}\left\{\prod_{k=i}^{n_{0}-1}\left(1+L^{2} \gamma_{k}^{2}\right)-\prod_{k=i+1}^{n_{0}-1}\left(1+L^{2} \gamma_{k}^{2}\right)\right\} \\
& \leq \prod_{k=n}^{n_{0}-1}\left(\gamma_{n_{0}-1} L^{2}\right)^{-1}\left(1+L^{2} \gamma_{k}^{2}\right)
\end{aligned}
$$

Furthermore for $k<n_{0} \gamma_{k}>2 /(m+L)$. This implies with the bound $(1+x) \leq \mathrm{e}^{x}$ on $\mathbb{R}$ :

$$
\begin{aligned}
\prod_{k=n_{0}}^{p}\left(1-\kappa \gamma_{k}\right) & \leq \exp \left(-\sum_{k=n}^{p} \kappa \gamma_{k}\right) \exp \left(\sum_{k=n}^{n_{0}-1} \kappa \gamma_{k}\right) \\
& \leq \exp \left(-\sum_{k=n}^{p} \kappa \gamma_{k}\right) \exp \left(\sum_{k=n}^{n_{0}-1} \gamma_{k}^{2} m L\right)
\end{aligned}
$$

Using the two previous inequalities in (S50), we get

$$
\begin{align*}
& \sum_{i=n}^{p} \prod_{k=i+1}^{p} \eta_{k} \gamma_{i} \\
& \quad \leq \kappa^{-1}+\left\{\prod_{k=n}^{n_{0}-1}\left(\gamma_{n_{0}-1} L^{2}\right)^{-1}\left(1+L^{2} \gamma_{k}^{2}\right)\right\} \exp \left(-\sum_{k=n}^{p} \kappa \gamma_{k}+\sum_{k=n}^{n_{0}-1} \gamma_{k}^{2} m L\right) \tag{S51}
\end{align*}
$$

Combining (S49) and (S51) in (S48) concluded the proof.

We now deal with bounds on $W_{2}\left(\mu_{0} Q_{\gamma}^{n}, \pi\right)$ under $\mathbf{G} 1$. But before we preface our result by some techincal lemmas.

Lemma S16. Assume $\boldsymbol{H} 1$ and $\boldsymbol{H}$ 2. Let $\zeta_{0} \in \mathcal{P}_{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right),\left(Y_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ such that $\left(Y_{0}, \bar{Y}_{0}\right)$ is distributed according to $\zeta_{0}$ and given by (9). Let $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ be the filtration associated with $\left(B_{t}\right)_{t \geq 0}$ with $\mathcal{F}_{0}$, the $\sigma$-field generated by $\left(Y_{0}, \bar{Y}_{0}\right)$. Then for all $n \geq 0, \varepsilon_{1}>0$ and $\varepsilon_{2}>0$,

$$
\begin{aligned}
& \mathbb{E}^{\mathcal{F}_{\Gamma_{n}}}\left[\left\|Y_{\Gamma_{n+1}}-\bar{Y}_{\Gamma_{n+1}}\right\|^{2}\right] \\
& \quad \leq\left\{1-\gamma_{n+1}\left(\kappa-2 \varepsilon_{1}\right)+\gamma_{n+1} L\left(\left(1+\varepsilon_{2}\right) \gamma_{n+1}-2 /(m+L)\right)_{+}\right\}\left\|Y_{\Gamma_{n}}-\bar{Y}_{\Gamma_{n}}\right\|^{2} \\
& +\gamma_{n+1}^{2}\left(1 /\left(2 \varepsilon_{1}\right)+\left(1+\varepsilon_{2}^{-1}\right) \gamma_{n+1}\right)\left(d L^{2}+\left(L^{4} \gamma_{n+1} / 2\right)\left\|Y_{\Gamma_{n}}-x^{\star}\right\|^{2}+d L^{4} \gamma_{n+1}^{2} / 12\right) .
\end{aligned}
$$

Proof. Let $n \geq 0$ and $\varepsilon_{1}>0$, and set $\Delta_{n}=Y_{\Gamma_{n}}-\bar{Y}_{\Gamma_{n}}$ by definition we have:

$$
\begin{aligned}
& \mathbb{E}^{\mathcal{F}_{\Gamma_{n}}}\left[\left\|\Delta_{n+1}\right\|^{2}\right]=\left\|\Delta_{n}\right\|^{2}+\mathbb{E}^{\mathcal{F}_{\Gamma_{n}}}\left[\left\|\int_{\Gamma_{n}}^{\Gamma_{n+1}}\left\{\nabla U\left(Y_{s}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right)\right\} \mathrm{d} s\right\|^{2}\right] \\
& -2 \gamma_{n+1}\left\langle\Delta_{n}, \nabla U\left(Y_{\Gamma_{n}}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right)\right\rangle-2 \int_{\Gamma_{n}}^{\Gamma_{n+1}} \mathbb{E}^{\mathcal{J}_{\Gamma_{n}}}\left[\left\langle\Delta_{n},\left\{\nabla U\left(Y_{s}\right)-\nabla U\left(Y_{\Gamma_{n}}\right)\right\}\right\rangle \mathrm{d} s\right] .
\end{aligned}
$$

Using the two inequalities $|\langle a, b\rangle| \leq \varepsilon_{1}\|a\|^{2}+\left(4 \varepsilon_{1}\right)^{-1}\|b\|^{2}$ and (3), we get

$$
\begin{align*}
& \mathbb{E}^{\mathcal{F}_{n}}\left[\left\|\Delta_{n+1}\right\|^{2}\right] \leq\left\{1-\gamma_{n+1}\left(\kappa-2 \varepsilon_{1}\right)\right\}\left\|\Delta_{n}\right\|^{2}-2 \gamma_{n+1} /(m+L)\left\|\nabla U\left(Y_{\Gamma_{n}}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right)\right\|^{2} \\
&+\mathbb{E}^{\mathcal{F}_{\Gamma_{n}}}\left[\left\|\int_{\Gamma_{n}}^{\Gamma_{n+1}}\left\{\nabla U\left(Y_{s}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right)\right\} \mathrm{d} s\right\|^{2}\right] \\
&+\left(2 \varepsilon_{1}\right)^{-1} \int_{\Gamma_{n}}^{\Gamma_{n+1}} \mathbb{E}^{\mathcal{F}_{\Gamma_{n}}}\left[\left\|\nabla U\left(Y_{s}\right)-\nabla U\left(Y_{\Gamma_{n}}\right)\right\|^{2}\right] \mathrm{d} s \tag{S52}
\end{align*}
$$

Using $\|a+b\|^{2} \leq\left(1+\varepsilon_{2}\right)\|a\|^{2}+\left(1+\varepsilon_{2}^{-1}\right)\|b\|^{2}$ and the Jensen's inequality, we have

$$
\begin{aligned}
& \mathbb{E}^{\mathcal{T}_{\Gamma_{n}}}\left[\left\|\int_{\Gamma_{n}}^{\Gamma_{n+1}}\left\{\nabla U\left(Y_{s}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right)\right\} \mathrm{d} s\right\|^{2}\right] \leq\left(1+\varepsilon_{2}\right) \gamma_{n+1}^{2}\left\|\nabla U\left(Y_{\Gamma_{n}}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right)\right\|^{2} \\
&+\gamma_{n+1} \mathbb{E}^{\mathcal{F}_{\Gamma_{n}}}\left[\int_{\Gamma_{n}}^{\Gamma_{n+1}}\left\|\nabla U\left(Y_{s}\right)-\nabla U\left(Y_{\Gamma_{n}}\right)\right\|^{2} \mathrm{~d} s\right] .
\end{aligned}
$$

This result and $\mathbf{H} 1$ imply,

$$
\begin{align*}
\mathbb{E}^{\mathcal{F}_{\Gamma_{n}}}\left[\left\|\Delta_{n+1}\right\|^{2}\right] \leq\left\{1-\gamma_{n+1}\left(\kappa-2 \varepsilon_{1}\right)+\gamma_{n+1} L\left(\left(1+\varepsilon_{2}\right) \gamma_{n+1}-2 /(m+L)\right)_{+}\right\}\left\|\Delta_{n}\right\|^{2} \\
\quad+\left(\left(1+\varepsilon_{2}^{-1}\right) \gamma_{n+1}+\left(2 \varepsilon_{1}\right)^{-1}\right) \int_{\Gamma_{n}}^{\Gamma_{n+1}} \mathbb{E}^{\mathcal{F}_{\Gamma_{n}}}\left[\left\|\nabla U\left(Y_{s}\right)-\nabla U\left(Y_{\Gamma_{n}}\right)\right\|^{2}\right] \mathrm{d} s . \tag{S53}
\end{align*}
$$

By $\mathbf{H} 1$, the Markov property of $\left(Y_{t}\right)_{t \geq 0}$ and Lemma 19, we have

$$
\begin{aligned}
\int_{\Gamma_{n}}^{\Gamma_{n+1}} \mathbb{E}^{\mathcal{F}_{\Gamma_{n}}}\left[\| \nabla U\left(Y_{s}\right)-\right. & \left.\nabla U\left(Y_{\Gamma_{n}}\right) \|^{2}\right] \mathrm{d} s \\
& \leq L^{2}\left(d \gamma_{n+1}^{2}+d L^{2} \gamma_{n+1}^{4} / 12+\left(L^{2} \gamma_{n+1}^{3} / 2\right)\left\|Y_{\Gamma_{n}}-x^{\star}\right\|^{2}\right)
\end{aligned}
$$

Plugging this bound in (S53) concludes the proof.
Lemma S17. Let $\left(\gamma_{k}\right)_{k \geq 1}$ be a nonincreasing sequence of positive numbers. Let $\varpi, \beta>0$ be positive constants satisfying $\varpi^{2} \leq 4 \beta$ and $\tau>0$. Assume there exists $N \geq 1, \gamma_{N} \leq \tau$ and $\gamma_{N} \varpi \leq 1$. Then for all $n \geq 0, j \geq 2$
(i)

$$
\begin{aligned}
& \sum_{i=1}^{n+1} \prod_{k=i+1}^{n+1}\left(1-\gamma_{k} \varpi+\gamma_{k} \beta\left(\gamma_{k}-\tau\right)_{+}\right) \gamma_{i}^{j} \leq \sum_{i=N}^{n+1} \prod_{k=i+1}^{n+1}\left(1-\gamma_{k} \varpi\right) \gamma_{i}^{j} \\
&+\left\{\beta^{-1} \gamma_{1}^{j-2} \prod_{k=1}^{N-1}\left(1+\gamma_{k}^{2} \beta\right)\right\} \prod_{k=N}^{n+1}\left(1-\varpi \gamma_{k}\right)
\end{aligned}
$$

(ii) For all $\ell \in\{N, \ldots, n\}$,

$$
\sum_{i=N}^{n+1} \prod_{k=i+1}^{n+1}\left(1-\gamma_{k} \varpi\right) \gamma_{i}^{j} \leq \exp \left(-\sum_{k=\ell}^{n+1} \varpi \gamma_{k}\right) \sum_{i=N}^{\ell-1} \gamma_{i}^{j}+\frac{\gamma_{\ell}^{j-1}}{\varpi}
$$

Proof. By definition of $N$ we have

$$
\begin{align*}
& \sum_{i=1}^{n+1} \prod_{k=i+1}^{n+1}\left(1-\gamma_{k} \varpi+\gamma_{k} \beta\left(\gamma_{k}-\tau\right)_{+}\right) \gamma_{i}^{j} \\
& \leq \sum_{i=N}^{n+1} \prod_{k=i+1}^{n+1}\left(1-\gamma_{k} \varpi\right) \gamma_{i}^{j}+\left\{\sum_{i=1}^{N-1} \prod_{k=i+1}^{N-1}\left(1+\gamma_{k}^{2} \beta\right) \gamma_{i}^{j}\right\} \prod_{k=N}^{n+1}\left(1-\gamma_{k} \varpi\right) . \tag{S54}
\end{align*}
$$

Using that $\left(\gamma_{k}\right)_{k \geq 1}$ is nonincreasing, we have

$$
\begin{aligned}
\sum_{i=1}^{N-1} \prod_{k=i+1}^{N-1}\left(1+\gamma_{k}^{2} \beta\right) \gamma_{i}^{j} & \leq \sum_{i=1}^{N-1} \frac{\gamma_{i}^{j-2}}{\beta}\left\{\prod_{k=i}^{N-1}\left(1+\gamma_{k}^{2} \beta\right)-\prod_{k=i+1}^{N-1}\left(1+\gamma_{k}^{2} \beta\right)\right\} \\
& \leq \beta^{-1} \gamma_{1}^{j-2} \prod_{k=1}^{N-1}\left(1+\gamma_{k}^{2} \beta\right)
\end{aligned}
$$

Plugging this inequality in (S54) concludes the proof of (i). Let $\ell \in\{N, \ldots, n+1\}$. Since $\left(\gamma_{k}\right)_{k \geq 1}$ is nonincreasing and for every $x \in \mathbb{R},(1+x) \leq \mathrm{e}^{x}$, we get

$$
\begin{aligned}
\sum_{i=N}^{n+1} \prod_{k=i+1}^{n+1}\left(1-\gamma_{k} \varpi\right) \gamma_{i}^{j} & =\sum_{i=N}^{\ell-1} \prod_{k=i+1}^{n+1}\left(1-\gamma_{k} \varpi\right) \gamma_{i}^{j}+\sum_{i=\ell}^{n+1} \prod_{k=i+1}^{n+1}\left(1-\gamma_{k} \varpi\right) \gamma_{i}^{j} \\
& \leq \sum_{i=N}^{\ell-1} \exp \left(-\sum_{k=i+1}^{n+1} \varpi \gamma_{k}\right) \gamma_{i}^{j}+\gamma_{\ell}^{j-1} \sum_{i=\ell}^{n+1} \prod_{k=i+1}^{n+1}\left(1-\gamma_{k} \varpi\right) \gamma_{i} \\
& \leq \exp \left(-\sum_{k=\ell}^{n+1} \varpi \gamma_{k}\right) \sum_{i=N}^{\ell-1} \gamma_{i}^{j}+\frac{\gamma_{\ell}^{j-1}}{\varpi} .
\end{aligned}
$$

Lemma S18. Let $\left(\gamma_{k}\right)_{k \geq 1}$ be a nonincreasing sequence of positive numbers, $\varpi, \beta, \tau>0$ be positive real numbers, and $N \geq 1$ satisfying the assumptions of Lemma S17. Let $\mathrm{P} \in \mathbb{N}^{*}, C_{i} \geq 0, i=0, \ldots, \mathrm{P}$ be positive constants and $\left(u_{n}\right)_{n \geq 0}$ be a sequence of real numbers with $u_{0} \geq 0$ satisfying for all $n \geq 0$

$$
u_{n+1} \leq\left(1-\gamma_{n+1} \varpi+\beta \gamma_{n+1}\left(\gamma_{n+1}-\tau\right)_{+}\right) u_{n}+\sum_{i=0}^{\mathrm{P}} C_{j} \gamma_{n+1}^{j+2} .
$$

Then for all $n \geq 1$,

$$
\begin{aligned}
& u_{n} \leq\left\{\prod_{k=1}^{N-1}\left(1+\beta \gamma_{k}^{2}\right)\right\} \prod_{k=N}^{n}\left(1-\gamma_{k} \varpi\right) u_{0}+\sum_{j=0}^{\mathrm{P}} C_{j} \sum_{i=N}^{n} \prod_{k=i+1}^{n}\left(1-\gamma_{k} \varpi\right) \gamma_{i}^{j+2} \\
&+\left\{\sum_{j=0}^{\mathrm{P}} C_{j} \beta^{-1} \gamma_{1}^{j} \prod_{k=1}^{N-1}\left(1+\gamma_{k}^{2} \beta\right)\right\} \prod_{k=N}^{n}\left(1-\varpi \gamma_{k}\right) .
\end{aligned}
$$

Proof. This is a consequence of a straightforward induction and Lemma S17-(i).
Proposition S19. Assume $\boldsymbol{H} 1, \boldsymbol{H} 2$ and $\boldsymbol{G} 1$. Let $x^{\star}$ be the unique minimizer of $U$. Let $\zeta_{0} \in \mathcal{P}_{2}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right),\left(Y_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ such that $\left(Y_{0}, \bar{Y}_{0}\right)$ is distributed according to $\zeta_{0}$ and given by (9). Then for all $n \geq 0$ and $t \in\left[\Gamma_{n}, \Gamma_{n+1}\right]$ :

$$
\mathbb{E}\left[\left\|Y_{t}-\bar{Y}_{t}\right\|^{2}\right] \leq \tilde{u}_{n}^{(1)} \mathbb{E}\left[\left\|Y_{0}-\bar{Y}_{0}\right\|^{2}\right]+\tilde{u}_{n}^{(4)}+\tilde{u}_{t, n}^{(5)},
$$

where

$$
\begin{equation*}
\tilde{u}_{n}^{(1)}(\gamma)=\left\{\prod_{k=1}^{n_{1}-1}\left(1+L^{2}(1+\rho) \gamma_{k}^{2}\right)\right\} \prod_{k=n_{1}}^{n}\left(1-\kappa \gamma_{k} / 2\right), \tag{S55}
\end{equation*}
$$

$$
\begin{aligned}
\tilde{u}_{n}^{(4)}(\gamma)=\sum_{i=n_{1}}^{n} \gamma_{i}^{2} \mathrm{a}\left(\gamma_{i}\right) & \prod_{k=i+1}^{n}\left(1-\kappa \gamma_{k} / 2\right) \\
& +\mathrm{a}\left(\gamma_{1}\right)\left(L^{2}(1+\rho)\right)^{-1}\left\{\prod_{k=1}^{n_{1}-1}\left(1+\gamma_{k}^{2}(1+\rho) L^{2}\right)\right\} \prod_{k=n_{1}}^{n}\left(1-\kappa \gamma_{k} / 2\right)
\end{aligned}
$$

where for $\gamma>0$,

$$
\begin{aligned}
\mathrm{a}(\gamma) & =\left\{2 \kappa^{-1}+\left(1+\rho^{-1}\right) \gamma\right\}\left(d L^{2}+\delta L^{4} \gamma / 2+d L^{4} \gamma^{2} / 12\right), \\
\delta & =\max _{i \geq 1}\left\{\mathrm{e}^{-2 m \Gamma_{i-1}} \mathbb{E}\left[\left\|Y_{0}-x^{\star}\right\|^{2}\right]+\left(1-\mathrm{e}^{-2 m \Gamma_{i-1}}\right)(d / m)\right\},
\end{aligned}
$$

and

$$
\tilde{u}_{t, n}^{(5)}(\gamma)=\frac{m+L}{2}\left(\frac{\left(t-\Gamma_{n}\right)^{3} L^{2}}{3} \mathrm{G}_{1, n}\left(\mu_{0}, \gamma\right)+\left(t-\Gamma_{n}\right)^{2} d\right),
$$

where $\mathrm{G}_{1, n}\left(\mu_{0}, \gamma\right)$ is given by (S47) and $\mu_{0}$ is the initial distribution of $\bar{Y}_{0}$.
Proof. Lemma S16 with $\varepsilon_{1}=\kappa / 4$ and $\varepsilon_{2}=\rho$, G1, Lemma S17, ((i)) imply for all $n \geq 0$

$$
\begin{equation*}
\mathbb{E}\left[\left\|Y_{\Gamma_{n}}-\bar{Y}_{\Gamma_{n}}\right\|^{2}\right] \leq \tilde{u}_{n}^{(1)}(\gamma) \mathbb{E}\left[\left\|Y_{0}-\bar{Y}_{0}\right\|^{2}\right]+\tilde{u}_{n}^{(4)}(\gamma) . \tag{S56}
\end{equation*}
$$

Now let $n \geq 0$ and $t \in\left[\Gamma_{n}, \Gamma_{n+1}\right]$. By (9),

$$
\begin{equation*}
\left\|Y_{t}-\bar{Y}_{t}\right\|^{2}=\left\|Y_{\Gamma_{n}}-\bar{Y}_{\Gamma_{n}}\right\|^{2}-2 \int_{\Gamma_{n}}^{t}\left\langle\nabla U\left(Y_{s}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right), Y_{s}-\bar{Y}_{s}\right\rangle \mathrm{d} s \tag{S57}
\end{equation*}
$$

Moreover for all $s \in\left[\Gamma_{n}, \Gamma_{n+1}\right]$, by (3) we get

$$
\begin{align*}
& \left\langle\nabla U\left(Y_{s}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right), Y_{s}-\bar{Y}_{s}\right\rangle=\left\langle\nabla U\left(Y_{s}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right), Y_{s}-\bar{Y}_{\Gamma_{n}}+\bar{Y}_{\Gamma_{n}}-\bar{Y}_{s}\right\rangle \\
& \quad \geq(m+L)^{-1}\left\|\nabla U\left(Y_{s}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right)\right\|^{2}+\left\langle\nabla U\left(Y_{s}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right), \bar{Y}_{\Gamma_{n}}-\bar{Y}_{s}\right\rangle . \tag{S58}
\end{align*}
$$

Since $|\langle a, b\rangle| \leq(m+L)^{-1}\|a\|^{2}+(m+L)\|b\|^{2} / 4$, we have

$$
\begin{aligned}
& \left\langle\nabla U\left(Y_{s}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right), \bar{Y}_{\Gamma_{n}}-\bar{Y}_{s}\right\rangle \\
& \quad \geq-(m+L)^{-1}\left\|\nabla U\left(Y_{s}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right)\right\|^{2}-(m+L)\left\|\bar{Y}_{s}-\bar{Y}_{\Gamma_{n}}\right\|^{2} / 4 .
\end{aligned}
$$

Using this inequality in (S58), we get

$$
\left\langle\nabla U\left(Y_{s}\right)-\nabla U\left(\bar{Y}_{\Gamma_{n}}\right), Y_{s}-\bar{Y}_{s}\right\rangle \geq-(m+L)\left\|\bar{Y}_{s}-\bar{Y}_{\Gamma_{n}}\right\|^{2} / 4,
$$

and (S57) becomes

$$
\begin{equation*}
\left\|Y_{t}-\bar{Y}_{t}\right\|^{2} \leq\left\|Y_{\Gamma_{n}}-\bar{Y}_{\Gamma_{n}}\right\|^{2}+((m+L) / 2) \int_{\Gamma_{n}}^{t}\left\|\bar{Y}_{s}-\bar{Y}_{\Gamma_{n}}\right\|^{2} \mathrm{~d} s \tag{S59}
\end{equation*}
$$

Therefore, by the previous inequality, it remains to bound the expectation of $\left\|\bar{Y}_{s}-\bar{Y}_{\Gamma_{n}}\right\|^{2}$. By (9) and using $\nabla U\left(x^{\star}\right)=0$,

$$
\left\|\bar{Y}_{s}-\bar{Y}_{\Gamma_{n}}\right\|^{2}=\left\|-\left(s-\Gamma_{n}\right)\left(\nabla U\left(\bar{Y}_{\Gamma_{n}}\right)-\nabla U\left(x^{\star}\right)\right)+\sqrt{2}\left(B_{s}-B_{\Gamma_{n}}\right)\right\|^{2}
$$

Then taking the expectation, using the Markov property of $\left(B_{t}\right)_{t \geq 0}$ and $\mathbf{H} 1$, we have

$$
\begin{equation*}
\mathbb{E}\left[\left\|\bar{Y}_{s}-\bar{Y}_{\Gamma_{n}}\right\|^{2}\right] \leq\left(s-\Gamma_{n}\right)^{2} L^{2} \mathbb{E}\left[\left\|\bar{Y}_{\Gamma_{n}}-x^{\star}\right\|^{2}\right]+2\left(s-\Gamma_{n}\right) d \tag{S60}
\end{equation*}
$$

The proof follows from taking the expectation in (S59), combining (S56)-(S60), and using Theorem S15.

Theorem S20. Assume $\boldsymbol{H} 1, \boldsymbol{H} 2$ and $\boldsymbol{G}$ 1. Then for all $\mu_{0} \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ and $n \geq 1$,

$$
\begin{equation*}
W_{2}^{2}\left(\mu_{0} Q_{\gamma}^{n}, \pi\right) \leq \tilde{u}_{n}^{(1)}(\gamma) W_{2}^{2}\left(\mu_{0}, \pi\right)+\tilde{u}_{n}^{(2)}(\gamma) \tag{S61}
\end{equation*}
$$

where $\left(\tilde{u}_{n}^{(1)}\right)_{n \geq 0}$ is given by (S55) and

$$
\begin{align*}
\tilde{u}_{n}^{(2)}(\gamma)=\sum_{i=n_{1}}^{n} & \gamma_{i}^{2} \mathrm{~b}\left(\gamma_{i}\right) \prod_{k=i+1}^{n}\left(1-\kappa \gamma_{k} / 2\right) \\
& +\mathrm{b}\left(\gamma_{1}\right)\left(L^{2}(1+\rho)\right)^{-1}\left\{\prod_{k=1}^{n_{1}-1}\left(1+\gamma_{k}^{2}(1+\rho) L^{2}\right)\right\} \prod_{k=n_{1}}^{n}\left(1-\kappa \gamma_{k} / 2\right) \tag{S62}
\end{align*}
$$

where

$$
\mathrm{b}(\gamma)=\left\{2 \kappa^{-1}+\left(1+\rho^{-1}\right) \gamma\right\}\left(d L^{2}+d L^{4} \gamma /(2 m)+d L^{4} \gamma^{2} / 12\right)
$$

Proof. Let $\zeta_{0}$ be an optimal transference plan of $\mu_{0}$ and $\pi$. Let $\left(Y_{t}, \bar{Y}_{t}\right)_{t \geq 0}$ with $\left(Y_{0}, \bar{Y}_{0}\right)$ distributed according to $\zeta_{0}$ and defined by (9). By definition of $W_{2}$ and since for all $t \geq 0, \pi$ is invariant for $P_{t}, W_{2}^{2}\left(\mu_{0} Q^{n}, \pi\right) \leq \mathbb{E}\left[\left\|Y_{\Gamma_{n}}-X_{\Gamma_{n}}\right\|^{2}\right]$. Then the proof follows from Proposition S19 since $Y_{0}$ is distributed according to $\pi$ and by Proposition 1-(ii), which shows that $\delta \leq d / m$.

### 8.1 Explicit bound based on Theorem $\mathbf{S} 20$ for $\gamma_{k}=\gamma_{1} k^{\alpha}$ with $\alpha \in(0,1]$

We give here a bound on the sequences $\left(\tilde{u}_{n}^{(1)}(\gamma)\right)_{n \geq 1}$ and $\left(\tilde{u}_{n}^{(2)}(\gamma)\right)_{n \geq 1}$ for $\left(\gamma_{k}\right)_{k \geq 1}$ defined by $\gamma_{1}>0$ and $\gamma_{k}=\gamma_{1} k^{-\alpha}$ for $\alpha \in(0,1]$. Recall that $\boldsymbol{\psi}_{\beta}$ is given by (S38). First note, since $\left(\gamma_{k}\right)_{k \geq 1}$ is nonincreasing, for all $n \geq 1$, we have

$$
\begin{align*}
\tilde{u}_{n}^{(2)}(\gamma) \leq & \sum_{j=0}^{1} \mathrm{C}_{j} \sum_{i=n_{1}}^{n} \gamma_{i}^{j+2} \prod_{k=i+1}^{n}\left(1-\kappa \gamma_{k} / 2\right) \\
& +\sum_{j=0}^{1} \mathrm{C}_{j}\left(L^{2}(1+\rho)\right)^{-1} \gamma_{1}^{j}\left\{\prod_{k=1}^{n_{1}-1}\left(1+\gamma_{k}^{2}(1+\rho) L^{2}\right)\right\} \prod_{k=n_{1}}^{n}\left(1-\kappa \gamma_{k} / 2\right) \tag{S63}
\end{align*}
$$

where

$$
\mathrm{C}_{1}=\mathrm{b} d L^{2}, \mathrm{C}_{2}=\mathrm{b}\left(d L^{4} /(2 m)+\gamma_{1} d L^{4} / 12\right), \mathrm{b}=2 \kappa^{-1}+\left(1+\rho^{-1}\right) \gamma_{1}
$$

1. For $\alpha=1$ and $n_{1}=1$, by (S39) and (S40), we have

$$
\begin{aligned}
& \tilde{u}_{n}^{(1)}(\gamma) \leq(n+1)^{-\kappa \gamma_{1} / 2} \\
& \tilde{u}_{n}^{(2)}(\gamma) \leq(n+1)^{-\kappa \gamma_{1} / 2} \sum_{j=0}^{1} \mathrm{C}_{j}\left\{\gamma_{1}^{j+2}\left(\boldsymbol{\psi}_{\kappa \gamma_{1} / 2-1-j}(n+1)+1\right)+\left(L^{2}(1+\rho)\right)^{-1} \gamma_{1}^{j}\right\} .
\end{aligned}
$$

For $n_{1}>1$, since $\left(\gamma_{k}\right)_{k \geq 0}$ is non increasing, using again (S39), (S40), and the bound for $t \in \mathbb{R},(1+t) \leq \mathrm{e}^{t}$

$$
\begin{aligned}
\tilde{u}_{n}^{(1)}(\gamma) & \leq(n+1)^{-\kappa \gamma_{1} / 2} \exp \left\{\kappa \gamma_{1} \boldsymbol{\psi}_{0}\left(n_{1}\right) / 2+L^{2}(1+\rho) \gamma_{1}^{2}\left(\boldsymbol{\psi}_{-1}\left(n_{1}-1\right)+1\right)\right\} \\
\tilde{u}_{n}^{(2)}(\gamma) & \leq(n+1)^{-\kappa \gamma_{1} / 2} \sum_{j=0}^{1} \mathrm{C}_{j}\left(\gamma_{1}^{j+2}\left(\boldsymbol{\psi}_{\kappa \gamma_{1} / 2-1-j}(n+1)-\boldsymbol{\psi}_{\kappa \gamma_{1} / 2-1-j}\left(n_{1}\right)+1\right)\right. \\
& +\left(\gamma_{1}^{j} /\left(L^{2}(1+\rho)\right) \exp \left\{\kappa \gamma_{1} \boldsymbol{\psi}_{0}\left(n_{1}\right) / 2+L^{2}(1+\rho) \gamma_{1}^{2}\left(\boldsymbol{\psi}_{-1}\left(n_{1}-1\right)+1\right)\right\}\right) .
\end{aligned}
$$

Thus, for $\gamma_{1}>\kappa / 2$, we get a bound in $\mathcal{O}\left(n^{-1}\right)$.
2. For $\alpha \in(0,1)$ and $n_{1}=1$, by (S39) and Lemma S17-(ii) applied with $\ell=\lceil n / 2\rceil$, we have

$$
\begin{aligned}
\tilde{u}_{n}^{(1)}(\gamma) \leq & \exp (- \\
\tilde{u}_{n}^{(2)}(\gamma) \leq \sum_{j=0}^{1} \mathrm{C}_{j}\{ & \left\{\gamma_{1}^{j+2}\left(\boldsymbol{\psi}_{1-\alpha(j+2)}(\lceil n / 2\rceil)+1\right) \mathrm{e}^{-\left(\kappa \gamma_{1} / 2\right)\left(\boldsymbol{\psi}_{1-\alpha}(n+1)-\boldsymbol{\psi}_{1-\alpha}(\lceil n / 2\rceil)\right)}\right. \\
& \left.+2 \kappa^{-1} \gamma_{1}^{j+1}(n / 2)^{-\alpha(j+1)}+\gamma_{1}^{j} \mathrm{e}^{-\left(\kappa \gamma_{1} / 2\right) \boldsymbol{\psi}_{\alpha-1}(n+1)}\right\} .
\end{aligned}
$$

For $n_{1}>1$ and $\lceil n / 2\rceil \geq n_{1}$, since $\left(\gamma_{k}\right)_{k \geq 0}$ is non increasing, using again (S39), and Lemma S17-(ii) applied with $\ell=\lceil n / 2\rceil$, and the bound for $t \in \mathbb{R},(1+t) \leq \mathrm{e}^{t}$, we get

$$
\begin{aligned}
& \tilde{u}_{n}^{(1)}(\gamma) \leq \mathrm{e}^{-\kappa \gamma_{1}\left(\boldsymbol{\psi}_{\alpha-1}(n+1)-\boldsymbol{\psi}_{1-\alpha}\left(n_{1}\right)\right) / 2+L^{2}(1+\rho) \gamma_{1}^{2}\left(\boldsymbol{\psi}_{1-2 \alpha}\left(n_{1}-1\right)+1\right)} \\
& \tilde{u}_{n}^{(2)}(\gamma) \leq \sum_{j=0}^{1} \mathrm{C}_{j}\left\{2 \kappa^{-1} \gamma_{1}^{j+1}(n / 2)^{-\alpha(j+1)}\right. \\
& +\gamma_{1}^{j+2}\left(\boldsymbol{\psi}_{1-\alpha(j+2)}(\lceil n / 2\rceil)-\boldsymbol{\psi}_{1-\alpha(j+2)}\left(n_{1}\right)+1\right) \mathrm{e}^{-\left(\kappa \gamma_{1} / 2\right)\left(\boldsymbol{\psi}_{1-\alpha}(n+1)-\boldsymbol{\psi}_{1-\alpha}(\lceil n / 2\rceil)\right)} \\
& +\left(\gamma_{1}^{j} /\left(L^{2}(1+\rho)\right) \mathrm{e}^{-\kappa \gamma_{1}\left(\boldsymbol{\psi}_{\alpha-1}(n+1)-\boldsymbol{\psi}_{1-\alpha}\left(n_{1}\right)\right) / 2+L^{2}(1+\rho) \gamma_{1}^{2}\left(\boldsymbol{\psi}_{1-2 \alpha}\left(n_{1}-1\right)+1\right)}\right\} .
\end{aligned}
$$

## 9 Explicit bounds on the MSE

Without loss of generality, assume that $\|f\|_{\text {Lip }}=1$. In the following, denote by $\Omega(x)=$ $\left\|x-x^{\star}\right\|^{2}+d / m$ and $C$ a constant (which may take different values upon each appearance), which does not depend on $m, L, \gamma_{1}, \alpha$ and $\left\|x-x^{\star}\right\|$.

### 9.1 Explicit bounds based on Theorem 5

1. First for $\alpha=0$, recall by Theorem 5 and (S34) we have for all $p \geq 1$,

$$
W_{2}^{2}\left(\delta_{x} R_{\gamma}^{p}, \pi\right) \leq 2 \Omega(x)\left(1-\kappa \gamma_{1} / 2\right)^{p}+2 \kappa^{-1}\left(\mathrm{~A}_{0} \gamma_{1}+\mathrm{A}_{1} \gamma_{1}^{2}\right),
$$

where $\mathrm{A}_{0}$ and $\mathrm{A}_{1}$ are given by (S35) and (S36) respectively. So by (S23) and Lemma 7, we have the following bound for the bias

$$
\left\{\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]-\pi(f)\right\}^{2} \leq C\left(\frac{\kappa^{-1} \exp \left(-\kappa N \gamma_{1} / 2\right) \Omega(x)}{\gamma_{1} n}+\kappa^{-1} \mathrm{~A}_{0} \gamma_{1}\right)
$$

Therefore plugging this inequality and the one given by Theorem S1 implies:

$$
\begin{equation*}
\operatorname{MSE}_{f}^{N, n} \leq C\left(\kappa^{-1} \mathrm{~A}_{0} \gamma_{1}+\frac{\kappa^{-2}+\kappa^{-1} \exp \left(-\kappa N \gamma_{1} / 2\right) \Omega(x)}{n \gamma_{1}}\right) . \tag{S64}
\end{equation*}
$$

So with fixed $\gamma_{1}$ this bound is of order $\gamma_{1}$. If we fix the number of iterations $n$, we can optimize the choice of $\gamma_{1}$. Set

$$
\gamma_{\star, 0}(n)=\left(\kappa^{-1} \mathrm{~A}_{0}\right)^{-1}\left(C_{\mathrm{MSE}, 0} / n\right)^{1 / 2}, \text { where } C_{\mathrm{MSE}, 0}=\kappa^{-3} \mathrm{~A}_{0}
$$

and (S64) becomes if $\gamma_{1} \leftarrow \gamma_{\star, 0}(n)$,

$$
\operatorname{MSE}_{f}^{N, n} \leq C\left(C_{\mathrm{MSE}, 0} n\right)^{-1 / 2}\left(\kappa^{-1} \exp \left(-\kappa N \gamma_{\star, 0}(n) / 2\right) \Omega(x)+C_{\mathrm{MSE}, 0}\right)
$$

Setting $N_{0}(n)=2\left(\kappa \gamma_{\star, 0}(n)\right)^{-1} \log (\Omega(x))$, we end up with

$$
\operatorname{MSE}_{f}^{N_{0}(n), n} \leq C\left(C_{\mathrm{MSE}, 0} / n\right)^{1 / 2} .
$$

Note that $N_{0}(n)$ is of order $n^{1 / 2}$.
2. For $\alpha \in(0,1 / 2)$ by Theorem 5, Lemma 7, (S39) and (S41), we have the following bound for the bias

$$
\left\{\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]-\pi(f)\right\}^{2} \leq C\left(\frac{\kappa^{-1} \mathrm{~A}_{0} \gamma_{1}}{(1-2 \alpha) n^{\alpha}}+\frac{\kappa^{-1} \exp \left\{-\kappa \gamma_{1} N^{1-\alpha} /(2(1-\alpha))\right\} \Omega(x)}{\gamma_{1} n^{1-\alpha}}\right)
$$

Plugging this inequality and the one given by Theorem S1 implies:

$$
\begin{equation*}
\operatorname{MSE}_{f}^{N, n} \leq C\left(\frac{\kappa^{-1} \mathrm{~A}_{0} \gamma_{1}}{(1-2 \alpha) n^{\alpha}}+\frac{\kappa^{-1} \exp \left\{-\kappa \gamma_{1} N^{1-\alpha} /(2(1-\alpha))\right\} \Omega(x)+\kappa^{-2}}{\gamma_{1} n^{1-\alpha}}\right) \tag{S65}
\end{equation*}
$$

At fixed $\gamma_{1}$, this bound is of order $n^{-\alpha}$, and is better than (S64) for $\left(\gamma_{k}\right)_{k \geq 1}$ constant. If we fix the number of iterations $n$, we can optimize the choice of $\gamma_{1}$ again. Set
$\gamma_{\star, \alpha}(n)=\left(\kappa^{-1} \mathrm{~A}_{0} /(1-2 \alpha)\right)^{-1}\left(C_{\mathrm{MSE}, \alpha} / n^{1-2 \alpha}\right)^{1 / 2}$, where $C_{\mathrm{MSE}, \alpha}=\kappa^{-3} \mathrm{~A}_{0} /(1-2 \alpha)$,
(S65) becomes with $\gamma_{1} \leftarrow \gamma_{\star, \alpha}(n)$,

$$
\begin{aligned}
& \operatorname{MSE}_{f}^{N, n} \\
& \quad \leq C\left(C_{\mathrm{MSE}, \alpha} n\right)^{-1 / 2}\left(\kappa^{-1} \exp \left\{-\kappa N^{1-\alpha} \gamma_{\star, \alpha}(n) /(2(1-\alpha))\right\} \Omega(x)+C_{\mathrm{MSE}, \alpha}\right)
\end{aligned}
$$

Setting $N_{\alpha}(n)=\left\{2(1-\alpha)\left(\kappa \gamma_{\star, \alpha}(n)\right)^{-1} \log (\Omega(x))\right\}^{1 /(1-\alpha)}$, we end up with

$$
\operatorname{MSE}_{f}^{N_{\alpha}(n), n} \leq C\left(C_{\mathrm{MSE}, \alpha} / n\right)^{1 / 2}
$$

It is worthwhile to note that the order of $N_{\alpha}(n)$ in $n$ is $n^{(1-2 \alpha) /(2(1-\alpha))}$, and $C_{\text {MSE }, \alpha}$ goes to infinity as $\alpha \rightarrow 1 / 2$.
3. If $\alpha=1 / 2$, by Theorem 5 , Lemma 7, (S39) and (S41), we have the following bound for the bias

$$
\left\{\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]-\pi(f)\right\}^{2} \leq C\left(\frac{\kappa^{-1} \mathrm{~A}_{0} \gamma_{1} \log (n)}{n^{1 / 2}}+\frac{\kappa^{-1} \exp \left\{-\kappa \gamma_{1} N^{1 / 2} / 4\right\} \Omega(x)}{\gamma_{1} n^{1 / 2}}\right)
$$

Plugging this inequality and the one given by Theorem S1 implies:

$$
\begin{equation*}
\operatorname{MSE}_{f}^{N, n} \leq C\left(\frac{\kappa^{-1} \mathrm{~A}_{0} \gamma_{1} \log (n)}{n^{1 / 2}}+\frac{\kappa^{-1} \exp \left\{-\kappa \gamma_{1} N^{1 / 2} / 4\right\} \Omega(x)+\kappa^{-2}}{\gamma_{1} n^{1 / 2}}\right) \tag{S66}
\end{equation*}
$$

At fixed $\gamma_{1}$, the order of this bound is $\log (n) n^{-1 / 2}$, and is the best bound for the MSE. Fix the number of iterations $n$, and we now optimize the choice of $\gamma_{1}$. Set

$$
\gamma_{\star, 1 / 2}(n)=\left(\kappa^{-1} \mathrm{~A}_{0}\right)^{-1}\left(C_{\mathrm{MSE}, 1 / 2} / \log (n)\right)^{1 / 2}, \text { where } C_{\mathrm{MSE}, 1 / 2}=\kappa^{-3} \mathrm{~A}_{0},
$$

and (S66) becomes with $\gamma_{1} \leftarrow \gamma_{\star, 1 / 2}(n)$,

$$
\begin{aligned}
& \operatorname{MSE}_{f}^{N, n} \\
& \quad \leq C\left(\frac{\log (n)}{n C_{\mathrm{MSE}, 1 / 2}}\right)^{1 / 2}\left(\kappa^{-1} \exp \left\{-\kappa N^{1 / 2} \gamma_{\star, 1 / 2}(n) / 4\right\} \Omega(x)+\frac{C_{\mathrm{MSE}, 1 / 2}}{\log (n)}\right) .
\end{aligned}
$$

Setting $N_{1 / 2}(n)=\left(4\left(\kappa \gamma_{\star, 1 / 2}(n)\right)^{-1} \log (\Omega(x))\right)^{2}$, we end up with

$$
\operatorname{MSE}_{f}^{N_{1 / 2}(n), n} \leq C\left(\frac{\log (n) C_{\mathrm{MSE}, 1 / 2}}{n}\right)^{1 / 2}
$$

4. For $\alpha \in(1 / 2,1]$, by Theorem 5, Lemma 7, (S39) and (S41), we have the following bound for the bias

$$
\left\{\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]-\pi(f)\right\}^{2} \leq C\left(\frac{\kappa^{-1} \mathrm{~A}_{0} \gamma_{1}}{n^{1-\alpha}}+\frac{\kappa^{-1} \exp \left\{-\kappa \gamma_{1} N^{1-\alpha} /(2(1-\alpha))\right\} \Omega(x)}{\gamma_{1} n^{1-\alpha}}\right) .
$$

Plugging this inequality and the one given by Theorem S1 implies:

$$
\operatorname{MSE}_{f}^{N, n} \leq C\left(\frac{\kappa^{-1} \mathrm{~A}_{0} \gamma_{1}}{n^{1-\alpha}}+\frac{\kappa^{-1} \exp \left\{-\kappa \gamma_{1} N^{1-\alpha} /(2(1-\alpha))\right\} \Omega(x)+\kappa^{-2}}{\gamma_{1} n^{1-\alpha}}\right)
$$

For fixed $\gamma_{1}$, the MSE is of order $n^{1-\alpha}$, and is worse than for $\alpha \in[0,1 / 2]$. For a fixed number of iteration $n$, optimizing $\gamma_{1}$ would imply to choose $\gamma_{1} \rightarrow+\infty$ as $n \rightarrow+\infty$. Therefore, in that case, the best choice of $\gamma_{1}$ is the largest possible value $1 /(m+L)$.
5. For $\alpha=1$, by Theorem 5, Lemma 7, (S39) and (S41), the bias is upper bounded by

$$
\left\{\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]-\pi(f)\right\}^{2} \leq C\left(\frac{\kappa^{-1} \mathrm{~A}_{0} \gamma_{1}}{\log (n)}+\frac{\kappa^{-1} N^{-\kappa \gamma_{1} / 2} \Omega(x)}{\gamma_{1} \log (n)}\right)
$$

Plugging this inequality and the one given by Theorem S1 implies:

$$
\operatorname{MSE}_{f}^{N, n} \leq C\left(\frac{\kappa^{-1} \mathrm{~A}_{0} \gamma_{1}}{\log (n)}+\frac{\kappa^{-1} N^{-\kappa \gamma_{1} / 2} \Omega(x)+\kappa^{-2}}{\gamma_{1} \log (n)}\right)
$$

For fixed $\gamma_{1}$, the order of the MSE is $(\log (n))^{-1}$. For a fixed number of iterations, the conclusions are the same than for $\alpha \in(1 / 2,1)$.

### 9.2 Explicit bound based on Theorem 9

1. First for $\alpha=0$, recall by Theorem 9 and (S42) we have for all $p \geq 1$,

$$
W_{2}^{2}\left(\delta_{x} R_{\gamma}^{p}, \pi\right) \leq 2 \Omega(x)\left(1-\kappa \gamma_{1} / 2\right)^{p}+2 \kappa^{-1}\left(\mathrm{~B}_{0} \gamma_{1}+\mathrm{B}_{1} \gamma_{1}^{2}\right)
$$

where $\mathrm{B}_{0}$ and $\mathrm{B}_{1}$ are given by (S43) and (S44) respectively. So by and Lemma 7, we have the following bound for the bias

$$
\left\{\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]-\pi(f)\right\}^{2} \leq C\left(\frac{\kappa^{-1} \exp \left(-\kappa N \gamma_{1} / 2\right) \Omega(x)}{\gamma_{1} n}+\kappa^{-1} \mathrm{~B}_{0} \gamma_{1}^{2}\right)
$$

Therefore plugging this inequality and the one given by Theorem S1 implies:

$$
\begin{equation*}
\mathrm{MSE}_{f}^{N, n} \leq C\left(\kappa^{-1} \mathrm{~B}_{0} \gamma_{1}^{2}+\frac{\kappa^{-2}+\kappa^{-1} \exp \left(-\kappa N \gamma_{1} / 2\right) \Omega(x)}{n \gamma_{1}}\right) \tag{S67}
\end{equation*}
$$

So with fixed $\gamma_{1}$ this bound is of order $\gamma_{1}$. If we fix the number of iterations $n$, we can optimize the choice of $\gamma_{1}$. Set

$$
\gamma_{\star, 0}(n)=\left(\kappa \mathrm{B}_{0} n\right)^{-1 / 3}
$$

and (S64) becomes if $\gamma_{1} \leftarrow \gamma_{\star, 0}(n)$,

$$
\operatorname{MSE}_{f}^{N, n} \leq C\left(\mathrm{~B}_{0}^{-1 / 2} n\right)^{-2 / 3}\left(\kappa^{-4 / 3} \exp \left(-\kappa N \gamma_{\star, 0}(n) / 2\right) \Omega(x)+\kappa^{-5 / 3}\right)
$$

Setting $N_{0}(n)=2\left(\kappa \gamma_{\star, 0}(n)\right)^{-1} \log (\Omega(x))$, we end up with

$$
\operatorname{MSE}_{f}^{N_{0}(n), n} \leq C\left(\mathrm{~B}_{0}^{-1 / 2} \kappa^{5 / 2} n\right)^{-2 / 3}
$$

Note that $N_{0}(n)$ is of order $n^{1 / 3}$.
2. For $\alpha \in(0,1 / 3)$ by Theorem 9, Lemma 7, (S39) and (S45), we have the following bound for the bias

$$
\left\{\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]-\pi(f)\right\}^{2} \leq C\left(\frac{\kappa^{-1} \mathrm{~B}_{0} \gamma_{1}^{2}}{(1-3 \alpha) n^{2 \alpha}}+\frac{\kappa^{-1} \exp \left\{-\kappa \gamma_{1} N^{1-\alpha} /(2(1-\alpha))\right\} \Omega(x)}{\gamma_{1} n^{1-\alpha}}\right)
$$

Plugging this inequality and the one given by Theorem S1 implies:

$$
\begin{equation*}
\operatorname{MSE}_{f}^{N, n} \leq C\left(\frac{\kappa^{-1} \mathrm{~B}_{0} \gamma_{1}^{2}}{(1-3 \alpha) n^{2 \alpha}}+\frac{\kappa^{-1} \exp \left\{-\kappa \gamma_{1} N^{1-\alpha} /(2(1-\alpha))\right\} \Omega(x)+\kappa^{-2}}{\gamma_{1} n^{1-\alpha}}\right) \tag{S68}
\end{equation*}
$$

If we fix the number of iterations $n$, we can optimize the choice of $\gamma_{1}$ again. Set

$$
\gamma_{\star, \alpha}(n)=\left(n^{1-3 \alpha} \kappa \mathrm{~B}_{0} /(1-3 \alpha)\right)^{-1 / 3}
$$

(S68) becomes with $\gamma_{1} \leftarrow \gamma_{\star, \alpha}(n)$,
$\operatorname{MSE}_{f}^{N, n} \leq C\left(\mathrm{~B}_{0}^{-1 / 2} n\right)^{-2 / 3}\left(\kappa^{-4 / 3} \exp \left(-\kappa N \gamma_{\star, 0}(n) /(2(1-\alpha))\right) \Omega(x)+\kappa^{-5 / 3}(1-3 \alpha)^{-1 / 3}\right)$.
Setting $N_{\alpha}(n)=\left\{\left(\kappa \gamma_{\star, \alpha}(n)\right)^{-1} \log (\Omega(x))\right\}^{1 /(1-\alpha)}$, we end up with

$$
\operatorname{MSE}_{f}^{N_{\alpha}(n), n} \leq C\left(\mathrm{~B}_{0}^{-1 / 2} \kappa^{5 / 2} n\right)^{-2 / 3}
$$

It is worthwhile to note that the order of $N_{\alpha}(n)$ in $n$ is $n^{(1-3 \alpha) /(3(1-\alpha))}$.
3. If $\alpha=1 / 3$, by Theorem 9, Lemma 7, (S39) and (S45), we have the following bound for the bias

$$
\left\{\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]-\pi(f)\right\}^{2} \leq C\left(\frac{\kappa^{-1} \mathrm{~B}_{0} \gamma_{1}^{2} \log (n)}{n^{2 / 3}}+\frac{\kappa^{-1} \exp \left\{-\kappa \gamma_{1} N^{2 / 3} / 4\right\} \Omega(x)}{\gamma_{1} n^{2 / 3}}\right)
$$

Plugging this inequality and the one given by Theorem S1 implies:

$$
\begin{equation*}
\operatorname{MSE}_{f}^{N, n} \leq C\left(\frac{\kappa^{-1} \mathrm{~B}_{0} \gamma_{1}^{2} \log (n)}{n^{2 / 3}}+\frac{\kappa^{-1} \exp \left\{-\kappa \gamma_{1} N^{2 / 3} / 4\right\} \Omega(x)+\kappa^{-2}}{\gamma_{1} n^{2 / 3}}\right) \tag{S69}
\end{equation*}
$$

At fixed $\gamma_{1}$, the order of this bound is $\log (n) n^{-2 / 3}$, and is the best bound for the MSE. Fix the number of iterations $n$, and we now optimize the choice of $\gamma_{1}$. Set

$$
\gamma_{\star, 1 / 2}(n)=\left(\kappa \mathrm{B}_{0} \log (n)\right)^{-1 / 3}
$$

and (S69) becomes with $\gamma_{1} \leftarrow \gamma_{\star, 1 / 2}(n)$,

$$
\operatorname{MSE}_{f}^{N, n} \leq C\left(\frac{\log (n) \mathrm{B}_{0}}{n^{2}}\right)^{1 / 3}\left(\kappa^{-4 / 3} \exp \left\{-\kappa N^{1 / 2} \gamma_{\star, 1 / 2}(n) / 4\right\} \Omega(x)+\kappa^{-5 / 3}\right)
$$

Setting $N_{1 / 2}(n)=\left(4\left(\kappa \gamma_{\star, 1 / 2}(n)\right)^{-1} \log (\Omega(x))\right)^{3 / 2}$, we end up with

$$
\operatorname{MSE}_{f}^{N_{1 / 2}(n), n} \leq C\left(\frac{\log (n) \mathrm{B}_{0}}{\kappa^{5} n^{2}}\right)^{1 / 3}
$$

We can see that we obtain a worse bound than for $\alpha=0$ and $\alpha \in(0,1 / 3)$.
4. For $\alpha \in(1 / 3,1]$, by Theorem 9, Lemma 7, (S39) and (S45), we have the following bound for the bias

$$
\left\{\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]-\pi(f)\right\}^{2} \leq C\left(\frac{\kappa^{-1} \mathrm{~B}_{0} \gamma_{1}}{n^{1-\alpha}}+\frac{\kappa^{-1} \exp \left\{-\kappa \gamma_{1} N^{1-\alpha} /(2(1-\alpha))\right\} \Omega(x)}{\gamma_{1} n^{1-\alpha}}\right)
$$

Plugging this inequality and the one given by Theorem S1 implies:

$$
\operatorname{MSE}_{f}^{N, n} \leq C\left(\frac{\kappa^{-1} \mathrm{~B}_{0} \gamma_{1}}{n^{1-\alpha}}+\frac{\kappa^{-1} \exp \left\{-\kappa \gamma_{1} N^{1-\alpha} /(2(1-\alpha))\right\} \Omega(x)+\kappa^{-2}}{\gamma_{1} n^{1-\alpha}}\right)
$$

For fixed $\gamma_{1}$, the MSE is of order $n^{1-\alpha}$, and is worse than for $\alpha=1 / 2$. For a fixed number of iteration $n$, optimizing $\gamma_{1}$ would imply to choose $\gamma_{1} \rightarrow+\infty$ as $n \rightarrow+\infty$. Therefore, in that case, the best choice of $\gamma_{1}$ is the largest possible value $1 /(m+L)$.
5. For $\alpha=1$, by Theorem 9, Lemma 7, (S39) and (S41), the bias is upper bounded by

$$
\left\{\mathbb{E}_{x}\left[\hat{\pi}_{n}^{N}(f)\right]-\pi(f)\right\}^{2} \leq C\left(\frac{\kappa^{-1} \mathrm{~B}_{0} \gamma_{1}}{\log (n)}+\frac{\kappa^{-1} N^{-\kappa \gamma_{1} / 2} \Omega(x)}{\gamma_{1} \log (n)}\right) .
$$

Plugging this inequality and the one given by Theorem S1 implies:

$$
\operatorname{MSE}_{f}^{N, n} \leq C\left(\frac{\kappa^{-1} \mathrm{~B}_{0} \gamma_{1}}{\log (n)}+\frac{\kappa^{-1} N^{-\kappa \gamma_{1} / 2} \Omega(x)+\kappa^{-2}}{\gamma_{1} \log (n)}\right) .
$$

For fixed $\gamma_{1}$, the order of the MSE is $(\log (n))^{-1}$. For a fixed number of iterations, the conclusions are the same than for $\alpha \in(1 / 2,1)$.
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