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**Abstract**

In the field of power optimization of photovoltaic panels (PV), there exist many maximum power point tracking (MPPT) control algorithms, such as: the perturb and observe (P&O) one, the algorithms based on fuzzy logic and the ones using a neural network approaches. Among these MPPT control algorithms, P&O is one of the most widely used due to its simplicity of implementation. However, the major drawback of this kind of algorithm is the lack of accuracy due to oscillations around the PPM. Conversely, MPPT control using neural networks have shown to be a very efficient solution in term of accuracy. However, this approach remains complex.

In this paper we propose an original optimization of the P&O MPPT control with a neural network algorithm leading to a significant reduction of the computational cost required to train it, ensuring a good compromise between accuracy and complexity. The algorithm has been applied to the models of two different types of solar panels, which have been experimentally validated.

**Keywords:** Photovoltaic module; P&O control; MPPT control; neural network

1. **Introduction**

In recent years, there has been an increasing interest in the use of renewable energies. In particular, the solar one is becoming increasingly adopted due to the decrease of the fossil energies, and to their environmental impact. In effect renewable energies are known as "clean" and favorable to the environment. One of the existing solutions to improve the solar energy use consists in exploiting the photovoltaic panels at an optimal rate. Hence, an adapted DC/DC converter and appropriate control laws of MPPT should be added.

There is a large volume of published studies describing the MPPT control algorithms. As illustrating examples, the perturb and observe (P&O) one described by [1, 2, 3], and the MPPT control one based on an incremental conductance method [2, 3]. These control laws are easy to implement and provide a
significant yield when the evolution of PPM is slow. However, they are the least accurate and furthermore, they lead to a lot of oscillations and a low yield when evolution is rapid.

There is also another type of MPPT control based on a simple current control or voltage control [2, 3]. These methods are simple method, easy to implement and requiring only one sensor. But they are less accurate and it is necessary to disconnect the load for each measurement.

Other control increasingly used such as the MPPT control based on fuzzy logic [6, 7] and the MPPT control based on a neural network approach [3, 8]. These methods are more accurate and they can work with imprecise inputs, can handle nonlinearity and are very efficient in changing climatic conditions. However, they are more complex and have relatively large energy consumption.

It is well known in neural networks that numerous neurons favor a better accuracy but lead to more complexity too [9, 10]. Therefore, different works are issued to find the best trade-off between the model complexity and approximation accuracy by finding the “optimal” number of neurons. “Trial and error” is one of these techniques [11, 12]. Pruning based techniques have been successfully used for structural optimization [11, 13]. In this approach, besides optimizing the number of neurons, the connections between the neurons are also optimized. More recently, other evolutionary techniques have been employed in order to derive “optimal” structures: For example, genetic algorithms (GAs) [14], dissimilation particle swarm optimization (PSO) [15] and genetic programming (GP) [16].

As the pruning approach, the previously outlined techniques based on the evolution of the neural network, have been successfully applied for structural optimization, but their main disadvantage is the excessive requirement of time to find the most convenient number of neurons, since the neural network is trained each time the model is modified or restructured [17]. Moreover, to solve the problem of finding the best trade-off between model complexity and model accuracy, rather subjective criterion is always used to decide whether the evolution of the neural network is appropriate and sufficient.

Other techniques trying to solve the same problem are based on the design of the neural network. In [18], a novel time-delay recurrent neural network (TDRNN) is proposed to generate a simple structure. In [10] a neural network using a competitive scheme is proposed in order to provide an effective method with less network complexity. In [19] a pipeline bilinear recurrent neural network (PBLRNN) is proposed in order to reduce both the model and computational complexity of a bilinear recurrent neural network (BLRNN). In [20] a model complexity reduction approach based on two design assumptions is proposed. The reduction approach transforms a complex neural network into a simplest one preserving the same accuracy.

In the same vein, to avoid the disadvantages of the “architecture evolution techniques” and with the conviction that the improvement of the quality of a neural network is linked to a suitable design, we decided to tackle the problem by applying the model reduction approach firstly presented in [20]. The purpose of this study is to improve the accuracy of the P&O MPPT control with an optimized neural network algorithm and to lead to a good compromise between complexity and accuracy.

The paper is organized follows. The first section presents a model of photovoltaic module. This model is validated by experiment, on two solar panels. The second section describes the P&O MPPT control and its optimization algorithm. In this section we propose a new optimization algorithm based on a neural network in addition to a model reduction procedure. The last section discusses the performance of the proposed algorithm and presents a comparison with the P&O MPPT algorithm.
2. PV modeling

The two most encountered models of photovoltaic modules are the single diode [4] model and the double diode model [5]. In this study, a single diode model is used because it ensures a good compromise between simplicity and accuracy.

2.1. Single diode model of a PV

The equivalent circuit of a solar cell (see Fig. 1) is composed of a current source representing the photo current, a simple diode representing the dark current and series and parallel resistors representing losses occurring in the cell.
Equation (1) is derived from this equivalent circuit. The relation between the current and the voltage is given by the following equation:

\[
I_{pv} = I_{pv0} - I_0 \left[ \exp \left( \frac{V_{pv} + Rs I_{pv}}{Vt.a} \right) - 1 \right] - \frac{V_{pv} + Rs I_{pv}}{Rs}
\]  

(1)

The photocurrent depends on the solar radiation and the temperature as shown in equation (2):

\[
I_{pv0} = \left( I_{pvn} + K_i (T - T_n) \right) \frac{G}{G_n}
\]  

(2)

With:

\[
V_t = \frac{N_s K T}{q}
\]  

(3)

2.2. Experimental validation of the PV model

The photovoltaic module model is simulated in Matlab Simulink. This simulation model presents two inputs solar irradiation and temperature to generate the voltage and current of the module.

Then, the model is validated by experimental measurements made on a solar panel Sharp series NU48. The experimental characteristic \(I_{pv}(V_{pv})\) versus \(P_{pv}(V_{pv})\) and the simulated one in Matlab are shown in Fig. 2. The measurements of current and voltage are taken with a temperature 21°C and irradiance of 301W/m². These curves are almost identical with minimal errors. In addition, we calculated the average error MBE [2] which is equal to 0.23 for the photovoltaic panel.
Fig. 2. Ipv (Vpv) versus Ppv (Vpv) experimental curves of simulation and experimented model

\[ \text{MBE} = \frac{\sum_{i=1}^{N} (y_i - x_i)}{N} \]  \hspace{1cm} (4)

Where \( x_i \) (resp \( y_i \)) are simulated photovoltaic current (resp experimental photovoltaic current) and \( i \) is the measurement point.

3. Optimization control algorithm using neural network

3.1. Basic P&O MPPT

The MPPT control is based on an adaptive control algorithm trying to maintain the photovoltaic module in its maximum power point (MPP) [1].

To reach this objective, the first step consists in taking measurements of the voltage (\( V_{pv} \)) and the current (\( I_{pv} \)) of the photovoltaic module with fixed temperature and irradiance. These measurements are taken at a time \( t_k \) and compared with the receding measured quantities at \( t_{k-1} \). Then the power (\( P_{pv} \)) can be calculated at \( t_k \) and compared to the one calculated at \( t_{k-1} \). The result of this comparison gives the direction of the control and the duty cycle (\( \alpha \)) applied to the DC/DC converter as shown in Fig. 3.

The principle of P&O algorithm [1, 2, 3], presented by the flow chart Fig. 4 consists in creating a perturbation, varying the voltage and observing the resulting variation of the power. Then, from the increment and decrement of the voltage and according to the increase or decrease of the power, we can find the operation point corresponding to the maximum power.

---

Fig. 3. The principle of MPPT control

Fig. 4. The principle of P&O MPPT control
The P&O MPPT control is one of the most used algorithm due to its simplicity of implementation and its low-cost. However, it is not quite efficient in terms of accuracy since it does not reach the maximum power point as it oscillates around this point. This problem is due to the strategy chosen for the voltage determination, namely a constant gain approach $\Delta V$ as shown in Fig. 3. There are various methods and algorithms to solve this problem as the variable gain approaches. In the next section, two of these algorithms are presented.

3.2. Optimization of P&O MPPT: search then convergence algorithm

There are different algorithms in the literature used to optimize the P&O MPPT control and to improve its accuracy. Let us introduce the “Search then convergence”. For more details, see [21].

$$\Delta V_{k+1} = \frac{\Delta V_k}{1 + \left(\frac{K}{K_0}\right)}$$

With $K_0 = \frac{100}{3}$.

From equation (5) we can deduce that when $K$ increases the value of $\Delta V$ decreases. In effect we retrieve here the interest of such a “decreasing gain” type algorithm. At the beginning, the value $\Delta V$ is supposed far of its optimal value and it should be adapted as fast as possible $\Delta V(k+1) = \Delta V(k)$. As $K \rightarrow \infty$, the parameter is supposed to be near its optimal value. Then, the parameter should be modified slowly ($\Delta V \rightarrow 0$) in order to improve the convergence.

In the same vein, we propose the following linear algorithm which is more simple, but with a restrictive accuracy as we will see in Section 4.

$$\Delta V_{k+1} = \Delta V_k - \left[\left(\Delta V_k\right)X\right]$$

$X = 0.10$ ;

3.3. Optimization of P&O MPPT with neural network algorithm

Now let us introduce the proposed neural network algorithm used in our improved approach. The neural network used to estimate and to vary the variable $\Delta V$ of the P & O MPPT control. This variation allows reducing the oscillation around the maximum power. As shown in the flowchart of Fig. 5 the algorithm takes into account the variation of the power, the current and the voltage of the photovoltaic module. The variable $\Delta V$ that gives the maximum power is calculated due to the learning algorithm and the changing weight of neurons.

The mathematical representation of this neural network is:
According to the Assumption proposed in [20], i.e.:

Assumption 1: At least one layer should have all its activation functions chosen as linear.

We choose $\rho_1(T) = T$ (linear) and $\rho_2(T) = \text{sigmoid}(T)$ in Fig. 6.

Moreover, we suppose:

Assumption 2: The designer should select the initial condition of the synaptic weights equals group by group, i.e., $W_j(0) = W_j(0)$, $V_j(0) = V_j(0)$ with $j = 1, \ldots, n$, where $n$ is the number of neuron.

Even if this is not a classical way to choose the initial conditions of the synaptic weights, full experiments, detailed in [20], demonstrated their validity, without a significant loss of generality in practical applications.

According to the following result presented in details in [20]:

\[
\Delta V = \rho_2(Nq) \\
N_q = \sum_{i=1}^{n} V_i \rho_1(N_i) + V_n \\
N_i = X W_i + \theta_i 
\] (7)

Fig. 5. The principle of P&O MPPT algorithm optimized by a neural network

Fig. 6. Diagram of neural network hierarchy
**Theorem:** Consider the neural network whose architecture 2nn-1 is expressed in equation (8) and depicted in Fig. 6, if Assumptions 1 and 2 are fulfilled, then such neural network can be reduced into a 1-1 equivalent architecture.

Let us present the reduction procedure: The first step of the procedure is to train the neural network under the two preceding design assumptions. In this paper, the neural network is trained with the classical steepest descent algorithm. Once the neural network is trained, we obtain:

\[
\Delta V = \text{sigmoid}(Nq) \\
N_q = \sum_{i=1}^{m} V_i(N_i) + V_n \\
N_i = XW_i + \theta_i
\]  

(8)

Notice that, in equation (8), the final values of the synaptic weights are \(W_i(0) = W_j(0)\) and \(V_i(0) = V_j(0)\) with \(j=1,\ldots,n\). Then, we can transform (8) in (9).

\[
\Delta V = \text{sigmoid}\left(\text{nn} \times V_1(XW_1 + \theta_1) + V_h \right)
\]

(9)

The reader shall remark that in equation (9) we do not need to train the \(nn\) Wi and Vi synaptic weights, since the final values are equals group by group. In this sense, we reduce the computational cost required to train the complex neural network, as we keep the same accuracy.

4. Results: Comparison between the different control algorithms

In these experiments, the temperature \(T\) and the irradiance \(G\) are held constant. We choose the values of standard conditions: \(T_n = 25^\circ C\) and \(G_n = 1000\text{W/m}^2\). The purpose of these simulations tests is to show the evolution of power and the pursuit of maximum operating power of the photovoltaic module in order to better compare the performance, of 4 different P&O MPPT algorithms.

![Evolution of the power with P&O algorithm](image1)

(a) Evolution of \(P_{pv}\)

![Evolution of dD with P&O algorithm](image2)

(b) Evolution of \(\Delta V\)

Fig. 7. P&O MPPT control (a) Evolution of \(P_{pv}\), (b) Evolution of \(\Delta V\)
Fig. 7a shows the evolution of the power $P_{pv}$ using a simple P&O algorithm. Classically, we can see the presence of oscillations around the maximum power and this is due to the change in voltage by the use of a fixed gain as shown in Fig 7b.

Fig. 8a shows the evolution of the power $P_{pv}$ for the following commands: The classic P&O MPPT control, the P&O control with an optimized algorithm “search then convergence”, the P&O control with a linear algorithm and the P&O MPPT control with an algorithm of optimization based on neural network.

The results show that the three optimization algorithms of the P&O MPPT control give faster responses and less oscillation around the maximum power than the basic P&O control. The P&O control optimized by a neural network is not the fastest one (Fig. 8a). However, it has the highest accuracy since it leads to the best minimization of the oscillations, as shown in Fig.8b. Another advantage of the neural algorithm is that we do not need to choose a good initial value for $\Delta V$ leading to a compromise between convergence speed and accuracy unlike the other control algorithms.

The P&O control optimized by a neural network is tested and validated also by varying the irradiance. Fig. 9 proves that this optimized control allows finding the new maximum power point for each variation of the irradiance ensuring greater accuracy compared to the P&O control.
5. Conclusion

In this paper we proposed a new optimization algorithm for the classic P&O MPPT control of the PV, based on a neural network approach in order to improve its accuracy. The results achieved by this algorithm are more efficient than those obtained with the classical P&O algorithm and more accurate than the two other classical algorithms of optimization (Linear and Search then convergence). Even if, it is not the fastest MPPT control approach, this is not really a prohibitive drawback due to the slow dynamics of the photovoltaic system. The proposed algorithm has demonstrated its robustness for variation of the irradiance even with a sudden drop of the irradiance. Taking into account the reduction of the complexity, the proposed neural network leads to a good compromise between accuracy and complexity. Even more, in a future work, the same neural network architecture is used in a MPPT control scheme (without using the P&O approach), in order to further improve the accuracy and to reduce the complexity of the MPPT control of the PV.
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