Opinion mining on experience feedback: A case study on smartphones reviews
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Abstract—Through the development of electronic commerce, social media and collaborative media, the social commerce appeared. Social commerce, a subset of electronic commerce, is based on social interactions in order to buy and sell goods and services. Nowadays, before buying, people give more importance to the experience feedback they found on internet. However, it is difficult to get an overview of this experience feedback since it is scattered in many online resources, and buyers never have time to read many pages of comments. In this paper, we present an approach which grabs and analyzes experience feedback in order to publish a summary of opinions about a product. We develop this approach with a case study on smartphones and publish a dataset of thousands of comments on a wide range of smartphones. To summarize experience feedback, we use a linguistic appraisal model, based on appreciation, affect and judgement, and we set up an approach using methods and tools from the fields of natural language processing, opinion mining and sentiment analysis.

I. INTRODUCTION

Electronic commerce is a sector that is still growing rapidly today and have to face new challenges: the consumers are increasingly demanding as they look for the best value for their money and search lots of information on products they want. What has changed fundamentally is the nature of the consumer. Generations Y and Z behave differently with social media from previous generations. Now, social interactions have a strong and immediate impact on purchase behaviour. However, although it is now easy to find a huge amount of experience feedback on many goods and services, the only overall vision that one usually gets is a ranking. Thus, to form an opinion, it is often necessary to go through several pages of comments.

Experience feedback analysis consists in analyzing consumers’ comments which may contain emotions and explicit or implicit facts. To deal with such data, while the amount is far beyond the reading capability of a human being, automatic methods to extract and summarize opinions, known as opinion-mining or sentiment analysis, emerged. Opinion mining is the field that deals with the analysis of subjective statements from texts, the identification of opinions, the estimation of their orientation and the extraction of arguments that relate to these opinions. Opinion mining can be performed at various levels of analysis: document level, sentence level and aspect level. Document level opinion mining analysis [1] is beyond the scope of this paper since it aims to give an overall rating of the polarity of a document. Sentence level opinion mining analysis [2], [3] is well-fitted to polarity classification of short texts like tweets or short reviews. However, that kind of analysis does not consider the various aspects of an opinion, that is why lots of works mainly focus on aspect level polarity. Aspect level analysis is often a two-step task: the first one consists in aspect extraction while the second one focuses on polarity detection which requires opinion word extraction.

In this paper, we address a specific challenge related to aspect level opinion mining, building a platform which summarizes and qualifies experience feedback from reviews. As a constraint, these reviews may be from various domains and the whole analysis process must be deployed in a short period. This constraint excludes the use of supervised learning algorithms that often need lots of works to create a relevant learning dataset. The novelty of this approach and its application, relies on the use of a linguistic framework which focuses on appraisal in English [4] and a process that implements this framework in two main steps: the first one assists an expert to quickly create a knowledge base in order to extract relevant opinions and the second one runs syntactic analysis and search strategies. As part of our contribution, we make our dataset and a validation set available to the community in order to allow cross-validation with other approaches [5].

This paper is organized as follows. Section 2 presents related work in the field of opinion mining and sentiment analysis. Section 3 presents the linguistic framework we use. Section 4 presents the overall approach, methods and tools. Section 5 presents appreciation and affect extraction methods. Section 6, presents the platform, the results and discusses future work.

II. OPINION MINING AND SENTIMENT ANALYSIS

Aspect extraction approaches can be divided into unsupervised approaches, mainly domain and language independent, and supervised approaches that often require manually labeled data to train models. Unsupervised approaches include statistical and rule-based approaches. Hu and Liu [6] apply apriori algorithm to find frequent aspects. Firstly, they apply a Part-of-Speech (POS) tagging algorithm in order to split the text into qualified words (nouns, verbs, adjectives, etc.). Then, after association rules extraction, the most relevant aspects are extracted by pruning the most frequent itemsets which are meaningless or redundant. Using some linguistic rules that correlate adjectives with opinion expression [7], they extract opinion words and evaluate their orientation. Popescu and

Several sources of knowledge can be used to detect polarity: corpus, dictionaries and lexicons. Corpus-based approaches try to find co-occurrences of words or phrases to detect opinions. Dictionary-based approaches use synonyms, antonyms and generally WordNet dictionary [12]. Lexicon-based approaches use lexicons like SentiWordNet [13] or create their own lexicon. In the field of lexicon induction, some works focus on unsupervised induction based on subjective features [14], while others use labeled data [15]. Blair-Goldensohn et al. [16] adopt a semi-supervised approach and use provided labels and domain specific characteristics of service reviews to perform polarity classification. They implement a common approach using a set of seed words (words whose polarity is already known) to infer opinions [17].

Some approaches do not consider aspect-level analysis as a two-steps task and perform a joint aspect/opinion extraction. Miao et al. [15] and Li et al. [18] merge aspect and opinion extraction in a unified process using Conditional Random Fields (CRF). CRFs models are conditional probabilistic sequence models like Maximum Entropy Markov Models (MEMM).

III. “WAYS OF FEELINGS”: LINGUISTIC FRAMEWORK AND SEMANTIC RESOURCES

A. A linguistic framework for appraisal

People give their feedback about goods and services in many different ways. One can write a well-structured review and be factual while others are subjective and express their feelings. Natural Language Processing (NLP), opinion mining and sentiment analysis fields provide lots of methods and algorithms to analyze, classify and evaluate the polarity of various kind of documents.

To structure and to conduct our computational processes a framework modeling the language seemed us necessary. Since we have to deal with experience feedback, we choose to use the framework proposed by two linguists, James R. Martin and Peter R. R. White [4] which focuses on appraisal in english. Appraisal is a discourse semantic resource which includes attitude (dealing with our feelings), engagement (dealing with the way to express feelings) and graduation (dealing with the way to intensify or to soften feelings). To achieve our goal we decided, in a first approach, to focus on attitude. In their framework, Martin and White, define attitude with three concepts: appreciation, affect and judgement.

Definition 1 (Appreciation): Appreciation involves evaluations of semiotic and natural phenomena, according to the ways in which they are valued or not in a given field. [4]

Our appreciation extraction method is an aspect-based opinion mining task. We aim to extract three different expressions of appreciation: explicit qualifier about an explicit aspect “The battery life is good”, “The only problem is the camera” (here the qualifier could be a noun (NN) or an adjective (JJ)), the existence (or not) of an aspect “It doesn’t have auto-focus” and the behavior of an aspect “Touch screen lags a bit at times after an app is closed”.

Definition 2 (Affect): Affect is concerned with registering positive and negative feelings: do we feel happy or sad, confident or anxious, interested or bored? [4]

Our affect extraction method aims to extract two different expressions of affect: affect as a “mental processes” “I am enjoying with this phone”, “I hate this phone”, “I like its display” and affect as a “quality” “I’m very happy”. Consequently we perform an aspect-based opinion mining task and a sentiment analysis of the sentence.

Definition 3 (Judgement): Judgment deals with attitudes towards behavior, which we admire or criticize, praise or condemn. [4]

According to Martin and White, judgement is clearly different from appreciation in the way judgement express feelings about behavior while appreciation express feelings about the value of things. In our context, handling judgement is out of scope but it’s a perspective for future work. That is why, in the following, we consider opinion mining from experience feedback as two tasks: appreciation extraction and affect extraction.
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Fig. 1. Knowledge base building process

B. A knowledge base for semantic relevance

The knowledge base is an important part of our approach since it allows us to define a relevant semantic perimeter for the analysis. However, as one of our constraints is to be able to deploy the whole process of our approach in a short period.
we have to minimize interactions with an expert to validate the content of this knowledge base. The knowledge base is composed of two resources: an aspect-lexicon which is a list of words and phrases defining the relevant aspects for an opinion mining task and a polarity lexicon (we use Sentic lexicon [19]) which gives us polarity information about words. In the next section we explain how this information help us to extract relevant opinions.

Before analyzing opinions, we have to collect textual resources of the same domain in order to help the expert to build the aspect-lexicon. For example, in our experiment we gathered technical specifications about various smartphones. Then, we performed 1-gram and 2-gram analysis on both technical specifications dataset and user comments dataset. We restricted 1-gram to words which are 'nouns' in their sentence. Then, the 1-gram and 2-gram sets from technical specifications were extended with Wordnet [12] using synonyms, direct hyperonyms and direct hyponyms and we intersected n-gram list from reviews with the extended n-gram list from specifications in order to select relevant aspects. In the last step, an expert validated the list. Here are some recommendations to the expert to quickly select the most relevant terms. First, check the most frequent words which are present in both dataset (for example, in our experiment we considered only words occurring more than 100 times). Second, filter trademarks and proper nouns: these words could be used later for automated context definition. Last, check words added with synonymy, hyperonymy or hyponymy relationships since these word are most likely the less relevant ones.

IV. APPRAISAL PATTERNS EXTRACTION

A. Overall approach

Figure 2 gives an overview of our approach. First, we perform lexical analysis and lexical transformations on our dataset: character cleaning, full stop detection, tokenization and part-of-speech tagging. Second, we perform syntactic analysis. For these two first tasks we use OpenNLP [20]. Finally, we use a custom knowledge base, in order to extract relevant speech elements related to appreciation or affect in the context of smartphone reviews. This approach is based on two key concepts: syntactic analysis and strategies to find appraisal patterns in parse trees.

Syntactic analysis is performed using constituency-based parse tree which are based on Chomsky language theory [21] and use constituent grammars. A constituency-based parse tree (Figure 4) focuses on the linear structure of the phrase where intermediate nodes are non-terminal grammatical categories and leaves are terminal grammatical categories [22]. Our strategies, to find appraisal patterns, follow three steps: a breadth-first search (BFS) in the parse tree, pattern recognition using automata and rule triggering to extract relevant opinions. During the breadth-first search in the parse tree, each node is submitted to an automaton to match some patterns. We made the choice to use automata because they are a sound and readable method for pattern extraction, but they are not in the core of our approach and could be replaced by another suitable method. When a node of the tree triggers a transition, its sub-trees are handled by the current state of the automaton. When an automaton reaches a final state, a rule is triggered according to some conditions. These conditions are mainly about word polarity or word presence in the knowledge base. They are explained in the next section. For this purpose, all nodes triggering a transition are saved into a variable. Let N be the set of all nodes which trigger a transition toward the state S of an automaton. We define V, the saved variable for S state, as the union of all leaves of the nodes of V. Properties of saved nodes are: polarity (given by Sentic lexicon [19]), chunk or part-of-speech tag, and membership to our custom aspect knowledge base $kb$. In our approach, polarity inverter words such as ‘not’ or ‘no’ are called modifiers.

B. Appreciation Extraction

Appreciation extraction consists in several strategies to extract aspect qualification, aspect presence and behaviour qualification.

1. Aspect qualification: We consider two ways to qualify an aspect: using adjectives and using nouns. The $\alpha$ automaton (Figure 3) is designed to extract explicit adjectives about an aspect. For example, let’s consider the sentence “What a good phone!” (Figure 4). We define a rule which is triggered if $\alpha_3$ is in the aspect-lexicon and if $\alpha_2$ is a polarized adjective. That rule extracts modifiers from $\alpha_1$ (none in this example since there isn’t a negative word in the sentence), qualifiers from $\alpha_2$ (‘good’) and the aspect from $\alpha_3$ (‘phone’).
In order to handle more complex syntactic structures we define the \( \gamma \) automaton (Figure 6). It is a hierarchical automaton that handle several rules related to appreciation but also to affect. Sub-automata \( \gamma B \) and \( \gamma C \) are recursives: all the states of \( \gamma B \) trigger \( \gamma B \) with a 'VP' node and all the states of \( \gamma C \) trigger \( \gamma C \) with a 'NP' or 'PP' node. This property allows us to handle the conjunction 'and' since it creates nested 'NP' phrases. Negation words are handled with \( \gamma 3 \) and \( \gamma 4 \) states within each rules presented below.

Another way to qualify an aspect is to use nouns instead of adjectives. To understand how we extract nouns that qualify an aspect let’s consider the sentence “The camera is the only problem” (Figure 5). A rule is triggered if \( \gamma 1 \) is in the aspect-lexicon of the knowledge base and if \( \gamma 6 \) is a polarized noun that is not in the knowledge base. Thus, we extract the aspect 'camera' from \( \gamma 1 \) (since the word is in the aspect-lexicon) and the qualifier 'problem' from \( \gamma 6 \) since this word has a negative polarity and is not in aspect-lexicon.

2) Aspect presence: Let's consider the sentence “The phone has a good camera” (Figure 7). In order to detect the presence of an aspect we use \( \gamma \) automaton and we define a rule that is triggered if \( \gamma 1 \) and \( \gamma 6 \) are in the aspect-lexicon and if \( \gamma 3 \) contains a verb expressing membership. Thus, we extract the aspect from \( \gamma 1 \) ('phone') and the qualifier from \( \gamma 6 \) ('camera').

3) Behaviour qualification: In order to detect an opinion about the behaviour of an aspect we use \( \gamma \) automaton and we define a rule that is triggered if \( \gamma 1 \) is in the aspect-lexicon and \( \gamma 3 \) contains a polarized verb. Thus, we extract the aspect from \( \gamma 1 \) ('touch screen') and the qualifier from \( \gamma 3 \) ('lags'). No modifier is extracted from \( \gamma 3 \) and \( \gamma 4 \) in this example.
C. Affect Extraction

In order to extract affect expressed like a mental process we use $\gamma$ automaton and we define a rule that is triggered if $\gamma 1$ is the personal pronoun 'I', $\gamma 6$ is in the aspect-lexicon and $\gamma 3$ is a polarized verb. Let’s consider the sentence “I hate this phone” (Figure 9). Since the personal pronoun 'I' and the polarized verb 'hate' are in the sentence, we extract the aspect from $\gamma 6$ ('phone') and qualifiers from $\gamma 3$ ('hate').
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![Parse Tree of “I hate this phone”](image)

V. AN ONLINE PLATFORM TO SUMMARIZE USERS FEEDBACK: RESULTS AND DISCUSSION

A. Datasets

We built a dataset about 368 smartphones, containing 40,160 comments and 81,431 sentences for a total size of 8.5 Mo. We also gathered their technical specifications from 8 manufacturer websites. In order to validate our approach we selected a subset of our dataset and we gave the task to 3 people to read and annotate 527 comments (containing 708 opinions) on 6 phones. These people had to find qualifiers about smartphones aspects and to qualify their polarity. We only keep, in the final validation dataset, annotations with a consensus between the three reviewers. These datasets are available online [5].

B. Results

We assess the performance of our approach considering two tasks: finding relevant appreciation in user feedback and qualifying the polarity of an appreciation. For this evaluation, we use the three following measures: precision, recall and f-measure.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Appreciation Detection</th>
<th>Polarity Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Galaxy S5</td>
<td>0.87</td>
<td>0.62</td>
</tr>
<tr>
<td>HTC Desire 310</td>
<td>0.90</td>
<td>0.50</td>
</tr>
<tr>
<td>HTC One (M8)</td>
<td>0.82</td>
<td>0.43</td>
</tr>
<tr>
<td>iPhone 6</td>
<td>0.83</td>
<td>0.50</td>
</tr>
<tr>
<td>Lumia 1320</td>
<td>0.90</td>
<td>0.68</td>
</tr>
<tr>
<td>XPERIA C</td>
<td>0.87</td>
<td>0.66</td>
</tr>
<tr>
<td>Average</td>
<td>0.87</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Figures 10 and 11 show performances of our approach over the validation dataset. Average precision to find relevant appreciation is 0.87% and average precision to qualify polarity is 0.81%. Polarity errors are mainly due to semantic confusions since we do not consider the context of the sentence to define the polarity of a word. Average recall to find relevant appreciation is 0.57% and average recall to qualify polarity is 0.55%. These results satisfy our objective to extract relevant comments to understand the pros and cons of each smartphone, however, the recall of our approach have to be improved. There are several issues to explain this low recall that we plan to address in our future work. First, we did not yet implement affect extraction expressed like a mental state. Furthermore, it is difficult to handle complex sentences with constituency-based syntactic analysis. Finally, we do not link several phrases in the same sentence. For example, in the sentence “I have just bought this phone, it lags!”, we currently do not consider 'it' as the 'phone' and our behavior qualification rule is not triggered.

C. Discussion and future work

These results show we address our initial challenge to extract relevant opinions without supervised learning on a specific dataset. In order to improve the number of opinions detected, we want to consider two possible approaches: the syntactic one and the pragmatic one. We can improve syntactic analysis with dependency-based syntactic analysis [23], [24] which provides grammatical relationships between words to handle more complex phrases. Since, interpreting grammatical dependencies is a difficult task, we plan to bootstrap this work using our current approach. The pragmatic approach is to consider contextual information during semantic analysis. This context can be handled within a document or outside a document. To handle context within a document, we plan to build a context-based polarity lexicon. For this purpose, we
have to transform our knowledge base into an ontology to be able to manage several semantic domains. To handle context outside a document, we plan to collect data on the use of the platform we deployed in order to gather user feedback about our opinion summaries.

VI. CONCLUSION

Social commerce is the new challenge of electronic commerce. Nowadays, before buying, people give more importance to the experience feedback they found on internet than to products’ technical specifications. However, although it is now easy to find a huge amount of experience feedback on many goods and services, it is often necessary to go through several pages of comments to have a coherent overview. In this paper, we present a platform that summarizes and qualifies user-experience feedback. We use a sound language framework modeling appraisal in English and two core concepts to model attitude: appreciation and affect. In a first step, we built a knowledge base in a interactive way with a expert in order to define a relevant semantic perimeter for the analysis. Then, we applied a constituency-based syntactic analysis and strategies to find appraisal pattern in parse trees. These parse trees were analyzed using automata and rules in order to extract appreciation and affect expressions. We built two datasets which are available online [5] to allow cross-validation with other approaches, the first one is a full dataset with 368 smartphones, while the second is a validation dataset, annotated manually to evaluate and compare approaches. Our results show good precision performances which guarantees relevant opinion summaries on the platform.
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