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Abstract

Nowadays, technological advances in satellite imagery measurements as well as the development of dense geodetic and seismologic networks allow for a detailed analysis of surface deformation associated with active fault seismic cycle. However, the study of earthquake dynamics faces several limiting factors related to the difficulty to access the deep source of earthquake and to integrate the characteristic time scales of deformation processes that extend from seconds to thousands of years. To overcome part of these limitations and better constrain the role and couplings between kinematic and mechanical parameters, we have developed a new experimental approach allowing for the simulation of strike-slip fault earthquakes and analyze in detail hundreds of successive seismic cycle. Model rheology is made of multilayered visco-elasto-elastic analog materials to account for the mechanical behavior of the upper and lower crust and to allow simulating brittle/ductile coupling, postseismic deformation phase and far-field stress transfers. The kinematic evolution of the model surface is monitored using an optical system, based on subpixel spectral correlation of high-resolution digital images. First, results show that the model succeed in reproducing the deformation mechanisms and surface kinematics associated with the main phases of the seismic cycle indicating that model scaling is satisfactory. These results are comforted by using numerical algorithms to study the strain and stress distribution at the surface and at depth, along the fault plane. Our analog modeling approach appears, then, as an efficient complementary approach to investigate earthquake dynamics.

1. Introduction

Destructive earthquakes, like the recent Haiti earthquake (2010, $M_w = 7.0$, >230,000 deaths), generate heavy economic and human losses. Therefore, understanding the dynamics of geological processes that trigger these natural disasters represents a major scientific and societal issue. Earthquake study faces, however, several limiting factors related to the difficulty of accessing the deep source of earthquakes and integrating the characteristic time scales of deformation processes that extend from seconds to thousands of years [Ben-Zion, 2008]. Moreover, our knowledge of earthquake mechanics is very recent (<100 years). It is only after the 1906 great San Francisco earthquake that the elastic rebound theory [Reid, 1910] proposed a theoretical framework to explain observed surface deformation associated with the different phases of the seismic cycle.

New technological advances in remote sensing measurements as well as the development of dense and permanent geodetic and seismologic networks now allow for a detailed analysis of both surface deformation and fault kinematics. These data are essentially interpreted using analytical and numerical modeling approaches to assess deformation processes, physical properties of faults, the effect of strain and stress boundary conditions [e.g., King et al., 1994; Wald et al., 1996; Delouis et al., 2002; Avouac et al., 2014]. Most of these studies consider the seismogenic crust as an homogeneous elastic half-space to model coseismic and interseismic deformation via rectangular dislocation and point source models [Okada, 1985, 1992], finite elements models, [e.g., Vergne et al., 2001; Chéry et al., 2001a, 2001c], or block models [e.g., Meade and Hager, 2005]. Some of these approaches integrate additional parameter and processes; the visco-elastic response of the lower crust to study postseismic deformations processes [e.g., Nur and Mavko, 1974; Perfettini and Avouac, 2004; Wang et al., 2012] or lateral variations of elastic thickness to study the role of the brittle/ductile transition depth on the interseismic surface strain field [e.g., Chéry, 2008; Jolivet et al., 2008].
Recent numerical developments allow to simulate all the phases of the main seismic cycle, including fast and slow slip episodes [Lapusta et al., 2000; Van Dinther et al., 2013]. However, despite these significant improvements, the effect of important parameters, such as friction heterogeneities on the fault plane or stress transfers induced by past earthquakes are not yet well understood to be efficiently modeled.

The recent $M_w = 7.7$ Balochistan earthquake of 24 September 2013 is a striking example of the progress and remaining difficulties that characterize our knowledge of earthquake mechanics [Avouac et al., 2014; Jolivet et al., 2014]. Coseismic ground surface deformation was first measured accurately from subpixel correlation of Landsat-8 satellite images and InSAR interferometry, allow for (b) a detail analysis of earthquake surface horizontal coseismic slip. (c) Numerical modeling is used to obtain complementary information about deformation processes mechanics, physical properties of faults, and boundary conditions. Here slip along the fault plane is inverted from geodetic surface displacement field.

![Figure 1. Example of a recent earthquake case study; the 2013 Balochistan earthquake (modified from Avouac et al. [2014] and Jolivet et al. [2014]). (a) Accurate surface deformation measurements, derived from subpixel satellite image correlation and InSAR interferometry, allow for (b) a detail analysis of earthquake surface horizontal coseismic slip. (c) Numerical modeling is used to obtain complementary information about deformation processes mechanics, physical properties of faults, and boundary conditions. Here slip along the fault plane is inverted from geodetic surface displacement field.](image)

**Figure 1.** Recent numerical developments allow to simulate all the phases of the main seismic cycle, including fast and slow slip episodes [Lapusta et al., 2000; Van Dinther et al., 2013].

However, despite these significant improvements, the effect of important parameters, such as friction heterogeneities on the fault plane or stress transfers induced by past earthquakes are not yet well understood to be efficiently modeled.

The occurrence of a major earthquake on the North Anatolian Fault (NAF) likely affecting the city of Istanbul clearly illustrates the consequences of these limitations and the need to find new complementary approaches. If most of scientists agree to consider that the next earthquake will rupture the Marmara Sea fault segment, it is still impossible to determine precisely its timing and future magnitude [e.g., Le Pichon et al., 2001; Armijo et al., 2005]. This has, of course, significant consequences to define the mitigation levels required to limit economic and human losses induced by the forthcoming earthquake.
To improve our capability to predict the location and the size of future earthquakes, numerous scientific questions that are still debated must find an answer:

1. How does interseismic strain field evolve through time between two successive major earthquakes? Is there any velocity variation or anomaly that could be studied to better constrain the characteristics of the next coseismic rupture?
2. What is the effect of fault friction heterogeneities along the fault plane; both on seismic coupling (stick-slip versus creep) and on earthquake dynamics?
3. How do crustal rheology and tectonic boundary conditions (effective elastic thickness, brittle/ductile transition depth, fault kinematics, loading rate, and others) modify the kinematics and mechanics of coseismic and interseismic surface deformations?
4. How does the coseismic rupture propagates along the fault plane? What are the parameters that control its initiation, direction of propagation, and stop?

To afford new data to answer these questions, we have developed a complementary approach based on analog modeling of crustal deformation associated to strike-slip faulting at the seismic cycle timescale. With this aims, we designed a new type of experimental setup, coupled to numerical modeling analysis tools, that enable the simulation of microearthquakes and the deformation phases associated with the seismic cycle (coseismic, postseismic, and interseismic). Our main objectives are to study experimentally the mechanisms and couplings that control both surface and deep crustal deformation in order to improve the interpretation of geological observations and geophysical and seismological measurements.

Because this paper is our first project publication, it is mainly devoted to describe the experimental protocol and the validation of the analog modeling scaling through a comparison between preliminary experimental results and available geophysical data. Model potentialities and limitations as well as possible new fields of investigation will also be discussed. Scientific results will be only evoked and will be presented in forthcoming publications using this methodological paper as a base.

2. State of the Art in Experimental Modeling of Earthquakes

Analog modeling is widely used to study geological processes, including earthquakes and seismic cycle [e.g., Ohnaka, 1973; Ohnaka et al., 1987; Hamilton and McCloskey, 1997; Nasuno et al., 1998; Xia et al., 2004; Lykotrafitis et al., 2006]. In parallel to analytical and numerical approaches, several experimental models have been developed in the last decades to investigate seismic deformation mechanisms [Brune, 1973; Ohnaka, 1973; Hamilton and McCloskey, 1997; Brune and Anooshehpoor, 1998; Nasuno et al., 1998]. These models, called physics or analogs, can be divided into three main categories according to their degree of similarity with nature. The first ones correspond to unscaled mechanical models [Hubbert, 1937] such as the spring box models [Brace and Byerlee, 1966; Byerlee, 1970; Brace, 1972] which allow to reproducing successfully fault stick-slip dynamics. They are constituted by rigid blocks in motion through elastic springs or viscoelastic coupling devices sliding on a frictional interface. This type of models is mainly used to illustrate the couplings controlling the mechanical behavior of the crust or the lithosphere. Despite their apparent simplicity, they helped to better constrain the relationships between fault frictional slip and the characteristics of seismicity on the fault or at the crustal scale (e.g., multiblocks and springs model of Burridge and Knopoff [1967]). Spring block models are still developed today, mainly using numerical modeling approaches [e.g., Carlson and Langer, 1989; Wang, 2012].

The second category is focused on earthquake rupture dynamics at the scale of an analog fault plane. These experimental models are generally composed of two elastic blocks, sliding on top of each other by frictional contact (Figure 2a). They are more sophisticated than spring block models because they integrate a physical and mechanical first-order scaling (conserving normal and shear stress ratio between model and nature, physical parameters scaling; stiffness modulus, Poisson coefficient, and others). One of the first and most interesting example is the original experimental device developed by Brune [1973] to study rupture dynamics along precut surfaces in foam rubber. This model obtained good results in studying the effects of static and dynamic friction on the coseismic slip kinematics and mechanics. Since then, the fields of application of foam rubber models were extended to include the study of frictional heat generation in the fault zone and also seismic waves radiation [Brune, 1996; Anooshehpoor and Brune, 1994, 1999]. Using a similar approach, other researchers investigated fault rupture dynamics by studying fault slip into natural
rocks [e.g., Passelegue et al., 2013] or shear crack propagation into plastic analog materials [e.g., Rosakis et al., 1999; Mello et al., 2010; Nielsen et al., 2010; Schubnel et al., 2011]. For these last experiments, model monitoring is achieved using photoelasticity in conjunction with very high speed photography which allow analyzing in detail rupture initiation and propagation processes (Figure 2b). Obtained results have become famous for being the first to propose an explanation to the supershear coseismic rupture velocities, observed on several major earthquakes [e.g., Bouchon et al., 2010]. Recently, Latour et al. (2011a, 2011b, 2013) developed another original experimental setup to study rupture dynamics in a PVA (PolyVynilAlcool) gel block sliding on a frictional interface. Failure dynamics is monitored using ultrafast ultrasonic speckle interferometry which allows for a near real time observation of rupture front propagation (Figure 2c).

However, if these types of analog model can be used to evidence strain processes at the fault plane, their rheology is generally too simplified to compare the experimental results with geodetic and geophysical far-field data.

Recently, a third set of analog model and experimental setup has been developed, specifically to study subduction earthquakes. These models are the first 2-D scaled analog models reproducing the main strain mechanisms characterizing the seismic cycle, i.e., from the short to the long spatial and temporal scale, [e.g., Rosenau et al., 2009; Corbi et al., 2013]. Model deformations are monitored using Particle Image Velocimetry (PIV) techniques. Rosenau et al. (2009) use a prism composed by a mixture of elastoplastic granular particles above a viscoelastic mantle wedge made of silicone oil. The seismogenic zone is simulated using a layer of rice grains whose frictional behavior is velocity weakening. Corbi et al. (2013) use a viscoelastic gelatin [Di Giuseppe et al., 2009] prism, simulating the continental lithosphere and slipping at a low-angle tilted plane. The seismogenic zone is simulated by a velocity-weakening gel-sandpaper interface bounded toward the surface and at depth by two velocity-strengthening frictional interfaces [Corbi et al., 2011, 2013]. Advantages of these models are their capability to generate several consecutive seismic cycles and the use of realistic boundary conditions allowing, to some extent, for the extrapolation of experimental results to the nature. The limits of these models are mainly linked to their 2-D design and to the rheology used which consists of a homogeneous elastoplastic material (gelatin or granular particles).
In line with these later works, we have developed a new experimental device whose mechanical model is based on the elastic rebound theory [Reid, 1910], to simulate the seismogenic behavior of a strike-slip fault (Figure 3). It differs from previous analog model on several points. First, we use a multilayered rheology to simulate the mechanical behavior of the elastic upper crust and the viscoelastic lower crust at the seismic cycle time scale. Second, we integrate realistic tectonics and kinematics boundary conditions characterizing strike-slip fault geologic setting. Third, we constrained and modified the physical and mechanical properties of the fault plane to improve model scaling. As demonstrated hereafter, these characteristics allow for a nearly direct comparison between model kinematics and geodetic measurements on active strike-slip faults.

3. Analog Modeling Protocol

3.1. Experimental Set Up and Boundary Conditions

The experimental device consists of a 1 m × 1.5 m × 1.8 m rigid structure of extruded aluminum profiles supporting all mechanical and model monitoring equipments (Figure 3a). Considering that model deformation ranges within a few tens of microns, special attention has been paid to ensure that the device does not deform during the experiment. To reduce potential external sources of vibrations, the four feet of the device are equipped with shock absorbers. The main structure supports two compartments mounted on two horizontal linear-guided systems controlled by a computerized motoreductor (Figure 3b). Both compartments have similar sizes of 1.21 m × 0.73 m × 0.12 m and are in contact along their longest dimension. They represent the two compartments of a strike-slip fault and move in opposite direction at a constant velocity that can vary from 1 to 7 μm/s (0.35 cm/h to 2.5 cm/h). Compartment displacements are measured using a laser telemeter and image processing analysis (see section 3.4). Analog materials that are placed into the two compartments are submitted to a localized shear deformation at an imposed constant velocity (or loading rate).
The analog model material can be prestressed laterally to scale the initial normal stress along the fault plane (from 50 to 1000 Pa) and also adjust the threshold of static and dynamic friction (see section 3.2). At a local scale, normal stress variations along the fault depends on the contact geometry between the two polyurethane foam plates induced by industrial surface cutting irregularities. Strain associated to the prestressing stage is quantified by subpixel correlation of two photos taken before and after putting the foam plates in contact. Normal stress along the surface fault trace is estimated using the measured strain field, the foam Young modulus and the Hooke’s law.

3.2. Model Rheology and First-Order Scaling

Model rheology was determined to fit the requirements of the elastic rebound theory developed by Reid in 1910 to explain the surface deformations associated to the great 1906 San Francisco earthquake [e.g., Savage and Prescott, 1978; Thatcher and Rundle, 1984; Matsuura and Sato, 1989; Savage, 1983, 1990]. This simple mechanical model considers that active faults slip continuously along ductile shear zones in the viscoelastic lower crust but episodically along frictional fault planes in the elastoplastic upper crust [e.g., Tse and Rice, 1986; Li and Rice, 1987; Bufe and Varnes, 1993]. This model is behind the definition of the deformation phases (interseismic, coseismic, and postseismic) and the notion of seismic cycle [e.g., Weldon et al., 2004], which implies both repeatability and predictability of these phases at the time scale of, at least, several hundred years.

Our analog model is formed by three superimposed layers of different analog materials whose physical properties were selected to simulate the mechanical behavior of an idealized continental crust (Figures 4a and 4b). Main nature and model parameters are summarized in Figure 4c. Due to technical constraints related to the maximum size of the experimental setup and the need to model a sufficiently large portion of the crust, we expected spatial and temporal dimensioning to be 1 cm in the model is equal to 2–3 km and 1 s in the model is equal to 10–15 years, respectively.

**Figure 4.** The model is constituted by (a) three main superimposed layers of different analog materials whose physical properties were scaled down to simulate (b) the mechanical behavior of an idealized continental crust. The basal layer is made of a viscoelastic silicone compound. The upper layer is made of a high-resilience Polyurethane elastic foam. (c) Model to nature mechanical and physical properties comparisons and expected first-order spatial and temporal model scaling.
The basal layer is 3 cm thick and is made of a viscoelastic silicone compound (Polydimethylsiloxane polymer PDMS-SGM 36, Dow Corning Ltd., viscosity about 50 kPa s at room temperature). This type of analog material has been extensively used to study experimentally crustal or lithospheric deformation [Davy and Cobbold, 1991; Baby et al., 1995; Faccenna et al., 1999; Bonini et al., 2000; Koyi and Skelton, 2001]. The silicone layer allows for simulating the viscous deformation and strain-hardening behavior of the lower crust (depth > 10–15 km). Indeed, at this depth, the temperature reaches more than 350°C and the resistance of the crust is mainly controlled by viscoplastic forces (Figure 4b). Therefore, the main mechanical parameter to consider is the viscosity of the crust, which is strain and temperature dependent and ranges from 10^{10} to 10^{13} Pa s at the scale of the seismic cycle in active tectonic contexts [e.g., Bürgmann and Dresen, 2008; Bruhat et al., 2011; Wen et al., 2012].

The intermediate layer is 4 to 6 cm thick and it is made of a high-resilience Polyurethane foam (Young modulus = 95 ± 10 kPa, Poisson ratio = 0.06 ± 0.02, shear modulus = 45 ± 5 kPa, \( V_p = 100 \text{ m/s}, V_s = 68 \text{ m/s} \)). The foam has a high elasticity, which largely dominates its mechanical behavior. Its viscosity is unknown but considered as high enough to be neglected in the process of model scaling. The foam allows for the simulation of the elastic deformation that characterizes the upper crust (depth < 10–15 km) mechanical behavior at the time scale of the seismic cycle. The brittle/ductile transition corresponds to a 2–3 mm thick, impregnation of the silicone into the base of the polyurethane foam, insuring a strong coupling whose mechanical properties depend also on model velocity boundary conditions (elastic loading rate).

The uppermost layer is 0.25 to 0.5 cm thick and is formed by a granular material mixture (silica powder and graphite). It represents the very upper kilometers of the shallow crust where deformation is considered as essentially brittle [e.g., Byerlee, 1968, 1978]. This very thin layer is mainly used to cover the model with a color rich texture in order to improve the monitoring of surface deformation.

Extrapolation of analog modeling results to nature is based on the scaling theory elaborate by Hubbert [1937] and later refined by Horsfield [1977], Ramberg [1981], Davy and Cobbold [1991], and Cobbold and Jackson [1992]. This theory postulate that an experimental model can be considered as properly scaled to nature if geometric, kinematics, and dynamics similitude rules are respected. As mentioned before, we expected the geometric factor (L*) to be in the range between \( 3 \times 10^{-6} \) and \( 5 \times 10^{-6} \) (1 cm in the model corresponds to 2–3 km in nature). The geometric rule implies also that model parameters issue from length ratios such as angles (fault dip), deformation (\( \varepsilon \)), or Poisson coefficient (\( \nu \)) should be identical to nature. More generally, the scaling theory postulates that all dimensionless parameters like gradients (strain, stress) and friction (\( \mu \)) should be as close as possible to those of the nature. From a mechanical point of view, the scaling theory indicates that mechanical stress (\( \sigma \)) and forces must be reduced using the geometric factor, modulated by the model to nature density ratio in a normal gravity field (\( L^* = \rho \sigma^* \rho^* L^* \)). The upper crust is modeled using a polyurethane foam plate which has a low density (\( \rho = 40 \text{ kg m}^{-3} \)) compare to upper crust density (2700 kg m^{-3}). As a result, the lithostatic stress and the normal stress along the fault plane are very low inducing possible model scaling distortion. We decide to compensate this limitation by imposing the initial normal stress along the fault plane (~500 Pa) such as it scales to nature (~150 MPa) using the geometric factor (\( L^* \approx 4 \times 10^{-6} \)). Similarly, we select a specific polyurethane foam whose shear modulus (\( G \approx 45 \pm 5 \text{ kPa} \)) scales to nature (\( G \approx 10–30 \text{ GPa} \)) using the same factor (\( L^* \)).

Temporal scaling evaluation is difficult to constrain for several reasons. First, the different phase of the seismic cycle are characterized by extremely variable deformation rates ranging for the interseismic phase from \( 10^{-5} \text{ s}^{-1} \) (elastic loading) to \( 10^{-4} \text{ s}^{-1} \) (fault creep) and for the coseismic phase from \( 10^{-2} \text{ s}^{-1} \) (coseismic fault slip) to > 10 \text{ s}^{-1} \) (coseismic rupture). Hereafter, we follow the methodology, adopted by Rosenau et al. [2009] and Corbi et al. [2013] and defined two different timescales for the interseismic and the coseismic phases. During the interseismic slow deformation, inertia forces are negligible but viscous forces in the silicone layer, representing the lower crust, become dominant. Consequently, the interseismic timescale (\( T_{i}^* \)), can be determined using the following relation [e.g., Weijermars and Schmeling, 1986]:

\[
T_{i}^* = \frac{\eta^*}{\sigma^*}
\]

where \( \eta^* \) is the model/nature ratio of viscosity. For a silicone viscosity of \( 5 \times 10^4 \text{ Pa s} \) and considering a mean lower crust viscosity of \( 5 \times 10^{10} \text{ Pa s} \) in active tectonic contexts [e.g., Bürgmann and Dresen, 2008; Bruhat et al., 2011; Wen et al., 2012], the model/nature ratio of viscosity is \( \sim 10^{-14} \). Using \( \sigma^* = L^* = 4 \times 10^{-6} \), we obtain, then, an interseismic timescale of \( T_{i}^* \approx 2.5 \times 10^{-9} \) (i.e., 1 s in the model is equal to about 10–15 years in nature).
Table 1. Model Scaling Parameters—a

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Symbol</th>
<th>Dimension (MLT)</th>
<th>Unit</th>
<th>Model (M)</th>
<th>Nature (N)</th>
<th>Scaling Factor (M/N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper crust density (mean)</td>
<td>$\mu_{uc}$</td>
<td>M/L T</td>
<td>kg/m$^3$</td>
<td>45</td>
<td>2700</td>
<td>$1.7 \times 10^{-2}$</td>
</tr>
<tr>
<td>Lower crust density (mean)</td>
<td>$\mu_{lc}$</td>
<td>M/L T</td>
<td>kg/m$^3$</td>
<td>970</td>
<td>2900</td>
<td>$3 \times 10^{-1}$</td>
</tr>
<tr>
<td>Length (Fault length)</td>
<td>$L_f$</td>
<td>L</td>
<td>m</td>
<td>1</td>
<td>$2.5 \times 10^5$</td>
<td>$4 \times 10^{-6}$</td>
</tr>
<tr>
<td>Coseismic fault slip (mean)</td>
<td>$D_{mean}$</td>
<td>L</td>
<td>m</td>
<td>$1 \times 10^{-4}$</td>
<td>25</td>
<td>$4 \times 10^{-6}$</td>
</tr>
<tr>
<td>Surface aspect ratio</td>
<td>$S_ar$</td>
<td>L</td>
<td>m</td>
<td>~5</td>
<td>~5</td>
<td>~1</td>
</tr>
<tr>
<td>Upper crust shear modulus</td>
<td>$G_c$</td>
<td>M/L T</td>
<td>Pa</td>
<td>$5 \times 10^4$</td>
<td>$10^{10}$</td>
<td>$5 \times 10^{-6}$</td>
</tr>
<tr>
<td>Upper crust Poisson ratio</td>
<td>$\nu$</td>
<td>-</td>
<td>-</td>
<td>0.06</td>
<td>0.25</td>
<td>0.24</td>
</tr>
<tr>
<td>Upper crust friction coefficient</td>
<td>$\mu$</td>
<td>-</td>
<td>-</td>
<td>0.65</td>
<td>0.4</td>
<td>1.6</td>
</tr>
<tr>
<td>Friction rate</td>
<td>$a - b$</td>
<td>-</td>
<td>-</td>
<td>~0.02</td>
<td>~0.015</td>
<td>~1</td>
</tr>
<tr>
<td>Upper crust stress</td>
<td>$\sigma$</td>
<td>M/L T²</td>
<td>Pa</td>
<td>500</td>
<td>$1.5 \times 10^6$</td>
<td>$3 \times 10^{-6}$</td>
</tr>
<tr>
<td>Coseismic slip gradient (mean)</td>
<td>$\gamma_{co}$</td>
<td>-</td>
<td>-</td>
<td>$5 \times 10^{-4}$</td>
<td>$5 \times 10^{-5}$</td>
<td>10</td>
</tr>
<tr>
<td>Lower crust viscosity</td>
<td>$\gamma_{lc}$</td>
<td>M/L T</td>
<td>Pa s</td>
<td>$5 \times 10^4$</td>
<td>$10^{18}$</td>
<td>$10^{-14}$</td>
</tr>
<tr>
<td>Gravitational acceleration</td>
<td>$g$</td>
<td>L/T$^2$</td>
<td>m s$^{-2}$</td>
<td>9.8</td>
<td>9.8</td>
<td>1</td>
</tr>
<tr>
<td>Strain rate (mean)</td>
<td>$\epsilon^*$</td>
<td>T$^{-1}$</td>
<td>s$^{-1}$</td>
<td>$10^{-4}$</td>
<td>$10^{-14}$</td>
<td>$1 \times 10^{10}$</td>
</tr>
<tr>
<td>Mean velocity (interseismic)</td>
<td>$V_i$</td>
<td>L/T</td>
<td>m s$^{-1}$</td>
<td>$3 \times 10^{-6}$</td>
<td>$2 \times 10^{-9}$</td>
<td>1500</td>
</tr>
<tr>
<td>Mean velocity (coseismic)</td>
<td>$V_c$</td>
<td>L/T</td>
<td>m s$^{-1}$</td>
<td>$3 \times 10^{-3}$</td>
<td>1.5</td>
<td>$2 \times 10^{-3}$</td>
</tr>
<tr>
<td>Rupture velocity (mean)</td>
<td>$V_r$</td>
<td>L/T</td>
<td>m s$^{-1}$</td>
<td>&gt;10</td>
<td>$3 \times 10^{3}$</td>
<td>$3 \times 10^{-3}$</td>
</tr>
<tr>
<td>Coseismic $D_{max}$/Daverage</td>
<td>$\gamma_D$</td>
<td>-</td>
<td>-</td>
<td>~1.7</td>
<td>~1.8</td>
<td>1</td>
</tr>
<tr>
<td>Time (interseismic duration)</td>
<td>$T_i$</td>
<td>T</td>
<td>s</td>
<td>100</td>
<td>$4 \times 10^{10}$</td>
<td>$2.5 \times 10^{-9}$</td>
</tr>
<tr>
<td>Time (coseismic duration)</td>
<td>$T_c$</td>
<td>T</td>
<td>s</td>
<td>0.05</td>
<td>25</td>
<td>$2 \times 10^{-3}$</td>
</tr>
<tr>
<td>Seismic moment</td>
<td>$M_o$</td>
<td>M/L$^2$T$^{3/2}$</td>
<td>N m</td>
<td>$1.6 \times 10^{-1}$</td>
<td>$3 \times 10^{20}$</td>
<td>$5.3 \times 10^{-22}$</td>
</tr>
<tr>
<td>Coseismic stress drop</td>
<td>$\Delta \tau$</td>
<td>M/L T²</td>
<td>Pa</td>
<td>~40</td>
<td>$3 \times 10^{8}$</td>
<td>$1.4 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

—aModel and nature parameters are used to calculate scaling factors and evaluate model analogy in terms of geometry, kinematics, and dynamics.

As noticed by Corbi et al. [2011], the coseismic timescale ($T_c^*$) can be estimated considering that the Froude number should remain constant ($Fr^* = 1 = (L^*T_c^*)/\sqrt{(g^*L^*)}$). As a result, $T_c^* = \sqrt{L^*} = 2 \times 10^{-3}$ (so 1 s in the model is equal to approximately 500 s in nature). As described more in detail in section 4.1, microquake coseismic phase duration is 50 ms in average which scale to about 25 s in nature, consistent with seismological data [e.g., Bouchon et al., 2002]. As proposed by Rosenau et al. [2009], we estimate the interseismic and coseismic stage velocities using the ratios between $L^*$ and $T_i^*$ ($V_i^* \sim 1600$) and $L^*$ and $T_c^*$ ($V_c^* \sim 2 \times 10^{-3}$).

We obtain for the interseismic phase; 3 × 10$^3$ m/h in the model is equal to 27 mm/yr in nature and for the coseismic phase; 3 × 10$^{-3}$ m s$^{-1}$ in the model is equal to 1.5 m/s.

This first-order model scaling will be discussed more in detail during the description of model kinematical and mechanical behaviors, as well as in the discussion (section 5) where all the scaling parameters are summarized in a table (Table 1).

3.3. Physical and Mechanical Properties of the Fault Plane

The fault plane is materialized by the contact zone between the two foam plates. It measures 1 m long and extends vertically 8–10 cm from the base of the two rigid aluminum profile compartments up to the model surface through the silicone, polyurethane foam, and granular material layers. Friction properties evolves, then, vertically along the fault plane depending on the material that is crossed. Near the model surface, the fault plane crosscuts the thin granular material layer whose mechanical properties are characterized by a cohesion of 50 to 100 Pa and an internal friction of 0.6 ± 0.05. Because this layer is far thinner than the two others (generally less than 5 mm), its role on fault slip behavior is neglected. The main frictional interface is constituted by the intermediate layer along which the two foam plates slide in opposite direction. At fault tips, two low-friction patches, 3 cm long, were stuck on each side of the fault plane to limit free boundary effects. These patches induce a stable sliding of the polyurethane plates in this region, allowing to restrain most of the stick-slip events in the analyzed central part of the model.
In the basal silicone layer, the fault zone is not localized along a thin discontinuity like in the foam layer. It broadens into a ductile shear zone which resistance is shear rate dependent. Rheology of silicone SGM-36 is considered as Newtonian for strain rate below $3 \times 10^{-3}$ s$^{-1}$ at 24°C and its viscosity is about 50 kPa s at this temperature [Weijermars, 1990; Ten Grotenhuis et al., 2002]. The width of the shear zone, in the 3 cm thick ductile silicone layer, appears to be only slightly shear/strain rate dependent. Considering the range of the strain rate used in our experiments, from $3 \times 10^{-4}$ s$^{-1}$ to $10^{-4}$ s$^{-1}$ (from 0.5 to 2 cm/h), the width of the shear zone is relatively constant and does not exceed 5 cm. These shear tests have been performed using the silicone layer alone (without the overlaying foam plates) to allow measuring its deformation. Consequently, the width of the ductile shear zone is most probably thinner than 5 cm.

In the Foam layer, both static and dynamic friction coefficients of the fault plane were determined experimentally using a specific direct linear shear box device (see frictional measures in the supporting information Figure S1). This device allows for shear stress measurements under different normal stress conditions. Results indicate that the foam/foam friction coefficient is very high, ranging between 2 and 3, which is unrealistic since fault friction in nature is lower than 1 [e.g., Byerlee, 1978]. This discrepancy was a source of criticism to Anooshehpoor and Brune [1994]. To decrease the friction coefficient to a more realistic value, we have performed numerous tests with the aims to modify the frictional properties of the foam surfaces. We paste, in particular, different granular powders mixtures. Finally, we spray a colored epoxy resin (RAL3000) on the two foams interface which successfully decrease the static friction coefficient to about 0.65 ± 0.2. As shown in Figure 5, the coating does not modify significantly the foam surface topography at wavelength greater than 1 mm. Figure 5 presents the results of a topographic analysis of the fault plane at the macroscopic and microscopic scales. The roughness of the fault plane appears heterogeneous on both surface types (coated and uncoated) with numerous short oscillations (wavelength 1–3 mm; amplitude

Figure 5. (a) Uncoated surface. (b) Resin coated foam surface. Analysis of foam microtopography is performed using a laser interferometer. Maximum amplitude between crest and valley is lower than 1.5 mm. The comparison between resin coated and uncoated foam surfaces indicates that the topography is only slightly modified. Foam coating induces a reduction of the friction coefficient from 2–3 (uncoated foam) to about 1 related to changes in foam properties at a microscopic scale.
0.1–1 mm). This characteristic explains, in part, the broad variability of slip events generated during our experiments. Due to the resolution limit of the macroscopic topographic measurements, foam surface modifications can only be evidenced at a microscopic scale as revealed by EMT microscopy. The raw foam skeleton is covered by a thin (<10 μm) epoxy resin layer which connect the foam cells each others and smoothes the surface without significant stiffening of the fault zone (see indentation measurements in supporting information Figure S2).

The coated foam surface allows to conserve a stick-slip behavior as shown in the following sections. The stability of slip is usually characterized by rate and state friction laws [Dieterich, 1972; Ruina, 1983; Scholz, 1998] that depends on a friction rate parameter (a − b) which describes the velocity dependence of friction. It is usually determined experimentally by measuring the frictional response to step changes of slip rate. For (a − b) > 0, slip is stable, associated to a “velocity-strengthening” behavior. For (a − b) < 0, slip is unstable with occurrence of stress-drops (stick-slip), the behavior being then “velocity weakening.” For our experiments, we estimate (a − b) using the following relation:

\[ (a - b) = -\frac{\Delta \tau}{\sigma_n \ln \left( \frac{\bar{v}}{v_0} \right) } \]

with \( \Delta \tau \) the stress drop associated to stick-slip events, \( \sigma_n \) the normal stress applied to the fault, and a velocity step increase of slip from \( V_0 \) to \( V_1 \). As evoked later (section 4.1), stable slip is observed during experiments with fault slip velocities close or slightly lower than the interseismic imposed loading velocity (typically \( V_0 = 5 \times 10^{-3} \) m s\(^{-1}\)). In our experiments, coseismic mean slip velocity (\( V_1 \)) are in the order of a few millimeters per second, mean normal stress is 500 Pa and typical stress drop is 50 Pa (see Figure 18). Following equation (2), (a − b) is about −0.017 which is very close to the 10\(^{-2}\) value determined for rocks in velocity-weakening domains, depending on temperature, normal stress, and shear rates [Stesky et al., 1974; Marone et al., 1990; Blanpied et al., 1991; Marone, 1998; Scholz, 1998].

### 3.4. Kinematics Monitoring, Data Processing, and Analysis

Assessment of surface model deformation is achieved by using several measuring equipments and image processing techniques. The main device is constituted by a CANON 5-D Mark II full frame Complementary metal-oxide semiconductor digital camera (5616 × 3744 pixels) equipped with a fixed 35 mm focal lens (distortion negligible at edges of picture), located at the top of the experimental device. It records, every 6 s (0.17 Hz), a high-resolution image of the whole model surface (Figure 6a). A video camcorder and a laser gauge are also systematically deployed for each experiment.

These imagery data are processed to analyze surface deformation kinematics using a subpixel spectral correlation algorithm (EXPCORR) developed by Van Puymbroeck et al. [2000] and now commonly used to measure coseismic earthquake surface deformation [e.g., Michel and Avouac, 2002; Dominguez et al., 2003; Avouac et al., 2006]. As for the COSI-Corr method [Leprince et al., 2007] EXPCORR compares the local spectral signature (interrogative square window of typically 64 × 64 pixels) of two successive images acquired by the camera and estimates the phase shift of their Fourier transform. It yields the two components of the surface displacement (X and Y) and an estimate of the signal-to-noise ratio. Measurements accuracy and spatial resolution depend on the local level of correlation of the images and the size of the sliding window. Typically, measurement accuracy is about 2 μm (RMS) and typical spatial resolution reaches one independent measurement every 5 mm. This leads to a total of about 20,000 measurement points of model surface deformation every 6 s.

Due to camera shooting geometry, only the horizontal components (X and Y) of surface displacements are measured. This feature should be taken into account when interpreting the results. This is not a strong limitation because the model experiences almost pure strike-slip faulting. Thus, the amplitude of vertical displacements are at least one order of magnitude lower than horizontal displacements. Displacements are corrected using several reference frames attached on the mobile and fixed parts of the experimental device to remove any external source of vibrations.

Once processed using the subpixel correlation algorithm, horizontal displacement data are filtered and formatted to analyze their characteristics (EW and NS components, Amplitude, vector field, displacement profile). InSAR-like interferograms are also simulated to better outline displacement gradients and coseismic rupture limits (Figure 6b). The cyclic fringes color scale outline efficiently both low and high surface
deformation gradients. The representation also allows a direct and useful comparison with earthquake interferograms derived from InSAR satellite measurements (ERS, ALOS, and others).

4. First Experimental Results

We performed a first set of 51 experiments which are used in the present paper to describe the experimental protocol, discuss model scaling, and evaluate model potentialities. As previously mentioned, scientific results that have emerged from these experiments will be published separately and will be, then, only briefly evoked.

4.1. General Kinematics and Mechanical Model Behavior

In all our experiments, two main stages are always observed: a transient period of general elastic loading followed by a period characterized by stick-slip behavior.

During the loading stage, the fault is totally locked and the model starts recording long wavelength (>500 mm) elastic deformation. The mean duration of this stage depends on the loading rate but also on the imposed normal stress and fault friction properties. Generally, stick-slip behavior is observed along the fault plane after about 10 mm of bulk shearing.

During the second main stage, seismic cycle-like phases of deformation can be observed and measured. This phase is characterized by the occurrence of instantaneous incremental slip events separated by a few minutes during which the fault appears to be partially or totally locked. Figure 7 shows a short sequence, representing 2 mn of duration, extracted from a typical experiment monitored every 6 s. Intereiseismic loading, characterized by the absence of slip on the fault plane, dominates. Time to time, the fault gets unlocked and an incremental slip is generated (coseismic rupture). Main coseismic slip events are characterized by maximum horizontal amplitude displacements of 100 to 250 μm with rupture length varying from 600 to 900 mm and mean return periods of 30 to 180 s depending on the loading rate. The sequence presented in Figure 7 can be described as follows.

**Figure 6.** (a) Schematic cross section of the experimental device showing its internal mechanical structure, the geometry of analog material layers and how boundary conditions (initial normal stress and loading rate) are controlled. (b) Model surface horizontal displacements are monitored using subpixel image correlation technique. Numerical modeling tools are used to analyze model deformation at the surface and at depth.
After an interseismic phase of loading (P4432–4433, t = 0 s), during which the fault appears to be totally locked, a first microquake ruptures the left part of the fault over a length of 600 mm (P4433–4434, t = +6 s). Maximum coseismic surface slip of this event is in the range of 100–150 μm. Immediately after this coseismic stage, residual fault slip, located in the previous maximum coseismic slip area is observed (P4434–4435). Fault slip is concentrated over a length of about 150 mm. In the next six stages (from P4435–4436 to P4440–4441) the fault remains locked for a period of 36 s during which model experiences additional elastic loading.

At t = +54 s (P4441–4442) a second large microquake ruptures the central and right portion of the fault. It is characterized by a maximum surface coseismic slip of about 210 μm and rupture length of 900 mm. After this second coseismic phase, the fault still slips but with lower amplitude and the displacement pattern on the model surface is more widely distributed. (P4442–4443, t = +60 s).

On the stage (P4443–4444, t = +66 s), the part of the fault, that previously ruptured, shows no displacements indicating its relocking, whereas small motions are still visible in the far-field of both compartments. The next interseismic phase (P4444–4445 to P4449–4450) lasts for 30 s during which the fault is again totally locked except for a very low magnitude slip event located on the right fault termination (P4444–4445).

At t = +102 s (P4450–4451), a third microquake ruptures the whole fault with a maximum coseismic surface slip of about 120 μm. It is followed, as for the first microquake, by a localized residual fault slip extending over a fault length of about 100 mm.

Figure 7. Examples of surface horizontal displacement measurements acquired during a typical experiment. Each stage is separated by 6 s corresponding to 20 μm of far-field simple shear model deformation. Stick-slip behavior is observed; instantaneous incremental fault slip events are separated by long time periods where the fault is locked and model records long wavelength elastic loading. Horizontal black lines indicate rupture locations along the fault trace.
The fault locked again and a new interseismic phase starts (P4452–4453, t = +120 s). It is interesting to note that the postseismic phase characteristics depend on the microquake magnitude. For small to moderate coseismic events, only after-slip like deformation is observed rather for strong microquakes, off-fault displacements occur implying deep fault slip and, most probably, viscous deformation at the brittle-ductile transition.

Experiment duration depends on the imposed loading rate and typically ranges from 3 to 6 h. During that time, it is possible to generate and analyze hundreds of seismic cycles. In the experiment presented in Figure 7, the model generated more than 200 seismic cycles for a total cumulated slip on the fault of about 60 mm. This ratio is not constant and depends on several boundary conditions such as loading rate, initial normal stress and fault friction properties. The capability of the model to generate a great amount of successive seismic cycle is a key point of our approach because it allows performing parametric and statistical analysis that are almost impossible to realize on natural cases.

4.1.1. Interseismic Displacement Field

During the interseismic loading, the strain field is mostly characterized by the absence of measurable slip along the fault, which may indicate that the fault is totally locked. Punctually in space and time, episodic and local phases of low-velocity slip that can be interpreted as aseismic creep are also observed. Interestingly, fault-parallel horizontal displacement velocity profiles across the fault can be adjusted by using the formulation proposed by Savage and Burford (1973):

$$v(y) = \frac{v_0}{\pi} \arctan\left(\frac{y}{D_L}\right)$$

(3)

with $v(y)$ the velocity at the distance $y$ from the fault, $v_0$, the far-field velocity (boundary or shearing velocity, relative plate motion), and $D_L$ the locking depth. This formulation links the velocity of any point of the surface to its distance compared to the fault trace and to the depth limit of the locked portion of the fault which can be approximated as the brittle/ductile transition [Weertman and Weertman, 1964; Savage and Burford, 1973; Savage, 1980; Lisowski, 1991]. This 2-D model is often used to invert the slip rates and the locking depth of strike-slip fault [e.g., Schmalzle et al., 2006; Titus et al., 2011]. A typical experimental interseismic strain field and displacement profile is shown Figure 8c. The displacement amplitude and the vector field show that the central part of the fault is totally locked. The displacement increases symmetrically on each side from the fault toward the far field where it reaches the long-term imposed velocity loading. The velocity profile across this zone exhibits a typical arctangent shape that can be adjusted using equation (3). Results give a long-term boundary model velocity of 20 mm/h and a locking depth of 60 mm which correspond to the imposed loading rate and the foam thickness, respectively (Figure 8c). Figure 8d underlines the similarity with interseismic geodetic measurements across the San Andreas Fault (California, USA).

Figure 9 shows another example of interseismic model deformation where slow velocity fault slip ($<60 \mu m/6 s$) is observed. The velocity profile is nearly flat on both compartments indicating very low elastic loading. The velocity gradient across the fault is much higher here and shows a good analogy with measurements performed on natural cases (Figure 9d) such as across the creeping part of the North Anatolian Fault [e.g., Cakir et al., 2005]. This profile can be adjusted using a shallow locking depth of 7 mm and a long-term boundary model velocity of 13 mm/h, consistent with the imposed loading rate for this experiment (Figure 7c). Fault locking and fault creep behaviors can be seen as two end-members characterizing the interseismic phase. In our experiments, intermediate behaviors with partial coupling are often observed during the interseismic phase.

4.1.2. Coseismic Displacement Field

Recurrent instantaneous incremental slip equivalent to coseismic ruptures, separated by interseismic loading stages, are observed on the fault (Figure 10). In map view, horizontal surface displacements distribution forms an ellipse whose major axis is mingled with the fault trace (Figure 10a). Fault-perpendicular profile shows fault-parallel displacement reaching up to few hundreds of microns close to the fault with a rapid decay on both sides (Figure 10c). As noticed by Reid (1910) coseismic surface motions show the opposite pattern compared to interseismic surface motion. This observed displacement field can be successfully reproduced using classical elastic half-space dislocation models, which are commonly used to quantify coseismic displacements on active fault [e.g., Stekete, 1958a, 1958b; Chinnery, 1961; Savage and Hastie, 1966; Savage and Burford, 1973; Okada, 1985]. This simple model is based on the equation:

$$u(y) = \frac{\mu_0}{\pi} \arctan\left(\frac{D}{y}\right)$$

(4)
with $U$ the horizontal surface displacement parallel to the fault at the distance $y$ from the strike, $U_0$ the slip on the fault, and $D$ the dislocation depth (Figure 10c).

For comparison, Figure 10d shows coseismic displacement profiles of the 1997, $M_w = 7.6$, Manyi earthquake [Peltzer, 1999]. The similarity between experimental and geodetic measurements confirms that model coseismic surface displacements are analog to those observed in natural fault systems.

On an energetic point of view, seismic moment can be calculated using the shear modulus of the crust ($G$), the rupture surface ($S$), and the mean coseismic slip along the fault plane ($u$) with the following relation:

$$M_0 = GSu$$  \hspace{1cm} (5)

Base on the deep slip inversions on the fault plane detailed in section 4.2, typical large microquakes are usually characterized by a surface rupture of $0.7 \text{ m} \times 0.05 \text{ m}$ and a mean coseismic slip of $u = 1.5 \times 10^{-4} \text{ m}$. Using model physical and mechanical parameters; a shear modulus $G = 45 \text{ kPa}$ and a fault surface $S = 0.035 \text{ m}^2$, seismic moment ($M_0\text{Model}$) can be evaluated to about $2.4 \times 10^{-1} \text{ N m}$. Using the average scaling factor $L^*$, the calculated earthquake equivalent source parameters correspond to a surface rupture of $175 \text{ km} \times 7.5 \text{ km}$ and a mean coseismic slip $u = 25 \text{ m}$. With an upscaled $G = 11 \text{ GPa}$, the seismic moment ($M_0\text{Nature}$) is estimated to about $3 \times 10^{20} \text{ N m}$, given a model to nature ratio of about $5.3 \times 10^{-22}$. Thus, such a large microquake in our experiments correspond to an earthquake magnitude $M_w = 7.7$. Note that in regards to earthquake scaling laws [Wells and Coppersmith, 1994] $u$ appears to be overestimated with a factor of 5 considering the rupture dimensions. This point will be discussed later in section 5.

### 4.1.3. Postseismic Displacement Field

It is now well established that both after-slip and viscoelastic relaxation contribute significantly to postseismic deformation. After-slip is commonly associated with additional slow slip on the fault plane in the region surrounding the coseismic rupture area (e.g., Thatcher, 1983; Li and Rice, 1987; Ben-Zion et al., 1993; Scholz, 1998; Montési, 2004), whereas viscoelastic rebound is attributed to viscous shearing nearby the
brittle/ductile transition in response to coseismic stress change [Nur and Mavko, 1974; Pollitz et al., 2001; Fialko, 2004a]. Postseismic deformation generally decays after a few days or months and eventually after several years for major earthquakes. In our modeling, immediately after the occurrence of major microquakes, surface displacement field exhibits two main features; fault creep, and low-amplitude long wavelength deformation (Figure 11). Slip along the fault trace may correspond either to the end of the coseismic rupture or to aseismic after-slip following the earthquake [Smith and Wyss, 1968; Marone et al., 1991; Perfettini and Avouac, 2007]. The two displacement maxima located off-fault on both compartments associated to a long wavelength deformation can be associated with deep slip controlled by viscous relaxation. Thus, as in natural cases, these features can be interpreted as the joint effect of fault slip and viscous deformation at the bottom of the model. Note that for experiments performed with a pure-elastic rheology, i.e., without the basal silicone layer, this postseismic phase of deformation is not observed. This confirms that the mechanical coupling at the interface between the polyurethane foam plates and the silicone layer play a key role in the relaxation of coseismic stress. Due to the sampling rate of the monitoring system (one measurement every 6 s), the postseismic phase can be identified during one or two pictures following the coseismic rupture. Typical relaxation time of the ductile layer is probably a little bit greater than 6 to 12 s because, due to monitoring accuracy and the rapid decay of postseismic deformation, its signal is lost before this phase ends. Furthermore, considering a viscosity $\eta \sim 50$ kPa s and a shear modulus $G \sim 3$ kPa [e.g., Boutelier et al., 2008] for the silicone layer, we calculate a Maxwell relaxation time $t \sim 16$ s (with $t = \eta/G$) consistent with the experimental measurements.

4.2. Microquake Characteristics

To characterize and compare the kinematical and mechanical properties of experimental microquakes to their natural counterparts, we have studied the relationships between several key parameters that are classically used to analyze earthquake dynamics [e.g., Wells and Coppersmith, 1994; Manighetti et al., 2005; Wesnousky, 2008]. Results are also used to evaluate and discuss model scaling.
4.2.1. Surface Slip Profiles

The analysis of surface coseismic fault displacement profiles give interesting informations to better constrain rupture propagation mechanisms and fault growth processes. For that, we extracted the fault-parallel component of horizontal offsets along the fault. In several cases, the rupture tips of experimental microquakes cannot be determined precisely; especially when the microquake occurs near the model fault ends and when the microquake breaks the whole fault. In both cases, the apparent rupture length is shorter than the true length. To overcome this limitation, estimate true surface fault slip gradients and allow the comparison with natural cases, half-displacement profiles were considered as it is usually done to study the long-term and coseismic fault slip gradients [e.g., Dawers and Anders, 1995; Cartwright and Mansfield, 1998; Soliva and Benedicto, 2005].

Figure 12a shows a selection of 64 coseismic fault slip profiles (fault-parallel component of horizontal surface displacements). Fault creep events were removed from this selection by identifying slip events having average displacement lower or equal to the imposed interseismic far-field displacement. Half-displacement profiles are defined here as the displacement distribution from the location of the maximum rupture displacement ($D_{\text{max}}$) to the location of the rupture tip along the fault. They are normalized by the maximum rupture length and maximum fault displacement ($D_{\text{max}}$). In Figure 12, $D_{\text{max}1}$ and $D_{\text{max}2}$ refer to the difference between $D_{\text{max}}$ and fault displacement at left and right rupture tips. $L1$ and $L2$ correspond to the left and right portions of the rupture length compare to $D_{\text{max}}$ location.

Different types of profile geometry are observed. Some profiles exhibit a convex shape while others appear concave. At first order, all of these profiles can be reasonably adjusted using a linear fit, which implies that most of the fault displacement distributions are substantially triangular. Nevertheless, nonlinear profiles such as bell-shaped or flat-topped distributions are also observed, as well as profiles with multiple local maxima. These types of profiles shapes and especially the linear displacement distribution between $D_{\text{max}}$ and the rupture tips are fully consistent with what it is observed in the nature [Manighetti et al., 2005; Wesnousky, ...]
2008]. The diversity of the profile shapes observed has also been modeled using mechanical analytical solutions or numerical models [e.g., Bürgmann et al., 1994; Willemse, 1997].

4.2.2. $D_{\text{max}}$ Versus $D_{\text{mean}}$

Figure 12b shows the relationship between $D_{\text{max}}$ and $D_{\text{mean}}$ (mean value of displacement) from the displacement profiles. $D_{\text{max}}$ values appear to be ~1.7 greater than $D_{\text{mean}}$ and the ratio $\gamma D = D_{\text{max}}/D_{\text{mean}}$ is constant. These two characteristics are very similar to those evidenced for natural strike-slip earthquakes [Wells and Coppersmith, 1994; Manighetti et al., 2005, 2007; Martel and Shacat, 2006]. According to these studies, this $\gamma D$ ratio value is typical of near triangular shape slip profiles.

Elliptic slip profile shapes, predicted by elementary models for slip in a linear elastic homogeneous and isotropic material [Pollard and Segall, 1987], are never observed in our experiments. These theoretical slip distributions are characterized by infinite displacement gradients at fault tips inducing stress singularity. This unrealistic behavior is theoretically related to the finite dimension of the fault rupture in an elastic space and to the absence of both fault friction and heterogeneous damage inherent to fault zones, approximated in the form of cohesive end zones in mechanical models [Dugdale, 1960; Scholz, 2002]. In the near-linear distribution of displacement observed in the experimental microquakes (Figure 12a), tapers are observed at rupture ends and cannot be related to off-fault plastic damage surrounding the rupture, but probably more to on-fault processes. This implies specific properties of yield and driving stresses, expressed more simply by dynamic, static friction, and stress distribution near the fault tip [Dugdale, 1960; Barenblatt, 1962; Kanninen and Popelar, 1985; Wang et al., 1995; Bürgmann et al., 1994; Willemse, 1997].

Preliminary results strongly suggest that initial static normal stress distribution is a key parameter influencing significantly the location and displacement distribution of microquake events along the fault plane. Such a specific study would be presented in a forthcoming publication (Caniven et al., How along-fault stress heterogeneity controls seismic cycle fault behaviour? Insights from an experimental strike-slip fault model, submitted to Tectonophysics, 2015).
4.2.3. $D_{\text{max}}$ Versus L\textsubscript{rupture}

To study how surface fault slip evolves with different rupture length, we investigate the relationship between $D_{\text{max}1}$, $D_{\text{max}2}$, and $L_1$, $L_2$. Figure 12c shows that for experimental microquakes, the calculated ratio $\gamma_{\text{co}} = D_{\text{max1,2}}/L_{1,2}$ typically ranges between $10^{-5}$ and $10^{-3}$ which is very close to that of natural earthquakes [Wells and Coppersmith, 1994; Manighetti et al., 2005, and Wesnousky, 2008]. Nevertheless, we note that stronger slip events tend to have higher $\gamma_{\text{co}}$ than natural earthquakes. This discrepancy is probably related to the finite dimension of model's fault which is not long enough. The low-friction patches at the fault tips act as barriers to the seismic rupture propagation which induce strong coseismic slip gradients when the whole fault is broken.

4.2.4. We Versus Le

Finally, we analyze the pattern geometry of coseismic surface deformations produced in the vicinity of the fault rupture. Interest is to study the relation between fault slip kinematics along the fault plane and large-scale model deformation. As expected from elementary mechanics in elastic medium [Chinnery, 1961], fault-parallel surface displacement contours evolve progressively from an ellipse near the observed maximum surface slip to a butterfly shape away from the fault rupture (as seen in Figure 10a). To measure and compare microquakes surface aspect ratio (Sar) with nature, we extract the mean horizontal displacement isocontour on an interval delimited by the interseismic and the maximum fault slip values. From obtained elliptical isocontour, a major (Le) and a minor (We) axis can be extracted (Figure 12d). The Sar ratio, i.e., $W_{\text{e}}/L_{\text{e}}$, varies from 2 to 10. Although the dispersion is high, $(W_{\text{e}})$ seems to increase following a power law, with $a \times (L_{\text{e}})^b$. Here the regression gives $b = 1.13$ with a $R^2 = 0.75$, (the law is linear and the ellipse considered self-similar for $b = 1$).

The dispersion of data and the plot of all ellipses obtained from measured $(W_{\text{e}})$ and $(L_{\text{e}})$ suggest that, at least, two main types of events could be distinguished: (1) microquakes with a Sar $< 4$ (red ellipses on Figure 12d) that are related to single-slip events such as the one shown in Figure 10a with “bell-shaped” slip.
profiles and (2) microquakes with a Sar > 4 (blue ellipses in Figure 12d) that could be the result of the addition of several-slip events, flat-topped or heterogenous coseismic slip distributions.

For natural earthquakes, the Sar ratio is not directly studied. Nevertheless, based on some examples of coseismic surface deformation derived from geodetic measurements (optical subpixel correlation and InSAR) [Wang et al., 2007; Qu et al., 2013; Avouac et al., 2014], Sar seems to increase with the magnitude [e.g., Yushu earthquake, 2010, M 7.1, Sar~3; Balochistan earthquake, 2013, M 7.7, Sar~6].

As coseismic surface displacements are related to the fault slip at depth, Sar can be compared to the more classical aspect ratio defined by L/W, with L the surface rupture length and W the rupture width (in depth). For natural strike-slip earthquakes, although W is quite constant in a small range related to the seismogenic continental crust depth (10–15 km), higher L of strong earthquakes tend to be associated with large W [Wesnousky, 2008].

4.2.5. Microquake Duration

The sampling frequency of 0.17 Hz (one acquisition every 6 s) used for optical measurements does not permit to estimate the real duration of the coseismic phase. By using a standard high-definition (HD) digital camera, recording 25 images per second, we have quantified that experimental microquake duration generally does not exceed 50–100 ms, implying coseismic rupture velocities of about a few tens of meters per second and coseismic slip velocities in the range of 0.02–0.04 m s (Figure 13). At this sample rate (25 Hz), we have been able also to capture some interesting additional details of the coseismic phase as illustrated in Figure 13a. After an interseismic loading phase which lasted for several minutes, one first small magnitude slip event is detected. It is followed, 1/25 s later, by a large slip event shearing the same maximum slip location. In the next 1/25 s, two additional slip events microquakes with small magnitudes occurred close to the rupture ends of the main event (Figure 13a). Taking into account the characteristics of this sequence...
and particularly the fact they occur at different apparent slip rates, these seismic events could be interpreted as foreshock, main shock, and aftershock sequences, even if the hypothesis of a single-event propagation cannot be excluded considering the 25 Hz measurement sampling rate. Note that this experiment has been performed without the silicone layer at the base of foam plates, which explain the absence of the postseismic deformation phase (at $T = 0.12$ s), that is detected in foam/silicone models (Figure 11).

Additionally, microquake duration has been confirmed using vibration sensors (piezoceramic transducer, resonance frequency 4400 Hz), installed nearby the fault at the surface of the model (Figure 13b).

More interestingly this data reveals a complex signature that could be analyzed in future studies to derive information about the seismic source.

### 4.2.6. Coseismic and Interseismic Strain and Stress Fields

Model strain and stress state evolution can be studied in detail using the large catalog of surface displacements. This is of great interest to better understand how long-term stress-loading influence short-term stress evolution (i.e., at the scale of one seismic cycle) and also to investigate stress transfer processes with the aims to constrain the location and size of the future rupture events.

Because the vertical component of surface displacements is not measured, it is not considered in the following calculations. This is not a limiting factor since the fault has a pure strike-slip kinematics and, as shown by elastic dislocation modeling [Okada, 1985], vertical displacements are at least 1 order of magnitude smaller than horizontal displacements. Thus, plane strain conditions (2-D) are assumed and the components of model surface strain and stress tensors are, then, derived from the horizontal surface displacements using the following formulations:

$$
\varepsilon_{xx} = \frac{\partial u}{\partial x}, \quad \varepsilon_{yy} = \frac{\partial v}{\partial y}, \quad \varepsilon_{xy} = \frac{1}{2} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right)
$$

where the directions x and y and the displacements u and v are parallel and perpendicular to the fault, respectively. Next assuming linear elasticity, stress tensor $\sigma$ is obtained from the Hooke’s law

$$
\sigma_{ij} = 2G\varepsilon_{ij} + \lambda\varepsilon_{s}\delta_{ij}
$$

with $\varepsilon_s$ the first invariant of strain tensor, $\Delta$ the Kronecher’s delta, and $G$ and $\lambda$, the shear modulus and Lamé coefficient, respectively. By convention, compression and left-lateral sense are negative. An increase of shear stress value therefore indicates elastic relaxation, generally induced by a coseismic rupture or a creep event along the fault surface. The state of stress can also be specified with $\sigma_1$ and $\sigma_2$, defined as the maximum and minimum principal stresses, respectively. Their orientations relative to the fault trace is characterized by $\theta_1$, the angle between x and $\sigma_1$. From the Cauchy’s equations of the Mohr circle we have:

$$
\sigma_{1,2} = \frac{\sigma_{xx} + \sigma_{yy}}{2} \pm \sqrt{ \left( \frac{\sigma_{xx} - \sigma_{yy}}{2} \right)^2 + \tau_{xy}^2 }
$$

Because microquake displacements are heterogeneous, they generate stress heterogeneities along the fault plane: slipped zones are relaxed, whereas locked zone are loaded. This failure potential may be evaluated by using the Coulomb stress change criterion [e.g., King et al., 1994] defined as

$$
\Delta\sigma_{clfs} = \Delta\tau - \Delta\sigma_n - \mu
$$

with $\mu$ the effective static friction coefficient [Jaeger and Cook, 1979]. The fault being parallel to the X axis, for a slip event, the Coulomb stress change for optimally oriented vertical plane, [King et al., 1994, equation (13)] is defined by:

$$
\Delta\sigma_{clfs} = \Delta\tau_{xy} - \Delta\sigma_y - \mu
$$

with $\Delta\tau_{xy}$ and $\Delta\sigma_{xy}$ the shear stress change and the normal stress change, respectively. Positive values of $\Delta\sigma_{clfs}$ indicate an increase of Coulomb stress that promote failure, whereas negative ones promote a relaxation.

Figure 14 shows coseismic and interseismic strain and stress changes calculated from the cumulated displacement field between two consecutive measurements ($12$ s). During the interseismic phase (Figure 14a), the shear stress change component shows, as expected, a typical generalized elastic loading around the fault trace (Figure 14a2). For the considered time interval, we deduce a loading rate of about 1 Pa/s when and where the fault is locked. At the vicinity of locked patches (i.e., without creep), we can
reasonably consider that we measure the maximum-global stress-loading rate. The slight relaxation observed on both model fault tips are related to the presence of the low-friction patches, which prevent fault end locking as explained earlier in section 3.3.

The oblique orientation of the major principal stress $\sigma_1$ is coherent with the sinistral loading of the model (Figure 14a3), with an average $\theta_1$ of 40° in the central part of the model. Effect of the low-friction patches is visible at fault ends, where $\sigma_1$ tends to parallel to the fault strike. Most of $\sigma_2$ values are negatives and have the same amplitude than $\sigma_1$ values, indicating that the principal stresses in the system balanced during the loading phase.

Due to low camera sampling rate (1 frame/6 s), these measurements include a part of interseismic and/or postseismic displacements. However, as coseismic displacements (Figure 14b1) are much higher by about one order of amplitude, we consider that most of the stress changes at this time scale results from the slip rupture on the fault plane. This is confirmed by the XX component strain map that clearly shows extensive and compressive quadrants, consistent with a sinistral slip on the fault (Figure 14b2). For this example, three mains lobe pairs can be distinguished which may indicate the occurrence of two separated microquakes or a single one with a heterogenous slip distribution.

The YY component of coseismic strain field (Figure 14b3) shows an unexpected heterogeneous asymmetric pattern compared to the theoretical strain/stress field in a homogeneous half-space elastic media [e.g., Chinnery, 1963; Segall and Pollard, 1980]. This discrepancy may be due to (1) a heterogeneous slip distribution on the fault plane associated to tapering of slip profiles near rupture ends, (2) the low amplitude of $v$
displacements (normal to the fault strike direction) which is close to measurement accuracy (~5–10 μm) and therefore badly constrained. In contrast, both stress and strain fields in their shear component (XY, Figure 14b4) show clearly a stress drop along the ruptured portion of the fault with a maximum value of 50 ± 5 Pa, located where the coseismic displacement is maximum. Consistently, with expected theoretical results [e.g., Segall and Pollard, 1980] the perturbation of the principal stresses (Figure 14b5) indicates an increase of $\sigma_1$ (compression) and a decrease of $\sigma_2$ to negative values (tension) near the fault trace in the zone of maximum surface slip. The orientations of $\sigma_1$ axes are still consistent with the sense of fault slip [Petit and Barquins, 1988].

The Coulomb stress change associated to this coseismic event using equation (10) (Figure 14b6) is calculated considering a static friction coefficient of $0.65 \pm 0.2$ (see section 3.3). The isostress-change contours indicate a relaxation along the rupture zone with a pattern very similar to the shear stress field (Figure 14b4). This similarity is related to the very low coseismic normal stress change shown in Figure 14b3. We note that usually, stress lobes appear more pronounced for theoretical models with uniform slip along the dislocation [King et al., 1994]. Here the absence of pronounced positive lobes is attributed to the heterogeneity of slip and the low displacement gradient (taper) at the rupture tips. Another possible explanation is that a portion of postseismic after-slip is integrated in the analyzed measures and contributes to smooth the displacement distribution at both rupture ends.

Surface strain and stress fields, calculated from the horizontal displacement field, are consistent with expected interseismic and coseismic models [Chinnery, 1963; Stein et al., 1997; Nalbant and McCluskey, 2011]. Periods of quiescence produce large-scale stress loading whereas incremental slip events induce (1) local stress relaxation along the ruptured parts of the fault and (2) stress loading near both rupture tips. Stress changes induced by the last seismic cycles can be used to constrain the place and time of the next seismic event. On natural examples such data of regional and local stress perturbations around active faults are mostly unavailable.

### 4.2.7. Slip Distribution and Stress at Depth

To quantify the slip distribution at depth, we have developed a semi-automated inversion method, based on triangular dislocation elements embedded in a homogeneous elastic half-space [Meade, 2007]. The traditional approaches used a uniform small gridding for the fault plane [e.g., Fialko, 2004b]. Because of the limited number of observations, this gridding often leads to an underdetermined inverse problem, which is stabilized by smoothing slip model. While the small-scale surface displacements can be model with these approaches, the poorly resolved area can cause artifacts in the obtained slip distribution [Page et al., 2009]. In fact, this type of fault subdivision does not account for data coverage: patches located at depth or in areas that are sparsely covered by measurement are often poorly resolved.

Here following previous efforts [Page et al., 2009; Atzori and Antonioli, 2011], we favor the use of a nonuniform grid, which insures a homogeneous resolution. First, using the MATLAB MESH2D tool developed by D. Engwirda, we improve the model resolution by making the subfaults larger in poorly resolved area. The final model counts about 1000 dislocation elements. Patches near the edges and the bottom of the device have a size twice as large as those located at the top of the fault. Furthermore, we use an additional seminfinite rectangular dislocation below the fault to simulate viscoelastic behavior and velocity boundary conditions. Next, with the MATLAB LSQVIN function, we inverse surface displacements constraining the sense of strike slip [Coleman and Li, 1996]. Because model parameters are all well known and the spatial resolution of surface measurements is very high, the results of the inversion are supposed well constrained. Figure 15 presents interesting preliminary results for four successive stages of model deformation corresponding to interseismic loading, coseismic slip, postseismic afterslip phase, and postseismic viscoelastic for a strong microquake event rupturing the whole fault.

Results of slip inversion suggest that during the interseismic phase, the fault is totally locked. Coseismic period is characterized by fault slips mainly located in the upper part of the fault. The obtained coseismic distribution gives about 0.5 mm for the maximum of slip located at 15 mm depth (Figure 15b), leading to an average Coulomb stress decrease of 100 Pa (Figure 15c). This value is consistent with surface estimate presented in the previous paragraph. Furthermore, our results predict a Coulomb stress increase in the lower part of the fault, where afterslip and deep postseismic are imaged in the 12 s following the event (Figures 15d and 15e). Slip affects the whole fault during the first phase of postseismic stage but with maximum values located deeper,
at 40 mm (Figure 15d). The following phase shows that slip is constricted close to the maximum depth of the elastic part of the model (Figure 15e). The fault is again locked in the upper central part. Some slight slips still persist at the surface and at the fault limits. This sequence shows a deepening of slip during the postseismic phase which can be compared to slip inversion results performed to study the \( M_w = 7.5 \) 1999 Izmit earthquake [Reilinger et al., 2000]. In this case, coseismic slip was confined to the upper 10 km of the fault plane then evolve in the next month into aseismic afterslip located on and below the coseismic rupture.

This encouraging results point out the need to better constrain the effect of rheology, friction, and inherited stress on the obtained slip distribution at depth. However, this would request a systematic analysis that is beyond the scope of the present paper.

4.3. Seismic Cycle Characteristics

For each experiment, several hundreds of seismic cycles can be analyzed to study how the different deformation phases follow each others and what are the coupling processes that control their kinematics and mechanics characteristics. Several mechanical behaviors, analog to those evidenced in nature, can be identified and studied.

4.3.1. Clustering Behavior

In most of the 51 experiments that were performed, progressive rupture of the whole fault by successive microquakes is observed. Figure 16 shows a typical sequence of four successive microquakes rupturing the fault in a limited time (18 s, equal to \( \sim 200 \) years) after a long quiescence interseismic period of more than 180 s (equal to \( \sim 2000 \) years). In this sequence, microquake propagation appears unidirectional (from right to left).
to left) but bidirectional or even aleatory microquake clustering is also observed during the same experiment. It is not yet clear what are the parameters that control these behaviors but according to preliminary results, the initial normal stress distribution along the fault plane could plays a key role (Caniven et al., manuscript in preparation, 2014). It is interesting to note that microquake clustering seems inhibited in experiments where the amplitudes of normal stress variations along the strike are significant (>300 Pa). For the presented sequence, normal stress variations are less than 100 Pa, thus implying a uniform loading along the fault strike which seems to favor clustering behavior.

Earthquake clustering is commonly observed on natural fault like the North Anatolian Fault (NAF) for which several historical ruptures sequences have been documented [e.g., Barka, 1996; Stein et al., 1997; Nalbant et al., 1998]. The most famous is the 1939–1999 westward propagating sequence which ruptured ~1000 km of the NAF during eight major earthquakes, the last being the 17 August 1999 Izmit earthquake. In the last centuries, eastward propagating sequences has been also evidenced on the NAF [Ambraseys and Finkel, 1995; Ikeda et al., 1991; Barka, 1992] as well isolated events [e.g., Pondard et al., 2007]. Based on the analyses of stress transfers, Pondard et al. [2007] concluded that earthquakes clustering could be favored by a uniform loading along relatively linear fault segments. On the contrary, isolated events could be the consequence of nonuniform stress relief induced by previous earthquake sequences. That seems to be consistent with our observations concerning the role of normal stress distribution along the fault model.

4.3.2. Seismic Cycle Duration
For natural case studies, the evaluation of earthquake recurrence time period highly depends on several parameters like the time window of interest, the type of used data (geodetic, seismologic, and paleoseismologic), or even the location of the studied area along the fault. Experimentally, it becomes possible to access the complete model kinematics at any location and, then, constrain fault slip behavior at the scale of one seismic cycle up to long-term evolution. This analysis is also used to evaluate the kinematics and temporal scaling of the model.

Figure 16. Example of microquake clustering. (a) Amplitude of horizontal surface displacements showing the progressive rupture of the fault by four successive microquakes propagating from right to left. (b) Associated horizontal fault slip profiles. Note that fault slip profiles are characterized by “Gaussian-like” or “bell-like” shapes.
Figure 17 illustrated different long-term faults slip behaviors by comparing the evolution of cumulated horizontal displacement at one site, situated close to the fault trace, for two experiments sharing the same parameters but performed with different loading rates. The observation site simulates a long-term GPS station implemented on one fault compartment. For this experiment, the average normal stress is about 250 Pa and is quite constant along the fault trace.

For a low loading rate (5 mm/h), the kinematics of the fault is characterized by the occurrence of strong and moderate microquakes with average surface slip of 250 μm and 80 μm, respectively. It is interesting to note that cumulated horizontal displacement slightly increases before most of major events implying that the fault unlock progressively until the fault breaks. This behavior is particularly observed for low loading rate (5 mm/h) experiments (Figure 17a). Then, due to postseismic viscoelastic relaxation, the slip rate decreases nonlinearly during a few tens of seconds.

The interseismic periods are characterized by a progressive increase of the cumulated displacements, meaning that the fault never locked totally and aseismic creep is occurring. Consequently, a significant part of model elastic loading is dissipated during the interseismic period. The average duration of these phases is ~ 300 s (4500 years). Note that interseismic locking of the fault is observed for low loading rate experiments (Figure 17a). Then, due to postseismic viscoelastic relaxation, the slip rate decreases nonlinearly during a few tens of seconds.

Figure 17a illustrates different long-term faults slip behaviors by comparing the evolution of cumulated horizontal displacement at one site, situated close to the fault trace, for two experiments sharing the same parameters but performed with different loading rates. The observation site simulates a long-term GPS station implemented on one fault compartment. For this experiment, the average normal stress is about 250 Pa and is quite constant along the fault trace.

For a low loading rate (5 mm/h), the kinematics of the fault is characterized by the occurrence of strong and moderate microquakes with average surface slip of 250 μm and 80 μm, respectively. It is interesting to note that cumulated horizontal displacement slightly increases before most of major events implying that the fault unlock progressively until the fault breaks. This behavior is particularly observed for low loading rate (5 mm/h) experiments (Figure 17a). Then, due to postseismic viscoelastic relaxation, the slip rate decreases nonlinearly during a few tens of seconds.

The interseismic periods are characterized by a progressive increase of the cumulated displacements, meaning that the fault never locked totally and aseismic creep is occurring. Consequently, a significant part of model elastic loading is dissipated during the interseismic period. The average duration of these phases is ~ 300 s (4500 years). Note that interseismic locking of the fault is observed for low loading rate experiments (Figure 17a). Then, due to postseismic viscoelastic relaxation, the slip rate decreases nonlinearly during a few tens of seconds.

For a higher loading rate experiment (20 mm/h), aseismic creep dominates the fault slip behavior. Some creep rate variations are observed but the average velocity remains equivalent to the long-term slip rate. This feature indicates that the fault is almost unlocked and stores very little elastic energy. In a forthcoming study, we propose that this difference of fault behavior is most probably controlled by the brittle/ductile coupling at the base of foam plates, due to the strain-rate-dependent rheology of the silicone. For a high loading rate, viscous forces in the silicone layer increase as well as the mechanical coupling at the base of the foam plates which force the base of the frictional fault plane to slip at a velocity close to the far-field velocity. For a low loading rate, silicone almost behaves as a Newtonian fluid and viscous forces decrease significantly, allowing the fault to remain locked for a longer period. Another hypothesis is that a part of this behavior may be also controlled by a time-dependent static frictional strength [Dieterich, 1972, 1992; Scholz 1998; Marone, 1998]. Nevertheless, first results seem to favor the first hypothesis as the main process.

Figure 17b shows the same type of analysis but this time at two different sites along the fault for the same experiment. Site 1 and site 2 are located on the right and left portions of the fault, where normal stress is...
440 Pa and 250 Pa, respectively. Due to these along-strike variations of the normal stress and resulting local changes in frictional strength, fault creep, or coseismic rupture can be locally enhanced or inhibited. Comparison between site 1 and site 2 measurements reveal that most of the major microquakes ruptured a long portion of the fault and are detectable on both sites, whereas smaller events affect generally only one site. Site 1 clearly records stronger slip events with a relative regular mean recurrence time of ~100 s (1500 years). At site 2, numerous smaller microquakes are observed, as well as significant interseismic creep. Average recurrence time at site 2 appears also shorter compare to site 1, about ~30 s (450 years). Fault slip appears, then, to be characteristics on site 1 while it is more chaotic on site 2.

This experiment illustrates the role of the normal stress distribution along the fault plane on seismic cycle characteristics. It points out also the difficulty to constrain the complex and multiscale seismic behavior of active fault that arise when only local paleoearthquakes studies are considered [Grant and Sieh, 1994; Sieh et al., 2008; Schlagenhauf et al., 2011; Goldfinger et al., 2013].

### 4.3.3. Strain and Stress Evolution

As evoked earlier, one of the major interests of the experimental approach is to access the complete evolution of surface strain and stress fields, with their absolute values, from the beginning of the experiment. This analysis is also of interest to better constrain model scaling in term of mechanics and energy. Figure 18a illustrates how the XY component of surface stress evolves at two different sites along the fault during a typical experiment. Long-term shear stress evolution parallel to the fault is quantified, first, using surface displacement measurements at a low frequency of 0.002 Hz (one measure each 600 s). Average yield stress is about 520 Pa at site 1 and 450 Pa at site 2. This difference is due to normal stress variations along the fault strike: average normal stress is 550 Pa and 480 Pa at site 1 and 2, respectively. Note that these values give an apparent friction coefficient of about 0.1 which is consistent with experimental measurements performed using a direct shear box device.

Figure 18b shows a more-detailed analysis of instantaneous stress variations using a higher sampling rate of 0.17 Hz (one measure each 6 s). At this resolution, it is possible to observe surface stress evolution at the scale of individual seismic cycles. As expected, each cycle is characterized by a progressive elastic loading phase followed by an abrupt stress drop. Here average cycle duration is about 90 s.

Static stress drop ($\Delta \tau$) can be determined using the shear modulus ($G$), the mean slip ($u$) on the fault plane, and a scale length ($E$) linked by the following equation [e.g., Scholz, 2002; Kanamori, 1994]:

$$\Delta \tau = \frac{Gu}{E}$$

(11)

The scale length could be the fault length $L$, the fault width $W$, or the square root of fault area $S$, depending on the fault geometry [Kanamori, 1994]. Typical large microquakes are characterized by a surface rupture of...
0.5 m × 0.05 m and a mean coseismic slip of \( u = 1.5 \times 10^{-4} \) m (see for instance Figure 16). Using the same model and nature physical and mechanical parameters as for the calculation of the seismic moment (see section 4.1): (1) a shear modulus \( G = 45 \) kPa, a mean coseismic slip of \( u = 1.5 \times 10^{-4} \) m, and a fault surface \( S = 0.035 \) m\(^2\) for the model and (2) a shear modulus of \( G = 20 \) GPa, a coseismic mean slip of \( u = 5 \) m and a fault surface \( S = 1.4 \times 10^9 \) m\(^2\) for a \( M_w = 7.5 \) earthquake. Model and nature stress drops (\( \Delta \tau \) Model and \( \Delta \tau \) Nature) can be evaluated to 42 Pa and 3 MPa, respectively. Based on these calculations, the average model to nature stress drop ratio is estimated to \( \Delta \tau^* \sim 1.4 \times 10^{-5} \) which is several time greater than the stress and geometric scaling factors (\( \sim 4 \times 10^{-6} \)) even if remains in the same order of magnitude. This scaling distortion will be discussed later (section 5.2).

In the presented experiment (Figure 18), major stress drops range between 40 and 80 Pa and are generally detected on both sites, indicating that they are generated by strong microquakes rupturing most of the fault. Low stress drops range from a few Pascal up to 30–40 Pa and are generally detectable at only one site. These stress drops are associated to low and moderate microquakes rupturing a small portion of the fault.

It is interesting to observe that, in some cases, stress drop observed at one site can be associated with a slight stress increase on the other site and that a moderate microquake occurring on one site triggered another one near the other site (Figure 18b). These observations are consistent with coseismic stress transfer from one portion of the fault to the other when the considered site is located in the positive Coulomb stress change lobes induced by a distant microquake (as shown in Figure 14). This mechanical process has been evoked to explain time clustering of large earthquakes such as those that occurred on near faults in Mongolia during the twentieth century [e.g., Chéry et al., 2001b].

Model’s capability to reproduce such mechanical behavior is of great interest since such study is almost impossible to perform for natural cases because subsurface stress field can be only estimated very punctually using deep borehole stress measurements and stress-induced wellbores breakouts in oil and gas wells or regionally using focal mechanism inversions [Zoback et al., 1987; Fuchs and Müller, 2001; Townend and Zoback, 2004]. In the last case, only \( P \) and \( T \) axis directions can be estimated.

### 5. Discussion

Considering the objectives of this methodological paper, three main points of interest can be discussed; (1) model limitations, (2) model scaling evaluation, (3) model potentialities and forthcoming scientific investigations, including planned technical and thematic developments.

#### 5.1. Model Limitations

The model is still, of course, oversimplified compared to nature. Its multilayered rheology only accounts for first-order mechanical properties of the continental crust [e.g., Byerlee, 1978; Paterson and Luan, 1990]. The effects of temperature and pressure which control, among others, metamorphism and phase change cannot be simulated experimentally. Density contrast between upper and lower crust is also unrealistic even if this feature is partly compensated by imposing the initial normal stress and by the pure strike-slip kinematics of model deformation.

Several geological processes are not considered such as fluid pressure that plays a likely significant role in fault weakening and aseismic creep triggering [e.g., Bizzarri, 2009; Faulkner and Rutter, 2001]. The simulated upper crust is only capable to deform elastically, plastic deformation processes in the upper crust, including folding and pressure/dissolution are not simulated.

Model fault plane is imposed, and its geometric characteristics remain fixed during the whole experiment duration. In nature, fault segmentation related to changes in fault strike, fault lengthening, and inherited lithological heterogeneities are observed [e.g., Sylvester, 1988].

#### 5.2. Model Scaling Evaluation

As demonstrated by the experimental results presented in the previous section of this paper, model scaling appears to be satisfactory but, of course, cannot be considered as rigorous. Table 1 summarizes the main scaling parameters derived from the quantitative analysis of model dynamics and the comparison with natural earthquake kinematics and mechanics. At first order, the model seems properly
scaled in terms of geometry, kinematics and stress properties that are all controlled by a scaling ratio ranging from $3 \times 10^{-6}$ to $5 \times 10^{-6}$. This ratio was anticipated to satisfy the technical constraints of the experimental device.

Against requirement of the scaling rules, some dimensionless parameters differ from their natural counterparts; the Poisson ratio is too low (0.06 instead of 0.25) and the static friction is still a little bit too high (0.7–1 instead of 0.2–0.4). Additionally, two other scaling parameters show some discrepancy with expected scaling factor; coseismic fault slip, and associated stress drop appears higher than the geometric factor by one order of magnitude ($1 \times 10^{-5}$ instead of $3 \times 10^{-6}$). This feature affects also the fault slip gradients that are in the same order but higher than expected ($10^{-3}$ to $10^{-5}$ instead of $10^{-4}$ to $10^{-6}$). These scaling distortions have a positive impact since they facilitate model monitoring in exaggerating model deformation. However, their origin should be determined. We propose that this discrepancy may be related either to (1) rheological properties of the polyurethane foam or to (2) kinematics and geometric imposed boundary conditions. The first explanation refers to results of previous experiments showing that using a more rigid foam (higher Young’s modulus), coseismic slip gradients decrease because the rupture length increases more significantly than coseismic fault slip. The second explanation is related to the velocity-strengthening low-friction patches at the fault tips that act as barriers to the rupture propagation of slip events. Slip decreases thus much more rapidly from the maximum slip to the fault ends than in the absence of patches. Using of larger model dimensions could solve this problem, but affecting the accuracy and spatial resolution measurements of surface displacements.

Concerning the temporal scaling (1 s equal 10–15 years), model to nature comparison show that, at first order, it is acceptable. Coseismic and interseismic phase durations and mean velocities are a little bit overestimated but remain in the right order of magnitude. Using a silicone layer with a higher viscosity will probably improve these points.

5.3. Model Potentialities and Forthcoming Scientific Investigations

The experimental model shows striking analogies with nature in terms of kinematical and mechanical behaviors and high scientific potential:

1. Thanks to its visco-elasto-plastic multilayered rheology, the model is capable to reproduce the main deformation stages of the seismic cycle; the interseismic and the coseismic phases including associated seismic and aseismic behaviors.
2. The postseismic phase is also well reproduced, including after slip and viscoelastic relaxation behaviors whose kinematical and mechanical characteristics compare well with nature.
3. The use of numerical modeling tools, mainly derived from those used to study natural earthquakes, gives access to key parameters such as the strain and stress fields at the surface and at depth and also the slip and stress distributions along the fault plane.
4. The analog model generates a broad variability of earthquake like slip events constituting large data catalogs that can be used to study the scaling laws that control fault slip dynamics.
5. Similarly, the model generates hundreds of successive seismic cycles allowing access to both short-term and long-term evolution of strain and stress fields. This is of great interest to investigate, using statistical and probabilistic approaches, earthquake predictability in particular to determine future event magnitudes and locations.
6. Preliminary results demonstrate that the study of rupture dynamics will be an interesting goal to achieve. Presently, using the higher available measurement sampling rate (Full HD camera, 25 Hz, equivalent to several months in nature), a detailed analysis of the coseismic phase is not possible (Figure 13a). To access the kinematics of rupture propagation, we are implementing a high-speed video imagery (500–1000 Hz sampling rate) to record time series with up to 50 images of the rupture propagation.
7. In complement to the high-frequency surface kinematic measurements, we plan to deploy a network of accelerometers (type MEMS, micro-electro-mechanical sensor) in order to analyze the seismic signals generated by the microearthquakes. First tests (Figure 13b) show that these data should permit a seismological study of the analog model by using a kinematic inversion method based on the discrete wave number approach proposed by Bouchon [1981], modified by Favreau et al. [2010], coupled with an inversion method [Sambridge, 1999] scaled to the size of the analog earthquakes.
6. Conclusions

We have developed a new experimental setup dedicated to the study of seismic cycle crustal deformation associated with strike-slip faulting. Our analog model integrates simple but realistic tectonics and kinematics boundary conditions together with a multilayer visco-elastic-plastic rheology simulating the upper and lower crust deformation behavior. Another originality of our approach is the use of numerical modeling algorithms to investigate the distribution and evolution of strain and stress at the surface and at depth, along the fault plane.

First results, based on more than 50 experiments, show that our model succeed in reproducing the deformation mechanisms and surface kinematics associated to the main phases of the seismic cycle as defined by the elastic rebound theory [Reid, 1910].

Model interseismic deformation is characterized by either total or partial locking of the fault associated to episodic aseismic creep events. Model surface kinematics can be predicted using the Savage and Burford [1973] analytical formulation which validate the good analogy with nature. Coseismic deformation is characterized by almost instantaneous fault slip events that present a broad variability in size and location along the fault. Here also, surface kinematics associated to these microquakes is consistent to those predicted using half-space elastic dislocation numerical modeling.

Finally, the postseismic deformation exhibits after-slip on the fault plane and can be also associated to viscoelastic relaxation of the simulated lower crust due to the mechanical readjustment at the brittle-ductile transition.

Consequently, we consider that model scaling, despite inevitable dissimilarities, is satisfactory and allow extrapolation of first-order experimental results to nature taking into account intrinsic model limitations. Some scientific results have been already obtained and are in the process of submission. They concern interesting relations between fault mechanical behavior and the role of some key parameters such as the normal stress, the loading rate, and the frictional heterogeneity along the fault.

Future technical developments are on the way, mainly to improve model scaling and to access to coseismic rupture propagation analysis. Moreover, we plan to test specific devices to measure the vertical component of displacement (laser holography), accelerations, and stresses (microsensors) during experiments.
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