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a b s t r a c t

Stepwise selection is frequently used in ecology and agronomy. In the yield gap analysis

approach, linear regression and stepwise selection are used to identify and rank the limit-

ing factors of crop yield. The main value of stepwise selection is that it can be used to select

a subset of explanatory variables by using statistical criteria. The number of parameters

in the final model obtained by using such a procedure is expected to be less than in the

complete model, and the variance of the estimated parameters can be reduced. Nonethe-

less, several recent studies have emphasized the limitations of stepwise selection, such as

the lack of stability of the set of selected variables and bias in the parameter estimates.

Model mixing methods like Bayesian model averaging (BMA) have been proposed as an

alternative, but these methods have never been used for yield gap analysis. The objective

of this paper was to compare stepwise selection methods and BMA for yield gap analysis.

Our comparison was based on 10 000 bootstrap samples drawn from a dataset of 160 plots

including 8 years of winter wheat (Triticum aestivum L.) experiments. Parameter estimates

obtained after stepwise selection were compared to the estimated values obtained with-

out any selection and to the estimated values obtained with BMA. The results showed that

these statistical methods led to contrasted frequencies of variables selections and to differ-

ent estimated parameter values. The frequencies of selection were greater with BMA than

with stepwise selection. BMA also gave smaller standard deviations for parameter estimates

in many cases, but this was not always the case. Compared to the stepwise selection meth-

ods, the parameter estimates obtained with BMA were closer to zero. Our results showed

that the bootstrap approach can efficiently allow agronomists to compare various statisti-

cal methods for selecting explanatory variables and for estimating the effects of limiting

factors.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

Multiple regressions with stepwise selection techniques are
often used in ecology and in crop science for studying the
effects of limiting factors on plant or animal characteris-
tics such as plant biomass, species richness, or crop yield.
Whittingham et al. (2006) have reviewed 508 papers published

∗ Corresponding author. Tel.: +33 1 30815295; fax: +33 1 30815425.
E-mail address: prost@grignon.inra.fr (L. Prost).

in 2004 in three leading journals of ecology (Journal of Applied
Ecology, Animal Behaviour, Ecology Letters) and have shown
that, out of 65 papers using a multiple regression approach,
57% used a stepwise procedure. Stepwise selection is also
frequently used in agronomy, for example in the yield gap
analysis approach. Yield gap analysis is used to identify and
rank the factors that can explain the low yields observed in a

0304-3800/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
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range of farmers’ fields. This method has been widely used
in many countries (e.g. Casanova et al., 1999; Bindraban et
al., 2000; Verdoodt et al., 2003; De Bie, 2004; Mussgnug et al.,
2006), and also in France where it is called agronomic diagnosis
(e.g. Leterme et al., 1994; Doré et al., 1997; Brancourt-Hulmel
et al., 1999; Le Bail and Meynard, 2003; David et al., 2005;
Doré et al., 2008). Lecomte (2005) has automated this method
by using a multiple stepwise regression analysis. The same
approach has been applied by Brancourt-Hulmel et al. (1999)
and Barbottin et al. (2005). This method has been developed
with the idea of being easily implemented by various stake-
holders such as plant breeders, extension services, or local
advisors.

The main value of stepwise selection is that it can be used
to select a subset of explanatory variables by using statistical
criterion computed from a dataset, like the Akaïke informa-
tion criteria, the bayesian information criterion, or statistical
tests (e.g. Miller, 2002). The number of parameters in the final
model obtained with this procedure is expected to be less than
in the full model, and the variance of the estimated parame-
ters can also be reduced.

Nonetheless, several papers in medical science (Steyerberg
et al., 1999) and in ecology (Burnham and Anderson, 2002;
Whittingham et al., 2006) have emphasized the limitations of
stepwise selection. A first problem is that the results of step-
wise selection can depend on the procedure used for selecting
the variables. Different selection procedures can lead to dif-
ferent sets of selected variables. This is an important issue for
yield gap analysis, because different procedures may lead to
the identification of different sets of limiting factors. A second
problem is that the uncertainty of the results of the selection
method is generally ignored. All inferences are usually per-
formed using the selected model only, although the selected
set of explanatory variables may be highly sensitive to the
dataset used to perform the selection. A small change in the
dataset may lead to a different set of selected variables. A third
problem is that the estimated parameter values obtained after
stepwise selection are likely to be biased due to the omission
of some important factors and to the use of the same dataset
for both variable selection and parameter estimation (Miller,
2002).

Several statisticians have emphasised that, in some cases,
it is better to mix all models than to use the single selected
model. The basic idea is to use a weighted mean of the indi-
vidual model predictions instead of the prediction derived
from the single ‘best’ model. Several model mixing methods
were recently developed to estimate the weight associated
with each model from a training dataset (Buckland et al.,
1997; Hoeting et al., 1999; Yang, 2003; Raftery et al., 2005;
Yuan and Yang, 2005). Model-mixing can improve the accuracy
of model predictions and of parameter estimation, and give
more realistic confidence intervals (Chatfield, 1995; Draper,
1995). According to a recent statistical study (Yuan and Yang,
2005), model-mixing is better than selection when the model
errors are large. The consequences of using stepwise selection
analysis for yield gap analysis have never been studied, and
stepwise selection methods have never been compared to the
model mixing approach in this context.

The objective of this paper is to compare stepwise selec-
tion methods and model mixing for yield gap analysis.

Our comparison is based on a large number of bootstrap
samples drawn from a dataset including 8 years of winter
wheat (Triticum aestivum L.) experiments. Parameter estimates
obtained after stepwise selection are compared to the esti-
mated values obtained without any selection and to the
estimated values obtained with a model mixing approach.
The differences are discussed, and the practical value of using
bootstrap sampling in yield gap analysis studies is empha-
sized.

2. Materials and methods

2.1. Data

2.1.1. Trial characteristics
We gathered data from many winter wheat trials carried out
for cultivar assessment. These cultivar trials were composed
of numerous new cultivars always compared to one control
cultivar, Soissons, a mid-early cultivar, widely grown in France.
We used Soissons data in this study.

The trials were carried out for 8 years, from 1995 to 2003, in
France. Five to sixty-five sites were experimented on each year,
representing a wide range of soil weather conditions (Fig. 1).
Five experiments were carried out in 1995, five in 1996, four in
1997, six in 1998, four in 1999, 32 in 2003, 65 in 2004 and 39 in
2005. Non-limiting crop management strategies were applied
on all trials with high yield targets (9–10 t ha−1) and with full
herbicide, fungicide, and insecticide controls. Management
was then comparable in all the plots. The total number of plots
(site × years) used in this study was 160.

2.1.2. Yield measurements
Wheat yield was measured in each plot from the average of
two micro-plot measurements. A yield loss (YL) was calculated
for each plot as YL = (Ypot − Y)/Ypot where Ypot is the poten-
tial yield of Soissons and Y is the measured yield. Ypot is the
yield that the crop would have reached without any environ-
mental limiting factors. It was determined with the procedure
described by Brancourt-Hulmel et al. (1999) and was set at
11.4 t ha−1 (0% moisture content).

Fig. 1 – Locations of the experimental sites.
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Table 1 – Characteristics of the 22 explanatory variables

Variable Definition Units Mean S.D. Min Max

ndfr Number of days when the temperature is lower than the frost resistance of the genotype from
sowing to 1 cm ear (Lecomte et al., 2003)

days 0.34 1.18 0 6

ndefr Number of days of ear frost (minimal temperature ≤ −4 ◦C) from 1 cm ear to flowering (Gate,
1995)

days 0.34 0.87 0 5

stmpw Sum of the daily average temperatures above 0 by development periods ◦C 824.8 104.6 418.6 1097.5
stmpef 759.8 50.4 566.5 889.1

sraw Sum of the daily radiation by development periods (Monteith, 1972; Gallagher and Biscoe, 1978) J/cm2 69 333 13 880 30 498 118 561
sraef 106 986 12 883 73 838 139 686
srafm 75 628 7011 59 872 98 265

ratw Ratio srad/stmp by development periods (Fischer, 1985) 85.6 22.1 38.9 184.9
raef 283.6 36.4 200.8 403.6

spetpw Sum of the daily differences rainfall-ETP < 0 by development stages mm 0.35 2.57 0 23

sdfef Sum of the daily water deficits ETR-ETM when ETR < ETM, by development stages
(Brancourt-Hulmel et al., 1999)

mm 16.47 29.72 0 143.94

sdffm 68.92 43.23 0 163.69

sri1045m Sum of the daily radiation <1045 J/cm2 from meiosis-5d to meiosis + 5d J/cm2 767 942 0 8992

st25ef Sum of the daily maximal temperatures >25 ◦C by development stages ◦C 3.8 5.0 0 26.2
st25fm 41.0 27.3 0.9 125.5

lomax Lodging Score 1.7 1.7 1 9
fomax Diseases on foot % area 0.4 3.5 0 46.75
pwl Powdery mildew on leaves Score 1.3 0.8 1 6
br Brown rust on leaves Score 1.9 2.0 1 9
sl Septoria on leaves Score 2.8 2.4 1 9
nni Nitrogen nutrition index (Justes et al., 1997) at anthesis 0.98 0.10 0.32 1
npm2 Nb of plants after winter when nb < 200 plants/m2 nb/m2 198 9.43 121 200

Phases of development: w = from sowing to 1 cm ear, ef = from 1 cm ear to anthesis, fm = from anthesis to maturity. Bold characters: variables of the reduced set of explanatory variables.
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2.1.3. Explanatory variables
Three kinds of variables were considered (Table 1): weather
variables, diseases, and nitrogen. Fifteen weather variables
were defined from five daily weather measurements taken
at each plot location (minimal and maximal temperatures,
rainfall, Penman potential evapo-transpiration, and global
radiation) and for three winter wheat development periods
(a winter period from sowing to the beginning of stem elon-
gation, a stem elongation period from 1 cm ear to anthesis,
and a grain filling period from anthesis to maturity) (Table 1).
Brancourt-Hulmel et al. (1999) and Lecomte (2005) showed that
these variables can affect crop yield.

Four variables were defined to describe the levels of infes-
tation of each plot with Brown Rust (Puccinia graminis), Septoria
(Mycosphaerella graminicola and Phaesphaeria nodorum), Powdery
Mildew (Erysiphe graminis), and foot diseases, including foot
fusarium (Fusarium roseum, var culmorum) and foot rot (Pseudo-
cercosporella herpotrichoides). These variables were visual scores
of infection from 1 (no symptoms) to 9 (organ completely cov-
ered by the disease in the whole field) (Godin and Soyer, 2006).
Lodging was also scored in each plot from 1 (no lodging) to
9 (completely lodged) using the method described by Godin
and Soyer (2006). To describe crop nitrogen status we used the
nitrogen nutrition index (Justes et al., 1997), which is less than
1.0 when the nitrogen supply is below the crop’s requirement
and thus limits crop growth. The last variable represents the
number of plants at the end of winter. It can affect grain yield
when it is below 200 plants per m2 (Lecomte personal commu-
nication). The total number of limiting factors tested was 22.

2.2. Linear regression models

The yield loss was related to the candidate explana-
tory variables using linear regression models defined by
YL = �0 + �1x1 + · · · + �pxp + ε where x1, . . ., xp are the explana-
tory variables, �0, . . ., �p are the model parameters, and ε is
the residual error term. In yield gap analysis, the explanatory
variables correspond to limiting factors and the parameters
represent the effects of a unit change of these limiting factors
on crop yield. Model parameters are unknown and must be
estimated from experimental data.

Two sets of explanatory variables were considered in turn:
the full set of 22, and a reduced set of 5. The latter were selected
by expertise based on the fact that the field experiments were
carried out using intensive cropping systems i.e. with full pro-
tection against pests and diseases, and using optimal nitrogen
fertilization. To define the reduced set, we assumed that the
most important limiting factors were those related to weather
rather than to diseases, nitrogen nutrition, or lodging. Five
weather variables were thus selected, one for each type of
weather variable: winter cold (stmpw), low radiation in win-
ter (sradw), ear frost (ndefr), dryness during grain filling (sdffm)
and high temperatures during grain filling (st25fm) (Table 1).

Four statistical methods were considered successively for
selecting the explanatory variables x1, . . ., xp and estimating
the model parameters �0, . . ., �p:

• no variable selection (estimation of all the model parame-
ters by least squares),

• stepwise selection based on the Akaïke information crite-
rion (AIC) and parameter estimation by least squares,

• stepwise selection based on the Bayesian information cri-
terion (BIC) and parameter estimation by least squares,

• Bayesian model averaging (BMA).

Each method was applied using the full and reduced sets
of explanatory variables in turn.

The first three methods were implemented using the glm
function of the R statistical software and the parameters �0, . . .,
�p were estimated by ordinary least squares (www.cran-r.org;
Venables and Ripley, 2002).

BMA is a method for model mixing (Raftery et al., 1997). Its
main principles are briefly described below. Suppose that � is
a parameter representing the effect of a limiting factor. BMA
aims at computing the posterior distribution of � expressed as

P(�|D) =
N∑

i=1

P(�|D, Mi)P(Mi|D) (1)

where M1, . . ., MN is the set of available models, D is the data
set, and P(.|.) is a conditional density probability function. The
posterior mean is defined as follows:

E(�|D) =
N∑

i=1

wi�̂ï (2)

where �̂i = E(�|D, Mi) (estimation of the parameter using only
model Mi) and wi = P(Mi|D) (posterior probability of Mi given
the data D, used as a weight associated to model Mi). Eq. (2)
shows that the estimation of � obtained using a BMA method
is a weighted sum of individual estimations. The use of BMA
instead of a single selected model is thus likely to change the
practical conclusions derived from the simulated values of any
quantities of interest.

Algorithms were developed to implement BMA with linear
models (Raftery et al., 1997). In this study, the bicreg function of
the BMA library of the R software was used to compute the pos-
terior parameter means defined by Eq. (2). With bicreg, models
are excluded when their posterior model probabilities are 20
times lower than the posterior probability of the best model
(Raftery et al., 1997). Thus, all the explanatory variables are
not necessarily selected with BMA.

2.3. Bootstrap sampling

Bootstrap can be used to study the uncertainty in the results
of selection methods (Buckland et al., 1997; Chatfield, 1995;
Miller, 2002). The principle is to generate a large number of
new datasets from the initial dataset by randomly sampling
data with replacement (Efron and Tibshirani, 1993). Two sizes
of dataset (N = 40, 160) were considered successively and 10 000
bootstrap samples of size N were generated from the initial
dataset. The statistical methods described in Section 2.2 were
applied to each sample in turn, and parameter values were
estimated from the same samples. In several datasets, all the
sampled values of some explanatory variables were identical.
In such situations, it was impossible to estimate the corre-
sponding parameters, and their values were set to zero.



Author's personal copy

70 e c o l o g i c a l m o d e l l i n g 2 1 9 ( 2 0 0 8 ) 66–76

The results were used to compute the following terms for
each explanatory variable and each statistical method:

• frequency of selection of each variable across the bootstrap
samples,

• mean of the estimated parameter values across the boot-
strap samples,

• standard deviation of the estimated parameter values
across the bootstrap samples.

The frequency of selection of a given explanatory vari-
able corresponds to the number of bootstrap samples
where this variable was selected (i.e. where the corre-
sponding parameter was not set equal to zero) divided
by the total number of bootstrap samples (10 000). Mean
and standard deviation were computed as (1/K)

∑K

k=1�̂k
j

and(
1/(K − 1)

∑K

k=1(�̂k
j

− (1/K)
∑K

k=1�̂k
j
)
2
)1/2

respectively, where �̂k
j

is the estimated value of the jth model parameter obtained
with the kth bootstrap sample and K is the number of boot-
strap samples where the jth variable was selected. Only the
non-zero estimated variables were considered for computing
the means and standard deviations of the estimated parame-
ter values. Estimated parameter values were obtained from
the R function glm for the ‘no selection’ method and for
the two stepwise methods. For the BMA method, the esti-
mated parameter values correspond to the posterior means
computed by the R function bicreg (Eq. (2)). Note that the stan-
dard deviations could have been directly derived from glm
but the standard deviations provided by glm are calculated
just for the selected model and thus ignore the uncertainty
induced by the selection procedures. They are thus likely to
underestimate the true standard deviations of the parameter
estimators (Burnham and Anderson, 2002). For this reason,
we decided to compute the standard deviations from the
estimated parameter values obtained with the bootstrap
samples.

3. Results

3.1. Full set of explanatory variables

3.1.1. Frequency of selection
The selection frequencies are shown in Tables 2 and 3 for
each explanatory variable, the four statistical methods, and
two sizes of dataset (40 and 160 plots). Selection frequencies
of the explanatory variables are good indicators of the sta-
bility of the selection method. A selection frequency close to
0 or 1 indicates that the corresponding variable was almost
never or always (respectively) selected in the 10 000 boot-
strap samples. They thus reveal that the results provided by
the statistical method are stable; there is not much varia-
tion across samples. On the contrary, selection frequencies
close to 0.5 reveal that the results of the statistical method
are not stable and are sensitive to variations in the sample of
data.

Table 2 shows that the frequencies of selection obtained
with samples of 40 plots ranged from 0.13 to 0.57 with the
stepwise selection based on AIC, from 0.05 to 0.50 with

the stepwise selection based on BIC, from 0.47 to 0.97 with
the Bayesian model averaging technique and from 0.53 to 1
when no selection was performed,. With the ‘no selection’
method, most of the frequencies were 1, but some were lower.
This is because no variation was generated for some of the
22 variables in a few bootstrap samples. This phenomenon
can occur in reality because some events (e.g. diseases)
are rare and cannot be observed when the sample size is
small.

The selection frequencies tended to be higher with 160
plots (Table 3); from 0.95 to 1 when no selection was per-
formed, from 0.14 to 0.89 with the stepwise selection based
on AIC, from 0.02 to 0.86 with the stepwise selection based on
BIC, from 0.48 to 0.98 with BMA.

Tables 2–3 show that the frequencies of selection were
invariably lower with the stepwise method based on BIC than
with the stepwise method based on AIC. This result is due
to the penalty term used in the BIC criterion, which makes
this criterion more conservative (e.g. Burnham and Anderson,
2002). It is interesting to note that the differences between the
two stepwise methods were very large for several variables.
For example, Table 3 shows that the frequency obtained for
the variable npm2 was 0.81 with AIC but only 0.20 with BIC.
The probability of selecting npm2 is thus much higher with
AIC than with BIC.

The frequencies of selection obtained with BMA were sys-
tematically higher than the frequencies obtained with the
two stepwise methods, but were lower than the frequen-
cies obtained with the ‘no selection’ method (Tables 2–3).
As explained above, this result is due to the fact that the
total number of possible models was very large (222) and that
some models were excluded when their posterior probabili-
ties were much lower than the posterior probability of the best
model.

The stepwise method based on AIC often led to interme-
diate values of selection frequencies. With this method, the
number of frequencies falling in the range 0.3–0.7 was 7 (out
of 22 values) with 40 plots (Table 2) and 13 (out of 22 values)
with 160 plots (Table 3). Thus, the results of the selection were
not clear-cut for many of the candidate variables with the step-
wise method based on AIC. It can be concluded that, for this
selection procedure, the sets of selected variables were not
stable when the dataset was changed.

The number of selection frequencies in the range 0.3–0.7
was lower with stepwise regression based on BIC and with
BMA. The results were thus more stable with these methods.
Most of the frequencies were below 0.3 with the stepwise BIC
method whereas most of the frequencies were above 0.7 with
BMA. The probabilities of selecting the explanatory variables
were thus high with BMA and low with the stepwise method
based on BIC.

3.1.2. Average of parameter estimates and standard
deviations
The distributions of estimated parameter values were sum-
marized by their average values and standard deviations
(Tables 2–3). Examples of distributions of estimated parameter
values are given in Fig. 2.

Fig. 2 and the average values reported in Tables 2–3 show
that the estimated parameter values obtained with BMA (i.e.
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Table 2 – Frequencies of selection, average estimated parameter values, and standard deviation of the parameter estimates obtained using four statistical methods

Variable Frequency of selection Average estimated parameter value Standard deviation

No selection AIC BIC BMA No selection AIC BIC BMA No selection AIC BIC BMA

ndfr 0.98 0.29 0.10 0.87 2.12 1.86 0.84 1.11 7.47 7.25 7.50 4.58
ndefr 1.00 0.34 0.15 0.90 −6.09 −6.98 −7.28 −3.33 8.35 5.91 4.69 5.18
stpmw 1.00 0.24 0.11 0.92 0.04 −0.02 −0.03 0.01 0.16 0.07 0.04 0.08
stmpef 1.00 0.21 0.07 0.89 0.05 0.08 0.08 0.03 0.26 0.13 0.09 0.12
sraw 1.00 0.13 0.05 0.93 −6.28E−04 −3.53E−04 9.00E−05 −2.59E−04 1.86E−03 1.10E−03 5.90E−04 9.75E−04
sraef 1.00 0.19 0.06 0.91 −2.71E−05 1.75E−04 2.08E−04 −7.60E−06 1.70E−03 8.40E−04 4.49E−04 7.71E−04
srafm 1.00 0.27 0.10 0.89 −1.97E−04 −4.52E−04 −4.48E−04 −1.29E−04 6.77E−04 5.59E−04 5.18E−04 3.85E−04
ratw 1.00 0.36 0.25 0.97 0.60 0.34 0.26 0.29 1.49 0.52 0.18 0.78
raef 1.00 0.15 0.05 0.92 0.045 0.051 0.009 0.025 0.64 0.36 0.19 0.29
spetpw 0.53 0.20 0.05 0.47 −1.04 −1.00 −0.98 −0.39 4.45 0.88 0.89 2.09
sdfef 1.00 0.23 0.07 0.86 −0.02 −0.01 0.01 −0.01 0.16 0.17 0.17 0.09
sdffm 1.00 0.27 0.10 0.85 −2.21E−03 −3.95E−02 −5.17E−02 −7.58E−03 8.18E−02 9.16E−02 9.34E−02 4.85E−02
sri1045m 1.00 0.26 0.11 0.83 −3.90E−04 1.15E−03 2.11E−03 1.18E−04 4.64E−03 5.84E−03 6.43E−03 3.02E−03
st25ef 1.00 0.42 0.21 0.91 0.63 0.87 0.94 0.40 0.76 0.51 0.40 0.54
st25fm 1.00 0.57 0.50 0.96 0.07 0.17 0.19 0.09 0.17 0.09 0.06 0.11
lomax 1.00 0.27 0.08 0.81 −1.30 −2.73 −3.45 −0.83 3.90 3.69 3.19 2.32
fomax 0.78 0.23 0.10 0.70 −26.52 −14.29 −12.17 −10.17 230.10 53.87 19.74 88.52
pwl 0.98 0.21 0.07 0.81 249.70 −7.78 −17.20 −1.08 24 438.46 22.32 22.05 27.49
br 0.80 0.31 0.19 0.75 2.06 5.18 1.31 1.15 270.10 32.94 27.13 59.60
sl 0.99 0.29 0.10 0.88 −364.94 −1.54 −1.54 0.02 36 378.37 6.29 5.62 7.09
nni 0.93 0.32 0.15 0.80 43.97 50.15 56.84 −2.45 4622.70 116.79 74.19 879.54
npm2 0.88 0.31 0.13 0.84 −0.65 −0.88 −0.90 −0.32 2.16 1.24 1.10 1.16

Results were obtained from 10 000 bootstrap samples of 40 plots. Twenty-two candidate explanatory variables were considered. No selection, AIC = stepwise with AIC, BIC = stepwise with BIC,
BMA = Bayesian model averaging.
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Table 3 – Frequencies of selection, average estimated parameter values, and standard deviation of the parameter estimates obtained using four statistical methods

Variable Frequency of selection Average estimated parameter value Standard deviation

No selection AIC BIC BMA No selection AIC BIC BMA No selection AIC BIC BMA

ndfr 1.00 0.44 0.05 0.70 2.25 2.57 2.04 0.84 1.45 1.42 2.19 1.35
ndefr 1.00 0.57 0.10 0.80 −4.66 −4.80 −4.42 −2.05 2.05 1.98 1.84 2.39
stpmw 1.00 0.39 0.16 0.84 0.03 0.01 −0.02 0.01 0.03 0.05 0.02 0.03
stmpef 1.00 0.26 0.05 0.70 0.07 0.07 0.06 0.02 0.08 0.06 0.03 0.04
sraw 1.00 0.32 0.02 0.83 −5.54E−04 −5.61E−04 −3.95E−04 −1.78E−04 3.95E−04 4.51E−04 4.72E−04 3.77E−04
sraef 1.00 0.34 0.07 0.75 −2.30E−04 8.60E−05 2.22E−04 2.06E−05 5.15E−04 4.16E−04 1.74E−04 1.98E−04
srafm 1.00 0.55 0.20 0.82 −3.08E−04 −4.07E−04 −4.24E−04 −1.93E−04 2.00E−04 1.54E−04 1.15E−04 2.08E−04
ratw 1.00 0.69 0.42 0.97 0.52 0.33 0.18 0.21 0.30 0.30 0.11 0.28
raef 1.00 0.18 0.04 0.72 0.14 0.14 0.07 0.02 0.20 0.19 0.10 0.08
spetpw 0.95 0.65 0.15 0.85 −0.63 −0.77 −0.81 −0.22 0.29 0.22 0.11 0.24
sdfef 1.00 0.22 0.03 0.56 −0.01 −0.02 0.01 0.00 0.05 0.08 0.09 0.03
sdffm 1.00 0.33 0.07 0.58 −1.65E−02 −4.43E−02 −5.80E−02 −9.61E−03 2.58E−02 2.76E−02 2.18E−02 1.93E−02
sri1045m 1.00 0.22 0.06 0.48 4.40E−04 1.94E−03 3.55E−03 5.13E−04 1.30E−03 1.89E−03 1.56E−03 1.19E−03
st25ef 1.00 0.76 0.26 0.89 0.50 0.53 0.59 0.27 0.22 0.18 0.15 0.27
st25fm 1.00 0.89 0.86 0.98 0.11 0.13 0.15 0.12 0.04 0.04 0.03 0.06
lomax 1.00 0.39 0.06 0.64 −0.76 −1.29 −1.71 −0.28 0.56 0.45 0.42 0.45
fomax 1.00 0.41 0.09 0.78 −3.44 −6.12 −8.66 −1.47 8.42 8.14 4.56 3.49
pwl 1.00 0.14 0.02 0.50 −0.40 −3.37 −7.08 −0.50 1.94 3.43 3.15 1.43
br 1.00 0.28 0.08 0.58 1.82 5.65 5.24 1.66 6.70 11.59 16.31 6.99
sl 1.00 0.32 0.07 0.61 −0.62 −1.03 −1.30 −0.23 1.58 2.06 2.33 1.01
nni 1.00 0.40 0.17 0.65 9.79 25.73 34.19 9.57 18.79 17.56 10.09 13.75
npm2 1.00 0.81 0.20 0.96 −0.25 −0.25 −0.31 −0.10 0.14 0.15 0.20 0.12

Results were obtained from 10 000 bootstrap samples of 160 plots. Twenty-two candidate explanatory variables were considered. No selection, AIC = stepwise with AIC, BIC = stepwise with BIC,
BMA = Bayesian model averaging.
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Fig. 2 – Distributions of the estimated parameter values obtained with the four statistical methods. Row = parameters.
Column = methods (no selection, AIC = stepwise with AIC, BIC = stepwise with BIC, BMA = Bayesian model averaging).
Results obtained from 10 000 bootstrap samples of 40 plots. 22 candidate explanatory variables were considered, only four
of them are represented, as an illustration. Extreme values are not shown on this figure.

the posterior means) were closer to zero. The distributions
of the estimated parameter values were more peaked around
zero with BMA than with the three other statistical methods
(Fig. 2). This result is confirmed by the average parameter val-
ues reported in Tables 2–3. The absolute values of the averages
tended to be closer to zero with BMA than with the other meth-
ods. This was the case for 16 out of 22 parameters with 40
plots (Table 2) and for 18 out of 22 parameters with 160 plots
(Table 3). For example, when the bootstrap samples include
160 plots, the average value of the parameter estimates asso-
ciated with the variable br (score for brown rust) was 1.66
with BMA and to 5.24 with the stepwise method based on BIC
(Table 3).

The standard deviations obtained with the four statistical
methods were also very different (Tables 2–3). The standard
deviations were larger with the ‘no selection’ method for
most of the parameters, especially when the sample size was
small (40 plots). With 40 plots, the ‘no selection’ method gave
the highest standard deviations for 18 out of 22 parameters
(Table 2). For example, the standard deviation of the parame-
ter estimator associated with the variable pwl was 24 438.5 and
about 97 times higher than the corresponding average esti-
mated parameter values. The standard deviations obtained
for the same parameter were much lower with the other sta-
tistical methods: 22.32, 22.05, and 27.49 with stepwise AIC,
stepwise BIC, and BMA respectively (Table 2). Standard devia-
tions were more similar when the parameters were estimated
from 160 plots (Table 3). The lowest standard deviations were
obtained with stepwise BIC or with BMA for 21 out of 22 param-
eters (Table 3).

3.2. Reduced set of explanatory variables

3.2.1. Frequency of variable selection
The selection frequencies are shown in Table 4 for each of the
five explanatory variables, the four statistical methods, and
two sizes of dataset (40 and 160 plots).

Table 4 shows that the frequencies of selection obtained
with the ‘no selection’ method and with BMA were 1 or 0.99
for all parameters and both sample sizes. This shows that,
for these two statistical methods, the five candidate variables
were almost invariably selected in the 10 000 samples. As the
total number of possible models was 25, all models were com-
puted by the bicreg function of the BMA method.

The selection frequencies of the stepwise method based on
AIC were in the ranges 0.20–0.79 and 0.22–1.0 with 40 and 160
plots, respectively. The frequencies obtained with BIC were
always lower.

Several of the selection frequencies obtained with the two
stepwise methods were close to 0.5. For example, when the
sample size was fixed at 160 plots, the selection frequency of
the variable stpmw was 0.68 with AIC and 0.33 with BIC. These
intermediate frequency values indicate that the result of the
stepwise selection methods is not always stable if the dataset
changes.

3.2.2. Average of parameter estimates and standard
deviations
The distributions of estimated parameter values were summa-
rized by their average values and standard deviations (Table 4).
As already noted with the full set of explanatory variables,
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the estimated parameter values obtained with BMA (i.e. the
posterior means) were closer to zero. The absolute values of
the average parameter estimates tended to be closer to zero
with BMA than with the other methods. This was the case
for all the five parameters with 40 plots and for four parame-
ters with 160 plots (Table 4). For example, when the bootstrap
samples include 160 plots, the average value of the parame-
ter estimates associated with the variable stpmw was −0.008
with BMA, −0.023 with the stepwise method based on BIC,
−0.020 with the stepwise method based on AIC, and −0.016
with the ‘no selection’ method (Table 4). Thus, in most cases,
the estimated effects of explanatory variables on yield losses
were smaller with BMA than with the three other statistical
methods.

The smallest standard deviations were obtained with BMA
in most situations. This was the case for four out of five
parameters with a sample size of 40, and for three out of
five parameters when the sample size was 160 (Table 4). For
example, when the sample size was fixed at 160, the stan-
dard deviation of the parameter estimator associated with
the variable sdffm was 0.011 with BMA, 0.021 with the ‘no
selection’ method, and 0.025 with the two stepwise meth-
ods. For both sample sizes, the standard deviations obtained
with the reduced set of explanatory variables were almost all
smaller than the values obtained with the full set of explana-
tory variables. For example, the standard deviation associated
with stpmw was 0.16 with the method ‘no selection’, N = 40,
and the full set of explanatory variables (Table 2), but was
0.02 with the same method and the reduced set of variables
(Table 4). The only exceptions were the standard deviations of
the parameters associated to ndefr and sdffm with the stepwise
BIC method.

3.2.3. Discussion and conclusion
Our results illustrate the practical value of the bootstrap re-
sampling technique to assess selection procedures used in
yield gap analysis. This technique allowed us to assess the sta-
bility of the selected sets of explanatory variables to variations
in the dataset and to the statistical methods used to perform
the selection. Although the bootstrap technique was devel-
oped in the 1980s, it is not frequently used in crop science. As
computer power now permits intensive calculations, we rec-
ommend agronomists to implement the bootstrap approach
to assess the results of their yield gap analysis studies. Boot-
strap methods can be used to complement an independent
evaluation of the models, to make a preliminary assessment
of the stability of the model (Guisan and Zimmermann, 2000).
The bootstrap technique can efficiently allow insight into
model uncertainty and, consequently, it allows agronomists
to compare various statistical methods for selecting explana-
tory variables and for estimating the effects of limiting factors.
Note that, for datasets with significant year effect, bootstrap
must be adapted and all the data collected a given year must
be drawn simultaneously. This sampling method was not
implemented in this study because the year effect was not
significant at 5%.

Our results show that the frequency of selection of the
explanatory variables and the estimated parameter values
were dependent on the selection method, on the number
of candidate explanatory variables, and on the size of the
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datasets. Our case study showed that selection frequencies
obtained with a stepwise method based on the AIC crite-
rion often took intermediate values, in the range 0.3–0.7. This
indicates that the results obtained with this selection proce-
dure were not stable and that the set of selected variables
was highly dependent on the sample used for the analysis.
The selection frequencies obtained with the three other sta-
tistical methods were more extreme, either closer to zero or
closer to one. The results obtained with these methods were
thus more stable. These methods, however, behaved differ-
ently. The frequencies of selection obtained with the stepwise
method based on BIC were below 0.3 for most of the explana-
tory variables. This selection method based on BIC is thus
conservative as it does not easily select the candidate explana-
tory variables. This can be problematic when one needs to
characterize most limiting factors of the yield, as it is the case
in a yield gap analysis study. On the other hand, the frequen-
cies of selection obtained with the ‘no selection’ method and
with BMA were above 0.7 for most of the explanatory vari-
ables, especially when the sample size was set to a high value
and when the number of candidate variables was small. This
shows the relevance of BMA method to conduct a yield gap
analysis.

The standard deviations of the parameter estimates were
very large with the ‘no selection’ method when the number of
candidate explanatory variables was 22 and the sample size
was 40. This is logical because the number of parameters was
very large compared to the number of available data in this
case, and the estimation of 22 parameters led to inaccurate
results. The standard deviation values were more even when
the sample size was higher and/or the number of candidate
variables was set to five. The smallest standard deviations
were obtained with BMA for many parameters which con-
firms the interest of this method, but this was not always so.
Small standard deviations were also obtained with the step-
wise selection method based on BIC.

Our case study also shows that the parameter estimates
obtained with BMA were closer to zero compared to the values
obtained with the other methods. This is because each param-
eter estimate corresponds to a posterior mean computed from
a large number of models and the parameter is set at zero in
several of these models. Another explanation is that, accord-
ing to Steyerberg et al. (1999), Miller (2002), and Burnham and
Anderson (2002), the parameter estimates obtained with step-
wise selection methods tend to be biased away from zero
when the same dataset is used for both selection and estima-
tion and, so, tend to be too extreme. The parameter estimates
obtained with BMA may be too small compared to the true
parameter values. This aspect needs further investigations.

The sensitivity of the results of stepwise methods illus-
trated in this paper show that these selection techniques
can lead to inaccurate diagnosis of the main limiting factors,
especially when the number of explanatory variables is large
compared with the size of the dataset used to estimate their
effects. Nevertheless, stepwise methods can be useful when
the ratio of the number of observations to the number of
explanatory variables is high, since these methods lead to a
reduction in the number of parameters and in the standard
deviations of the estimators. Our results show that BMA rep-
resents a useful alternative. The stability of a set of selected

variables was higher with BMA than with stepwise methods.
BMA could allow agronomists to analyse the effects of many
limiting factors and obtain estimators with small standard
deviations.

When the sample size was low (N = 40), the estimation
of the full set of parameters was problematic with all sta-
tistical methods; the standard deviations of the parameter
estimators were high compared to the estimated values. The
value of reducing the set of explanatory variables by exper-
tise was studied in our paper. The reduced set of variables
included five variables related to weather factors which were
supposed to have a predominant effect because high fertil-
izer rates and full pesticide treatments were applied in our
experimental plots. The use of a reduced set of explanatory
variables decreased the standard deviations of the param-
eter estimators. It is, however, important to note that the
use of a reduced set of explanatory variables can induce an
omission bias when important variables are omitted (Miller,
2002). As omission bias cannot be easily detected, exper-
tise must be used with care for reducing the complexity of
models.
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