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Abstract

Let u be a solution to a quasi-linear Klein-Gordon equation in one-space dimension,
Ou +u = P(u, Oyu, Opu; 0;0ru, O2u), where P is a homogeneous polynomial of degree three,
and with smooth Cauchy data of size ¢ — 0. It is known that, under a suitable condition on
the nonlinearity, the solution is global-in-time for compactly supported Cauchy data. We
prove in this paper that the result holds even when data are not compactly supported but
just decaying as (x)~! at infinity, combining the method of Klainerman vector fields with
a semiclassical normal forms method introduced by Delort. Moreover, we get a one term
asymptotic expansion for v when ¢ — +oc.

Introduction

The goal of this paper is to prove the global existence and to study the asymptotic behaviour
of the solution u of the one-dimensional nonlinear Klein-Gordon equation, when initial data are
small, smooth and slightly decaying at infinity. We will consider the case of a quasi-linear cubic
nonlinearity, namely a homogeneous polynomial P of degree 3 in (u, dyu, O,u; O10yu, 0%u), affine
in (0;0,u,02u), so the initial valued problem is written as

Ou + u = P(u, 0;0,u, 0?u ; Oyu, Opu)
(1) u(l,z) = eup(x) t>1,2eR,e€]0,1].
Ou(l,z) = euq ()

Our main concern is to obtain results for data which have only mild decay at infinity (i.e. which
are O(|z|™1), * — +00), while most known results for quasi-linear Klein-Gordon equations in
dimension 1 are proved for compactly supported data. In order to do so, we have to develop a
new approach, that relies on semiclassical analysis, and that allows to obtain for Klein-Gordon
equations results of global existence making use of Klainerman vector fields and usual energy

Keywords: Global solution of quasi-linear Klein-Gordon equations, Klainerman vector fields, Semiclassical Ana-
lysis.
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estimates, instead of L? estimates on the hyperbolic foliation of the interior of the light cone, as
done for instance in an early work of Klainerman [21] and more recently in the paper of LeFloch,
Ma [24].

We recall first the state of the art of the problem. In general, the problem in dimension 1
is critical, contrary to the problem in higher dimension which is subcritical. In fact, in space

dimension d, the best time decay one can expect for the solution is |lu(t, )|~ = O(f%):

therefore, in dimension 1 the decay rate is f%, and for a cubic nonlinearity, depending for
example only on u, one has ||[P(u)||z2 < Ct~Yu(t,")| 2, with a time factor ¢t~! just at limit of
integrability. It is well known from works of Klainerman [21] and Shatah [30] that the analogous
problem in space dimension d > 3 has global-in-time solutions if € is sufficiently small. In [21],
Klainerman proved it for smooth, compactly supported initial data, with nonlinearities at least
quadratic, using the Lorentz invariant properties of (14 1 to derive uniform decay estimates and
generalized energy estimates for solutions u to linear inhomogeneous Klein-Gordon equations.
Simultaneously, in [30] Shatah proved this result for smooth and integrable initial data, extending
Poincaré’s theory of normal forms for ordinary differential equations to the case of nonlinear
Klein-Gordon equations. An earlier work from Simon [31], and from Simon, Taflin in [32] for
coupled Klein-Gordon equations with several masses, established the global existence for data
given at t = oo. In [15], Hormander refined Klainerman’s techniques to obtain new time decay
estimates of solutions to linear inhomogeneous Klein-Gordon equations and he showed that, for
quadratic nonlinearities, the solution exists over [—T;,T.] with an existence time 7. such that
lim._,gelogT. = oo when d = 2, while lim._,ge?T, = oo for d = 1. In addition, he presented
two conjectures: for quadratic nonlinearities, T, = oo in two space dimensions, while for space
dimension one liminf._,ge?log T. > 0. The first conjecture has been proved by Ozawa, Tsutaya
and Tsutsumi in [28] in the semi-linear case, after partial results by Georgiev, Popivanov in
[9], Kosecki [23] (for nonlinearities verifying some "suitable null conditions"), and Simon, Taflin
in [33]. Later, in [29] Ozawa, Tsutaya and Tsutsumi announced the extension of their proof
to the quasi-linear case and studied scattering of solutions. Still in dimension 2, Delort, Fang
and Xue proved in [7] the global existence of solutions for a quasi-linear system of two Klein-
Gordon equations, with masses m1, mo, m1 # 2meo and ms # 2my for small, smooth, compactly
supported Cauchy data, extending the result proved by Sunagawa in [34] in the semi-linear case.
Moreover, they proved that the global existence holds true also when m{ = 2my and a convenient
null condition is satisfied by nonlinearities. The same result in the resonant case is also proved
by Katayama, Ozawa [18], and by Kawahara, Sunagawa [19], in which the structural condition
imposed on nonlinearities includes the Yukawa type interaction, which was excluded from the
null condition in the sense of [7]. In this context, we cite also the work of Germain [11], and
of Tonescu, Pausader [17], for a system of coupled Klein-Gordon equations with different speeds
in dimension 3, with a quadratic nonlinearity, respectively in the semilinear case for the former,
and in the quasi-linear one for the latter. For data small, smooth, and localized, they prove that
a global solution exists and scatters.

In dimension 1, Moriyama, Tonegawa and Tsutsumi [27] have shown that the solution exists
on a time interval of length longer or equal to ec/ 52, where ¢ is the Cauchy data’s size, with a
nonlinearity vanishing at least at order three at zero, or semi-linear. They also proved that the
corresponding solution asymptotically approaches the free solution of the Cauchy problem for
the linear Klein-Gordon equation. The fact that in general the solution does not exist globally
in time was proved by Yordanov in [35], and independently by Keel and Tao [20]. However,
there exist examples of nonlinearities for which the corresponding solution is global-in-time:
on one hand, if P depends only on u and not on its derivatives; on the other hand, for seven



special nonlinearities considered by Moriyama in [26]. A natural question is then posed by
Hormander, in [14, 15]: can we formulate a structure condition for the nonlinearity, analogous
to the null condition introduced by Christodoulou [2] and Klainerman [22] for the wave equation,
which implies global existence? In [4, 5] Delort proved that, when initial data are compactly
supported, one can find a null condition, under which global existence is ensured. This condition
is likely optimal, in the sense that when the structure hypothesis is violated, he constructed in
[3] approximate solutions blowing up at e/ 52, for an explicit constant A. This suggests that
also the exact solution of the problem blows up in time at e/ 52, but this remains still unproven.

In most of above mentioned papers dealing with the one dimensional problem, two key tools are
used: normal forms methods and/or Klainerman vector fields Z. In particular, the latter are
useful since they have good properties of commutation with the linear part of the equation, and
their action on the nonlinearity ZP(u) may be expressed from u, Zu using Leibniz rule. This
allows one to prove easily energy estimates for Z*u and then to deduce from them L bounds for
u, trough Klainerman-Sobolev type inequalities. However, in these papers the global existence
is proved assuming small, compactly supported initial data. This is related to the fact that the
aforementioned authors use in an essential way a change of variable in hyperbolic coordinates,
that does not allow for non compactly supported Cauchy data. Our aim is to extend the result
of global existence for cubic quasi-linear nonlinearities in the case of small compactly supported
Cauchy data of [4, 5], to the more general framework of data with mild polynomial decay. To do
that, we will combine the Klainerman vector fields’ method with the one introduced by Delort
in [6].

In [6], Delort develops a semiclassical normal form method to study global existence for nonli-
near hyperbolic equations with small, smooth, decaying Cauchy data, in the critical regime and
when the problem does not admit Klainerman vector fields. The strategy employed is to con-
struct, through semiclassical analysis, some pseudo-differential operators which commute with
the linear part of the considered equation, and which can replace vector fields when combined
with a microlocal normal form method. Our aim here is to show that one may combine these
ideas together with the use of Klainerman vector fields to obtain, in one dimension, and for
nonlinearities satisfying the null condition, global existence and modified scattering.

In our paper, we prove the global existence of the solution u by a boostrap argument, namely
by showing that we can propagate some suitable a priori estimates made on u. We propagate
two types of estimates: some energy estimates on u, Zu, and some uniform bounds on u. To
prove the propagation of energy estimates is the simplest task. We essentially write an energy
inequality for a solution u of the Klein-Gordon equation in the quasi-linear case (the main
reference is the book of Hérmander [15], chapter 7), and then we use the commutation property
of the Klainerman vector fields Z with the linear part of the equation to derive an inequality
also for Zu. Moreover, Z acts like a derivation on the nonlinearity, so the Leibniz rule holds
and we can estimate ZP in term of u, Zu. Injecting a priori estimates in energy inequalities
and choosing properly all involved constants allow us to obtain the result.

The main difficulty is to prove that the uniform estimates hold and can be propagated. Actually,
as mentioned above, the one dimensional Klein-Gordon equation is critical, in the sense that
the expected decay for |lu(t,-)||2« is in ¢7, so is not integrable. A drawback of that is that one
cannot prove energy estimates that would be uniform as time tends to infinity. Consequently, a
Klainerman-Sobolev inequality, that would control |lu(t, )|z~ by t~%/? times the L? norms of

u, Zu, would not give the expected optimal L°°-decay of the solution, but only a bound in tato



for some positive o, which is useless to close the bootstrap argument. The idea to overcome this
difficulty is, following the approach of Delort in [6], to rewrite (1) in semiclassical coordinates,
for some new unknown function v. The goal is then to deduce from the PDE satisfied by v an
ODE from which one will be able to get a uniform L bound for v (which is equivalent to the
optimal ¢~1/2 L®-decay of u). Let us describe our approach for a simple model of Klein-Gordon
equation:

(2) (Dt — /1 + D2)u = au® + Blu*u + y|u*a + 0u°,

where «, 3,7, are constants, 8 being real (this last assumption reflecting the null condition on
that example). Performing a semiclassical change of variables and unknowns u(t, x) = %v(t, ),

we rewrite this equation as
(3) [D; — O} (2, €)]v = h(av® + Blov + ~]of25 + 65%)

where A\p(z,€) = z€ + /1 + &2, the semiclassical parameter h is defined as h := 1/t, and the
Weyl quantization of a symbol a is given by

1 i r+y
w _ (z—y)¢
Opj) (a)v 27Th/R/Reh (==, €)vly) dyde .

One introduces the manifold A = {(z,&) |z + \/li? = 0} as in figure 1, which is the graph of
the smooth function dy(z), where ¢ :] — 1,1[— R is p(z) = V1 — 22

Figure 1: A for the Klein Gordon equation.

One can deduce an ODE from (3), developing the symbol A\ (x,&) on A, i.e. on £ = dp(x). One
obtains a first term a(x) independent of £ and a remainder, which turns out to be integrable in
time as may be shown using some ideas of Ifrim-Tataru [16] and the L? estimates verified by v
and by the action of the Klainerman vector field on v. Essentially, one uses that operators whose
symbols are localised in a neighbourhood of A of size O(v/h) have £(L?; L°°) norms which are
a O(h_i_"), for a small positive o, instead of O(h_%) as would follow from a direct application
of the Sobolev injection. In this way, one proves that v is solution of the equation

(4) Dy = a(x)v + hB|v|?v + non characteristic terms + remainder of higher order in h.

Then the idea is to eliminate non characteristic terms by a normal forms argument, introducing
a new function f which will be finally solution of an ordinary differential equation

(5) Dif = a(z)f + hB|f)*f + remainder of higher order in h.



From this equation, one easily derives an uniform control L°° on f, and then on the starting
solution w.

The analysis of the above ODE provides as well a one term asymptotic expansion of the solution
of equation (2) (or, more generally of the solution (1)), as proved in the last section of this
paper. This expansion shows that, in general, scattering does not hold, and that one has only
modified scattering. This is in contrast with higher dimensional problems for the Klein-Gordon
equation, where global solutions have at infinity the same behaviour as free solutions. In space
dimension one, only few results were known regarding asymptotics of solution, including for the
simpler equation
Ou + u = au? + Bu® + order 4.

For this equation, Georgiev and Yordanov [10] proved that, when oo = 0, the distance between
the solution u and linear solutions cannot tend to 0 when ¢ — oo, but they do not obtain an
asymptotic description of the solution (except for the particular case of sine-Gordon Ju+sinu =
0, for which they use methods of "nonlinear scattering"). In [25], Lindblad and Soffer studied
the scattering problem for long range nonlinearities, proving that for all prescribed asymptotic
solutions there is a solution of the equation with such behavior, for some choice of initial data,
and finding the complete asymptotic expansion of the solutions. Their method is based on the
reduction of the long range phase effects to an ODE, via an appropriate ansatz. In [13], a sharp
asymptotic behaviour of small solutions in the quadratic, semilinear case is proved by Hayashi
and Naumkin, without the condition of compact support on initial data, using the method of
normal forms of Shatah. In [4], Delort studied asymptotics in the quasi-linear case, obtaining
a one term asymptotic expansion for the solution, under the assumption of small, compactly
supported Cauchy data, and showing that in general the solution does not behave as in the
linear case. The only other cases in dimension one for which the asymptotic behaviour is known
concern nonlinearities studied by Moriyama in [26], where he showed that solutions have a free
asymptotic behaviour, assuming the initial data to be sufficiently small and decaying at infinity.

1 Statement of the main results

The Cauchy problem we are considering is

Ou + u = P(u, 0;0u, 02w ; Oyu, Opu)
(1.1) u(l,x) = eug(x) t>1,zeR
ou(l,z) = euy (z)

where [0 := 9? — 92 is the D’Alembert operator, € €]0, 1], ug,u1 are smooth enough functions.
P denotes a homogeneous polynomial of degree three, with real constant coefficients, affine in
(040,u, 0%u). We can highlight this particular dependence on second derivatives following the
approach of [4] and decomposing P as

(1.2) P(u, 00, u, 8§u 0w, Opu) = P'(u; Opu, Opu) + P (u, 0,0,u, aiu ; Opu, Ogut)

where P, P" are homogeneous polynomials of degree three, P” linear in (9;0,u, d%u). Moreover

3
P/(X1; Y1, Y2) = ) P Pl(Xy; —iYh, —iY2)

(1.3) h=0

2
P"(X1, X2, X35 Y1,Y2) = Y i P/(X1, =Xy, — X3; —iY3, —iY)
k=0



where P, is homogeneous of degree k in (Y7,Y2) and of degree 3 — k in X, while P is homo-
geneous of degree 1 in (X2, X3) and of degree k in (Y7,Y2). We denote P, = P + P}. For
x €] — 1,1[, define

(2) = ——t

wol(T) i= —/—,

(1.4) v 1_;9”2
@)= A0

and

(1.5)

®(z) := Pi(L;wo(z),w1(x)) + P (1,wo()wi (2), wf (x); wo(x), wi(2)) + 3P5(1swo(x), wi(z)).

Definition 1.1. We say that the nonlinearity P satisfies the null condition if and only if & = 0.

Our goal is to prove that there is a global solution of (1.1) when ¢ is sufficiently small, g, uq
decay rapidly enough at infinity, and when the cubic nonlinearity satisfies the null condition.
We state the main theorem below.

Theorem 1.2 (Main Theorem). Suppose that the nonlinearity P satisfies the null condition.
Then there exists an integer s sufficiently large, a positive small number o, an gy €]0,1[ such
that, for any real valued (ug,u1) € H*T(R) x H*(R) satisfying

(1.6) [wollgo+1 + lunl[mrs + [[zwoll g2 + x| <1,

for any 0 < & < &g, the problem (1.1) has an unique solution u € CO([1,+o0l; H*T1) N
CY([1, +oc[; H®). Moreover, there exists a 1-parameter family of continuous function a. : R — C,
uniformly bounded and supported in [—1,1], a function (t,z) — r(t,z) with values in L*(R) N
L>®(R), bounded in t > 1, such that, for any e €]0,9], the global solution u of (1.1) has the

asymptotic expansion
2
(L7 wu(t,z) =R [iag <%> exp [z’tcp <%) + ie? |a. <%)‘ il <%> logt” + %r(t,x),
t2m7

Vit
where p(x) =1 — 22, and

(1.8)
with {(x) =1+ x2.

We denote by Z the Klainerman vector field for the Klein-Gordon equation, that is Z := t0,+z0,
and by I' a generic vector field in the set Z = {Z,0;,0,}. The most remarkable properties of
these vector fields are the commutation with the linear part of the equation in (1.1), namely

(1.9) [O+1,1]=0,

and the fact that they act like a derivation on the cubic nonlinearity. Using the notation D = %8,
we also denote by W4 a modified Sobolev space, made by functions t — (¢, -) defined on an
interval, such that (D;)?~*Dju € L™, for i < 2, with the norm

2

(1.10) 1ot Miweeoe @y = Y 1(D2)? ™ Dbt )| oo gy -

=0



The proof of the main theorem is based on a bootstrap argument. In other words, we shall prove
that we are able to propagate some a priori estimates made on a solution u of (1.1) on some
interval [1,T7], for some T' > 1 fixed, as stated in the following theorem.

Theorem 1.3 (Bootstrap Theorem). There exist two integers s, p large enough, s > p, an
eo €]0,1] sufficiently small, and two constants A, B > 0 sufficiently large such that, for any
0 < e <eg, if uis a solution of (1.1) on some interval [1,T), for T > 1 fized, and satisfies

(1.11a) [wt, )ltpos < Ast™2
(1.11b) | Zu(t, )|z < Bet?, |0 Zu(t,-)| 2 < Bet?
(1.11c) u(t, )||gs < Bet®, 10yu(t, )| jro—1 < Bet”,

for every t € [1,T], for some o > 0 small, then it verifies also

A
(1.12a) u(t, ) ltmce < Est_%
B B
(1.12b) 1Zut, M < Set”, 10 Zult, )l < Set?
B B
(1.12¢) llu(t, Mgs < Est", lOwu(t, )| gs—1 < E&t(’.

In section 2 we show that energy bounds (1.11b), (1.11c) can be propagated, simply recalling an
energy inequality obtained by Hormander in [15] for a solution u of a quasi-linear Klein-Gordon
equation, and applying it to 95 'u and Zu. Sections from 3 to 5 concern instead the proof of
the uniform estimate’s propagation. Furthermore, in section 5 we derive also the asymptotic
behaviour of the solution w.

To conclude, we can mention that we will mainly focus on not very high frequencies, for it
is easier to control what happens for very large frequencies which correspond to points on A
in figure 1 close to vertical asymptotic lines. This is justified by the fact that contributions of
frequencies of the solution larger than h=?, for a small positive 3, have L? norms of order O(h'V)
if s8> N, assuming small H® estimates on v. In this way, most of the analysis is reduced to
frequencies lower than h 7.

2 Generalised energy estimates

With notations introduced in the previous section, we define

(2.1) Eo(t,u) = ([0ult, )22 + 10zu(t, )22 + lu(t, )]22) "

as the square root of the energy associated to the solution u of (1.1) at time ¢, and EL (t,u) =
N

Z (Eo(t,l“ku)2)1/ 2, for a fixed I'. The goal of this section is to obtain an energy inequality
k=0

involving E]F\,(t,u). In particular, since the aim is to propagate a priori energy bounds on u,
te. |lu(t, )ms, |Owult, )| gs—1, |Zu(t, )||g and ||0Zu(t,-)| 2, we will consider on one hand
E?fl(t, u) where all ' are equal to 0., and on the other EZ(t,u) where I' = Z. Often in what
follows we will denote partial derivatives with respect to t and x respectively by 0y and 0.

We will use the following result, which concerns the specific energy inequality for the Klein-
Gordon equation in the quasi-linear case, and which is presented here without proof (see lemma
7.4.1 in [15] for further details).



Lemma 2.1. Let u be a solution of

(2.2) Ou + u + 4 9pd1u + Y% u + 4 0gu + v 01w = f,
LI ]
where functions v = ~¥(t,x), v/ = +I(t,z) are smooth, such that Z v+ 1] < 5 Then,
ii=0
(2.3) Eo(t,u) < C[Eo(1,u) / £ (7, )| z2dT] exp / C(r)dr),
1 .
where C(T Z sup |(9h7 7,z)| + [0y (7, 2)]).
i,5,h=0

We can rewrite the equation in (1.1) in the same form as in lemma 2.1, especially highlighting
the linear dependence on second derivatives,

(2.4) Ou + u + 4" 9901w + v 0% u + 4%0ou + y1ou =0,

where coefficients 7%/, 47 are homogeneous polynomials of degree two in (u,dyu,yu). Let us
apply (9f/, s’ := s — 1, to this equation. If u is a solution of (2.4), then af/u satisfies

(2.5) 085 u+ 85 u+ 85 (Y 9pdru + v 0%u + 1°8pu + 4 d1u) = 0,

and applying the Leibniz rule, we obtain that 8f/u is solution of the equation

(26) 005 u+0fu+7" 000105 u) + 717 (05 ) +°00(05 ) + 710195 w) =
where f* is a linear combination of terms of the form

. (0 05w) (0705 w) (91" )

(0705 u) (97205 u) (97 Dh)

for i,j, h,a1,0 = 0,1, s + 85 + s5 = 8, s5 < 8. So taking the L? norm and observing that at

most one index s;» can be larger than s'/2, we have

(5142
28) 15l < (3 1000 ult, e ) % (1) < e, ) e B2 )

i+35=0
J<2

forap > [%l]—l—?). Rewriting inequality (2.3) for 85 u, where s’ = s—1 and C(7) < ||u(r
we obtain

(2.9)
t t
E§11<t,u>sc[E§11<1,u>+ / Hu(r,->H%w,p,ooEfil<nu>dT} exp ( / Hu(n-)\\%w,zm)-

,')HIQ/Vt,zooa

On the other hand, we want to obtain an analogous of (2.9) for EY (t,u). Applying Z to (2.4),
Leibniz rule and commutations, we derive that Zwu is solution of the equation

(2.10) 0Zu + Zu + 410001 Zu + v 0?2 Zu + 200 Zu + ~1 01 Zu = f7,



where fZ is linear combination of [y%/ 63], Zlu and [y"0p, Zlu. We calculate for instance the

term [y°192,, Z]u and we find that it is equal to —(Z~4°1)93,u — 71 [03,, Z]u, that is a linear
combination of

(07" u) (95 Zu) (9fyu)
(07 u) (95 u) (D)

for 4,4, h, k,oq, a9 = 0,1. Therefore, the L? norm of fZ can be estimated as follows

(2.11)

(212) 0 |Lz<(§jualafu W ) EL () <l Ry BE (1)

i+35=0

and applying lemma 2.1 for Zu, we derive

t t
(213) Ef(t,u) <C [Elz(17u)+/ HU(T7')HIQ/Vtv&ooElz(Tf)dT} exp (/ [[uls, -)H%W,oods> :
1 1

Remark. To make the above proof fully correct, one should chek as well that the energy of
Zu is actually finite at every fixed positive time. One may do that either using that the vector
field Z is the infinitesimal generator of the action on the equation of a one parameter group,
along the lines of appendix A.2 in [1|. Alternatively, one may instead exploit finite propagation
speed, remarking that if the data are cut off on a compact set, the solution remains compactly
supported at every fixed time, so that the energy of Zu is actually finite, and that the bounds
we get are uniform in terms of the cut off.

Proposition 2.2 (Propagation of Energy Estimates). There exist an integer s large enough, a
p=> [%] +3, p < s, an g9 €0, 1] sufficiently small, a small o > 0, and two constants A, B > 0
sufficiently large such that, for any 0 < e < e, if u is a solution of (1.1) on some interval [1,T],
for T > 1 fixed, and satisfies

(2.14a) [u(t, Ywremee < Ast™2
(2.14D) E% | (t,u) < Bet?,
(2.14c¢) EZ(t,u) < Bet®,

for every t € [1,T], then it verifies also
B
(2.15a) E% (t,u) < et
Z B o
(2.15b) E{ (t,u) < Est .

Proof. Both estimates (2.14b) and (2.14¢) can be propagated injecting a priori estimates (2.14)
in energy inequalities (2.9) and (2.13) derived before, obtaining

' A’BCe?
By(tu) < C{Esail(lau) + A2B€3/1 T*1+"d7} < CE? (1,u) + %t”,
' A’BCe?
EBf(t,u) < C|Bf (1,u) + A*B<? / o] < onf + 22
1

Then we can choose B > 0 sufficiently large such that CE? (1,u) + CEf(1,u) < Be, and
go > 0 sufficiently small such that % < 1, to obtain (2.15a), (2.15b).



3 Semiclassical Pseudo-differential Operators.

As told in the introduction, in order to prove an L estimate on u and on its derivatives we
need to reformulate the starting problem (1.1) in term of an ODE satisfied by a new function
v obtained from wu, and this will strongly use the semiclassical pseudo-differential calculus. In
the following two subsections, we introduce this semiclassical environment, defining classes of
symbols and operators we shall use and several useful properties, some of which are stated
without proof. More details can be found in [8] and [37].

3.1 Definitions and Composition Formula

Definition 3.1. An order function on RxR is a smooth map from RxR to Ry : (x,&) — M(z,£)
such that there exist Ny € N, C' > 0 and for any (z,€),(y,n7) € R xR
(3.1) M(y,n) < Cla —y)™° (€ — )™ M(z,¢),

where (x) = V1 + 2.

Examples of order functions are (x), (£), (z)(&).

Definition 3.2. Let M be an order function on R x R, >0, § > 0. One denotes by S5 g(M)
the space of smooth functions

(x,6,h) = a(z,§,h)
R x Rx]0,1] = C

satisfying for any aq, as,k, N € N bounds
(3:2) 0310 (hon) alx, €, h)| < CM (x,€) A= F02) (14 gRPJe]) ™

x+f(§)>fN
N

for N € N and a certain smooth function f(§). This function M is no longer an order function

z+£(§) >—N)

Th :

Definition 3.3. We will say that a(z, ) is a symbol of order r if a € S5 g((£)"), for some § > 0,
B> 0.

A key role in this paper will be played by symbols a verifying (3.2) with M (z,&) = (

)

because of the term h~2 but nevertheless we continue to keep the notation a € S5 g((

Let us observe that when 8 > 0, the symbol decays rapidly in 2%|€|, which implies the following
inclusion for » > 0

(3.3) Ss5.5((6)") C WP S55(1),

which will be often use in all the paper. This means that, up to a small loss in h, this type of
symbols can be always considered as symbols of order zero. In the rest of the paper we will not
indicate explicitly the dependence of symbols on h, referring to a(x, &, h) simply as a(z,£).

Definition 3.4. Let a € S53(M) for some order function M, some § > 0, 5 > 0.

(i) We can define the Weyl quantization of a to be the operator Op}’(a) = a"(x,hD) acting
on u € §(R) by the formula :

(3.4) pila(e. () = 5 [ [ et eI ¢ uly) dyde
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(ii) We define also the standard quantization :
(35) Om(ale.)u(e) = 5 | [ Fe (o€ uty) dude.

It is clear from the definition that the two quantizations coincide when the symbol does not
depend on x.

We introduce also a semiclassical version of Sobolev spaces, on which is more natural to consider
the action of above operators.

Definition 3.5. (i) Let p € N. We define the semiclassical Sobolev space W/"*(R) as the
space of families (vp,)pej0,1) of tempered distributions, such that (hD)?vy := Opn({(£)”)vn
is a bounded family of L™ i.e.

(3.6) WP (R) = {vh € §'(R) ‘ hSl]lp] [{RD)Pop]| oo (m) < —l—oo} .
€lo,1

(ii) Let s € R. We define the semiclassical Sobolev space Hj(R) as the space of families

(V) hejo,) of tempered distributions such that (hD)*vy, := Opp((£)*)vp, is a bounded family
of L?, ie

(7)) HiR)= {vhesm)( sup [ (14 [H€P)*[on O de < +oo}.

helo,1] /R

For future references, we write down the semiclassical Sobolev injection,

_1
(3.8) lorllwpee < Coh™2lvnll_p1j40, VO >0.

h

The following two propositions are stated without proof. They concern the adjoint and the
composition of pseudo-differential operators we are considering, and a full detailed treatment is
provided in chapter 7 of [8], or in chapter 4 of [37].

Proposition 3.6 (Self-Adjointness). If a is a real symbol, its Weyl quantization is self-adjoint,

(3.9) (Opiy ()" = Opj(a).

Proposition 3.7 (Composition for Weyl quantization). Let a,b € 8(R). Then

(3.10) Opj, (a) o Opj) (b) = Opy, (ath) ,

where

B11)  afb () = ﬁ /R /R /R /R 3o = a(p 4 2 € + Ob(x +y, € + 1) dydndzdC

and
o(y,m; 2z,¢) =nz —yC.
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It is often useful to derive an asymptotic expansion for afb, which allows easier computations than
the integral formula (3.11). This expansion is usually obtained by applying the stationary phase
argument when a,b € S5 3(M), § € [0, 1] (as shown in [37]). Here we provide an expansion at
any order even when one of two symbols belongs to S 13 (M) (still having the other in Ss g, (M)

for § < %, and f31, By either equal or, if not, one of them equal to zero), whose proof is based on
the Taylor development of symbols a, b, and can be found in detail in the appendix.

Proposition 3.8. Let a € 551,51(M1), b e 552,52(M2), 01,02 € |0, %], 01+d <1, 51,82 >0
such that

(3.12) fr=0522>0 or [B1 # BaandB; =0,8; > 0,i# j € {1,2}].
Then afb € S5 3(M1My), where § = max{d1,d2}, B = max{f1, B2}. Moreover,

h h . (_1)0{1 1 o 2 o
(3.13) aﬁb:ab—i-z—z,{a,b}—i- Z 2_2> o 1 02 a 0z 0 b+ 1y

a=(a1,a2)
2<al<k

where {a,b} = 0¢adyb — O¢bdya, 1y, € RUkADA=(01402)) G5 (M My) and

(3.14)
h k+1k3—{—1 (—1)0‘1 2i 1
N ) 2 (nz—y() 1 §o2 1 — )
el €) (2) Al (Z S [ koo [omopratat tag 100 - oar
=(a1,a2
|a|=k+1

X 90200 b(x +y, & + n)} dydndzdc .
More generally, if hkTDo190q ¢ Sgl,gl(Merl), pk+1)%2 5oy ¢ 555,85 (Mé”l), for|a| =k+1, for
order functions METY My then ry, € RFHDA—(01+82)) go o (AfEFT AT
Remark. Observe that

h

2
(3.15) aftb = ab + %{a, b} + (2—2> [%8§a6§b + %agaagb - ({9963561({“)96({“)513] + gt

so the contribution of order two (and all other contributions of even order) disappears when we
calculate the symbol associated to a commutator

(3.16) afb — ba = %{a, b} + o,

where 9 = rgﬁb — rgﬁa € h3(1_(51+52))55,5(M1M2).

The result of proposition 3.8 is still true also when one of order functions, or both, has the form
<Lfﬁ(§)>*1, for a smooth function f(&), f'(£) bounded, as stated below and proved as well in

the appendix.

Lemma 3.9. Let f(§) be a smooth function, f'(§) bounded. Consider a € 551751((m+f(5)>*d),

N
d € N, and b € Ss,8,(M), for M order function or M(x,§) = <Ljﬁ(§)>—l’ l € N, some
61 € [0,3], 62 € [0,3], Br1,B2 > 0 as in (3.12). Then atb € 55,5(<Ljﬁ(£)>*d ), where

0 = max{dy,d2}, = max{f1, f2}, and the asymptotic expansion (3.13) holds, with ry given by

12



(3.14), 1y € h(k+1)(1—(51+52))56ﬁ(<GH:;‘E(E)>—dM)_

More generally, if h\*+t1)%19%q ¢ 551,51(<x+jﬁ(£)>*d,) and K129 ¢ Sy, 5 (MFH1) |a| =

k+ 1, M*1 order function or MFT1(x, &) = (—gﬁ—t}cﬁ(g))_l/, for others d',l' € N, then rp €
h(l<:+1)(17(51+52))S5 5(<x+jﬁ(£) >fd’Mk+1)'

)

3.2 Some Technical Estimates

This subsection is mostly devoted to the introduction of some technical results about symbols
and operators we will often use in the entire paper, first of all continuity on Sobolev spaces.
We also introduce multi-linear quantizations which will be used in the next section (and which
are fully described in [6]), especially because they make our notations easier and clearer at first.
Moreover, from now on we follow the notation p(§) := /1 + &2.

The first statement is about continuity on spaces Hj(R), and generalises theorem 7.11 in [8].
The second statement concerns instead a result of continuity from L? to W[L) ">°. In the spirit of
[16] for the Schrodinger equation, it allows to pass from uniform norms to the L? norm losing
only a power h=17% for a small o > 0, and not a h~3 as for the Sobolev injection.

Proposition 3.10 (Continuity on H). Let s € R. Let a € S55((€)"), r €R, 6 € [0,4], B> 0.
Then Op}y(a) is uniformly bounded : Hj (R) — H; "(R), and there exists a positive constant C
independent of h such that

1) OB @legsry <€ Vhel01)
Proposition 3.11 (Continuity from L? to W/*™°). Let p € N. Let a € 5575((%\/%(0%1),
§ €10,3], B> 0. Then Op¥(a) is bounded : L*(R) — W{"*(R), and there exists a positive

constant C' independent of h such that
(3.18) 10p8 (@)l (z2wp=y < CHT377, VR e]o,1],
where o > 0 depends linearly on 5.

Proof. Firstly, remark that thanks to symbolic calculus of lemma 3.9, to estimate the W,f e
norm of an operator whose symbol is rapidly decaying in \hﬁ €| corresponds actually to estimate
the L norm of an operator associated to another symbol (namely, a(z, &) = (¢)Fa(x, £)) which
is still in the same class as a, up to a small loss on h, of order h—*%.

From the definition of Op}’(a)v, and using thereafter integration by part, Cauchy-Schwarz ine-
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quality, and Young’s inequality for convolutions, we derive what follows :

(3.19)
Op ()] =
=l [ [ Y eyt g
_ y)E+i $+\/—y
B (2m)? \/_/ // ny( \/_g)ddé
iz~ 9o\ 1+i(§ —n)9, i —y)E+iny
<G L f//( O En— (T e
oYY /) ayaan
T er\/Ey / -
A /R (= =) e =) e VRg Y (= f/g(ﬂ@} dydedn
< o2 -2 T 2,8 N H\/EyJFPI(\/EQ -1
< R [FR| 1 | f77 — Vi () ey

2
LE

< Cn il [ (= 072w vig . j%’m )|

where N > 0 is properly chosen later. We draw attention to the fact that, when we integrated
by parts, we used that a belongs to S55(1) with a § < %, for the loss of h™9 is offset by the

factor vh coming from the derivation of a(%, Vhé) with respect to y and €.

)

2
LE

v _
To estimate |[(R?v/hE)—N <ﬂ> 1|| 1z we consider a Littlewood-Paley decomposition,

i
+oo

(3.20) 1= ¢i(©),
k=0

where ¢ (€) € C3°(R), supp o C B(0,1), x(€) = ¢(27%¢) and suppp € {A7! < [¢] < A}, for
a constant A > 0. Then,

(3.21)
z+vhy ! z+vhy
(hﬁ\/ﬁg>fN< 2 ‘\;%7(\/55)>— . \/_l;)/ h% 2N 2 \/“E‘p(g)> ngk(f)dg
3

\/—l;)Ik,

where
z+vhy / _

(3.22) IOZ/R<hB§>_2N<%p(§)> 2@0(5)615,
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and

x-l-\/ﬁy / _
o= [N (— TP kg

Vh
atvVhy | 1ok
_ +p'(27) \ 2
(3.23) _ zk/ pBokey—2N [ 2 d k> 1
[ P2k N () Tl de
z+vVhy 1ok
_ _ + /(27 \ 2
< A2No(-2N+1)ky, 25N/ P g
< () wlede
For k < ko, for a fixed ko, p”(2¥¢) # 0 on the support of . As € — 400 we have the expansion
£ 1 4
3.24 ()= ——=4+1F—+0 ’
(3:24) PO =g ez + O™
and then
27214:
(3.25) pke) =+17 2 T O(]2F¢|™).

For k > ko, the function £ — gi(§) = 22]“(%) + 2%kp/ (2k€) is such that |g}(&)] = |¢]72 ~ 1
on the support of ¢, so for every k we can perform a change of variables z = gi(§) in the last
line of (3.23). Hence,

_ _ z _ _
T < APVANEDEN [ ()2 )

(3.26) < A2N2(2N+3)kh25N\/ﬁ/<Z>2dZ
< 02(_2N+3)kh_26N\/ﬁ,
so taking the summation of all I for & > 0 we deduce

z+vVhy / _1
R AL

(3.27) < ORAN S o ZEEk < AN

Vh L k>0
if we choose N > 0 such that =252 < 0 (e.g. N =2). Finally
w -1 5
(3.28) 10pk (@)l g (r2wpe) = O(h™377)
where o(8) = (N + p)S depends linearly on /3. O

The following lemma shows that we have nice upper bounds for operators acting on v whose
symbols are supported for |¢| > ™8, 8 > 0, provided that we have an a priori Hj estimate on
v, with large enough s.

Lemma 3.12. Let s’ > 0. Let x € C§°(R), x =1 in a neighbourhood of zero, e.g.

=1 f <C
520) X(©) or ¢ < €
x(€) =0 for [§] > Cs.
Then
(3.30) [Opr((1 — X)(h%))vllHﬁf < CRPE o) s Vs> s
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Proof. The result is a simple consequence of the fact that (1 — x)(h%€) is supported for |¢] >
C1h~ P, because

10p((1 =) (&)l = / (14 [hg])¥ (1 = x) (W hE)*[o(6)[Pde
(3.31) ~ / (14 [RE2)* (1 + [RE2)Y ~*|(1 — x) (h*he) 20 (6) PPde

< CRPPE Dol

where the last inequality follows from an integration on |h¢| > C} h~="?, and from the two following
conditions ' —s < 0, (14 |h§|2)8'—8 < Op28(s), o

This result is useful when we want to reduce essentially to symbols rapidly decaying in |h?¢|,
for example in the intention of using proposition 3.11 or when we want to pass from a symbol of
a certain positive order to another one of order zero, up to small losses of order O(h™7), 0 > 0
depending linearly on 5. We can always split a symbol using that 1 = x(R?¢) + (1 — x)(h5€),
and consider as remainders all contributions coming from the latter.

Define the set A := {(2,£) € R x R|z + p/(§) = 0}, i.e. the graph of the function z €] — 1,1[—
do(z), p(x) = V1 — 22, as drawn in picture 1. We will use the following technical lemma, whose
proof can be found in lemma 1.2.6 in [6] :

Lemma 3.13. Lety € C§°(R). If the support of 7 is sufficiently small, the two functions defined
below
(3.32)

x4 p(£E)
ex(:8) = & F dop(x)

verify estimates

, . ~ EF dp(x) /
(€@ +p/(££) and éx(z,€) = mW (&% (z + p'(£9)))

5.33) 1090, e (x,€)] < Caple) 51277,
10907 61 (x,)] < Capl€)*H2F.

Moreover, if suppy is small enough, then on the support of y((€)2(z+p'(££))) one has (dp) ~ (£)
and there is a constant A > 0 such that, on that support

(330 ATHOT? <+ 1< A2, €= 40

ATHOTP<Fo+1 < A2, §— —o0
Finally, for every k € N

(3.39) 0" (de(x)) = O((dp) ") .

Lemma 3.14. Let v € C§°(R) such that v = 1 in a neighbourhood of zero, and define I'(x,§) =
V(M\/ﬁ(g)). Then T € S%7O(<w>7]v)¢ for all N > 0.

Vvh
Proof. Let N € N. Since v € C5°(R), p" € So,0(1), we have
)] < ol EEEE
330 ool = W) Ty < h Yy (o) (),
060w &) = 1 (CEEEN T b e (L,
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(a1+a2)<%>fN_ 0

and going on one can prove that [0 9¢°T'| < Cay 00,8k ™2 N

Multi-linear Operators. We briefly generalise some definitions given at the beginning of this
section in order to introduce multi-linear operators.

Let n € N* and set & = (§1,...,&,). An order function on R x R™ will be a smooth function
(x,&) — M(x,£) satisfying (3.1), where (¢ —n)™° is replaced by

Equivalently, we define the class S5 g(M,n), for some 6 > 0, 8 > 0 and M(z,§) order function
on R x R™, to be the set of smooth functions

(.%'751,... 7§n7h) — a(w,f,h)
R x R"x]0,1] - C

satisfying the inequality (3.2), Va3 € N, g € N VE, N € N.

Definition 3.15. Let a be a symbol in S5g(M,n) for some order function M, some 6 > 0,
B> 0.

(i) We define the n-linear operator Op(a) acting on test functions vy,..., v, by

1
(2m)"

(3.37)  Op(a)(vi,...,v,) = /n wt ) gz, 61, &) H@ (&) dey ... dE, .

(ii) We also define the n-linear semiclassical operator Opyp,(a) acting on test functions vy, ..., v,

by

n

/n eral@tten) g e 6 [T dé ... dg..

=1

1

(3.38) Opu(a)(vr,--vn) = 5on

For a further need of compactness in our notations, we introduce I = (iy,...,4,) a n-dimensional
vector, i € {1, —1} for every k =1,...,n. We set |I| =n and define

(339) wI:(wila"'awin)a wlzwaw—1:w7
while m(§) € S5 g(M,n) will be always in what follows a symbol of the form

(3.40) m(&) =mi(&)--m)(&) .

We warn the reader that in following sections, when we focus on a fixed general symbol my(&),
we will often refer to components ml (&) as mg(&), forgetting the superscript I in order to
make notations lighter. Sometimes we will also write my(&) if this makes no confusion.
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4 Semiclassical Reduction to an ODE.

In this section we want to reformulate the Cauchy problem (1.1) and to deduce a new equation
which can be transformed into an ODE. It is organised in three subsections. In the first one,
we introduce semiclassical coordinates, rewrite the problem in this new framework and state the
main theorem. The second and third sections are devoted to the proof of the main theorem.
In particular, in the second one we introduce some technical lemmas we often refer to and we
estimate v when it is away from A. In the third one, we first cut symbols in the cubic nonlinearity
near A and away from points z = +1, and develop them at £ = dp(z), transforming multi-
linear pseudo-differential operators in smooth functions of x; then, we repeat the development
argument for Op}’(z€ + p(&)).

4.1 Semiclassical Coordinates and Statement of the Main Result

Let u be a solution of (1.1) and set

(4.1) w= (D + /14 D3Ju u= (D)~ (%)
. w:—(Dt—m)u7 Dtu:w;w .

2
With notations introduced in (1.3), the function w satisfies the following equation

. ) ] )
(D — 1+ DDw =Yy i*P (<Dx>‘1<$>; S5 DaD w)>

k=0
2 W+ @ w— w + W
(1.2 +k§;0¢kp,g(wx>l<7>,0x< DD )
w — W w + W

LD )

Observe that operators which take the place of second derivatives have symbols of order one,
while all other symbols are of order zero or negative (—1). Let us simplify the notation for
the rest of the section by rewriting the nonlinearity in term of multi-linear pseudo-differential
operators introduced in the previous section, namely as

(4.3) > Op(my)(wr) + Y Op(imr)(wr)
11=3 11=3

where symbols my, my are of the form (3.40). Moreover, m; will denote symbols of order equal
or less than zero, in the sense that all occurring symbols mé are of order equal or less than zero,
while in m; there will be exactly one symbol of order one, thanks to the quasi-linear nature of
the starting equation. Therefore (4.2) is rewritten as

(4.4) (Dy =1+ D2w =Y Op(mr)(wr)+ > Op(is)(wr),

[1=3 [1=3

and passing to the semiclassical framework by

1 x 1

(4.5) w(t,z) = %v(t, ?), h = 7

we obtain

(4.6) (Dt — Op (w€ + p())v =h Y Opu(mr)(vr) +h > Opu(ir)(vr),
|1]=3 |I|=3
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where p(§) = /1 + &2 and where we used the equality Opy(x€ + p(§) + %) = Opy(z€ + p(&))

following from
h h
Opy () = EDmCC + ECCD;B
h h
= ot ahDy = o+ Opa(at).

Furthermore, we write explicitly the nonlinearity of the equation, which will be useful hereinafter

(4.7)
3 _ _ _
(D~ Opitat + (@) =47 (D)t S o)D) ()
2 +7 = +7
+ 1Y # P (D) (TS, (hD) (S0, (kD) (WD) (P );
k=0
S kD)D) (50
Let us also define the operator £ to be
(4.8) £ = 2O+ 7(©)).

The equation (4.6) represents for us the starting point to deduce an ODE satisfied by v, from
which it will be easier to derive an estimate on the L° norm of v. In reality, we will need
more than an uniform estimate for v, namely we have to involve also a certain number of its

derivatives, and then to control its W/"* norm for a fixed p > 0. With this in mind, we set

I(z,&) = ’y(%\/ﬁ(g)), for a function v € C§°(R), v =1 in a neighbourhood of zero, with a small

support. From lemma 3.14, " € S1 0(<&\/%(£)>*N) for every N € N*  and case by case we will
2

choose the right power we need. We consider also 3(£) = (£)” (in practice, at times we consider
p—1 € N, with p introduced for u in theorem 1.3, when we prove the bootstrap, or p = —1
when we develop asymptotics), and define

(4.9) v> = Opp(X)v,
together with

vy = Opp (T)v™,

4.10
(4.10) vxe == Op¥(1 — )™,

and symbols

3 3
m7(€) = [[mu™ (&) = [] mi&)S&) ™,
(4.11) ’jl ’?
my©) = [ mp™ @) == [ mi€) )"
k=1 k=1

The main result we want to prove in this section is the following:
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Theorem 4.1 (Reformulation of the PDE). Suppose that we are given constants A’, B’ > 0,
some T > 1 and a solution v € L®([1,T]; H;) N L>([1,T]; W["™°) of the equation (4.6) (or,
equivalently, of (4.7)), satisfying the following a priori bounds, for any e €]0,1], t € [1,T],

(4.12) ot Y < A'e.
(4.13) oot e + ot g < B'A7,
for some o > 0 small enough. Then, with preceding notations, v% 1s solution of

(4.14)
Dyvy = o(2)04(z)v) + h®T (2)0)(z)[vX|*0}

+ hOpK(T) [OF(@)0n(2)(0F)? + O, ()0 (2)VE 0 + @4 (@)0n(2) (0F)?] + hR(v).

with (0y(z))n a family of smooth functions compactly supported in | — 1,1[, some smooth coeffi-
cients @?(;ﬂ), |<I>]E(x)| = O(h™7") on the support of O, for j € {3,1,—1,—3} and a small &' > 0.
Moreover, R(v) is a remainder verifying the following estimates

-
(4.15) [R()|lL2 < Ch277 ([|Lv]| 2 + [|vllm;)
-
(4.16) [R(v)|[Lee < Cha™7 (|Lv]| 2 + [v]lmg)
for a new small o > 0.

Smooth coefficients <1>jZ (z) in (4.14) may be explicitly calculated starting from the nonlinearity
in (4.7), and in particular this will be done for ®3'(z) at the beginning of section 5. Afterwards,
we will use the notation Rj(v) to refer to a remainder satisfying the following estimates:

e

(4.17) 1B ()l < Ch277([[L0]l L2 + [vllm;)
e

(4.18) [B1(v)l|ze < CRAT7([[L0] L2 + [[vllm;)

for a small o > 0.

4.2 Technical Results

We estimate v/z\c as follows :

Lemma 4.2. Let [(€) a smooth function such that |0°T| < (€)%, x as in lemma 3.12, 8 > 0.
Then

119 o @EEEE)E — opp (sonmt ORI )+ Rio),

where Ry (v) is a remainder satisfying (4.17), (4.18).

Proof. We consider a function y as in lemma 3.12, and we write

opp L E = — o & L o (se)x (n6))u

(4.20) Vh +\/§(5)
w L TP w
+ Opjy (D(——==2))0p}y (S(§) (1 = X) (R E))v,
Vh
for B > 0. The second term in the right hand side represents a remainder R;(v) satisfy-

ing the two inequalities of the statement just because f(%\/ﬁ(f)) €S 1 0(1) (so, for instance,

20



|Opy (I' (Hf;—(g ))HL HEF Loy = O(h_%) by Sobolev inequality (3.8) and proposition 3.10) and

(1 — x)(hP€) is supported for |¢| > h™7, so that we can use essentially lemma 3.12.

On the other hand, since [9°T| < (€)= and X(&)x(hP¢) € h=7Sp 5(1), with

:{pﬁ ifpeN

(4.21) . Foeo

we use the composition formula of lemma 3.9 for the first term in the right hand side, i.e.

w Tt ' w w T+
(122) O EC )0 (5179 = O (ONIPOTTEED ) v Ot
Vh vh
where rg € h%_aS%ﬁ((&\/%(g))_l). So Opp(ro)v satisfies inequalities (4.17), (4.18) respectively
by propositions 3.10 and 3.11. O

Lemma 4.3. Let f(&) be a smooth function such that |80‘f| <), e(x,€) € S55(1), d(x,€) €
Sy.o(1), with 6,8' € [0, 5[, 8> 0. Then

z+p/'(€) =z +p'(§)

(4.23) oz, T )iz +p'(€)) = c(z, T (T)(w +9/(€)) +h!r

Jh
with r € S%,B(l)’ and

(4.24) HOpz”(cm,s)f(Lj%@)(m+p'<s>>)0ph vl 2 < BTS2 + lollms)
(4.25) HOpﬁ(c(x,g)f(Lj%@)(x+p'<s>>)0ph o[ oo < B2 701600112 + [[0lag).

with o = 0(8,0',8) = 0 as §,0',6 — 0.

Moreover, if T = D_y, with |0°T_y| < (€)7179, then in (4.23) r € S% (« +\I/)lﬁ(£)>_1), and the

L°° estimate can be improved

(426) 0 el T A(“EED @ 4 ) OB (] < W (20 + ol
Proof. The result is immediate if we use the development of proposition 3.8 at order one,
ol OF Do +(6) = e O 0+ (6)
(4.27)
+ 5 { el P LD, @ ) f 4
where 1 € h™28 1 6(1)’ while by direct calculation the Poisson bracket is equal to:
{ete, 9P (@400} = FEEE e - rovo),

f(“j'ﬁ(ﬁ))(agc —p"0zc) € h*‘sS%ﬂ(l). Therefore

O (el OF () a4 () O ()0 =
(428) — h0p (e OF () O ()0

+ hOpy (T (L@)(agc — p"0z¢) + 1) Opy (v,

Vh
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and the application of proposition 3.10, along with Sobolev injection (3.8), immediately im-
plies that the second term in the right hand side satisfies estimates (4.24), (4.25). Moreover,
[L,/Op;‘;(c’)] = i(0ec — p"0xc’) + W21y, 1y being a symbol in Sy (1), hence it belongs to
R0 Ssr.0(1), and its quantization is a bounded operator from L? to L? by proposition 3.10 up to

a small loss in h~% . This remark, together with ¢(z, £)T (1‘—{-\]/2_(5)) €51 501 ), ¢ € Sy (1), propo-

sition 3.10, and Sobolev injection imply that also the first term in the right hand side verifies
estimates in (4.24), (4.25). The same reasoning as above can be applied when I"' = T'_; with
|0°T _1] < (€)~17<. In this case, the development in (4.27) is justified by lemma 3.9. Moreover,

(:L“er/(é) (<I+p'(€)

symbols involving ¢(x, &) 7 ) stay in S N )~1), so we can apply proposition 3.11,

instead of Sobolev 1nJect10n to control the LOO norm, losing only a power h™ i 7, for a small
o >0 (and not h~ 2 due to Sobolev estimate) and so deriving the improved estlmate (4.26). O

Proposition 4.4 (Estimates on v/%c). There exist s € N and a constant C' > 0 independent of
h such that vy. can be considered as a remainder R(v) satisfying (4.15), (4.16).

Proof. Firstly, we want to reduce to the study of the action of Op}’(1 —T") on v and not on V>,
so we can use lemma 4.2 with I' = 1 — v, obtaining
w c+p N s o w 3 x+p' (&)
(120)  Op (1= (220 o™ = Op (RO (1 = 1) (F 720 )+ R(v),
where R(v) satisfies (4.15), (4.16). Then it remains to analyse
+7'(6) >
Op [ €)X (e (1 — 7) () ) o
i (B - )L
We write the symbol of the operator as 3(&)x(R?€)T_ (%\/ﬁ(o)(%\/}fg)), with T'_1(&) = %7
and we can apply the previous lemma with c(z,&) = %(€)x(h5€) € h™7Sy5(1), o as in (4.21),
d(xz,€) =1, to derive that it is a remainder R(v) satisfying (4.15), (4.16). O

We want to apply first Op}’(X(£)) to (4.6). As Opy’(X(€)) commutes with D; — Opy (x€ + p(§))
(because (D) commutes with Dy — p(D)), we obtain the equation:

(4.30) (Dy — Opit (€ + p(€)))v™ = hOpy (% [ Z Opn(mr)(vr) Z Opp, m[)(?}[)]
7]=3 =

Then, we apply also Opy’(I') to (4.30), so we have to calculate its commutator with the linear
part of the equation, as done in the following:

Lemma 4.5.

(4.31) [De — Opjy (€ + p(€)), Opy; (T (=, €))] = Opy (b),
where

_ 2+ e+ (&), , 3
re S%,O(($+\I/’lﬁ(§)>_1), and T'_y satisfies |0°T _1(€)| < (€)~1e.
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Proof. First we start by calculating [Dy, Opy’(I')] = DOp}’(I") — Opy(I') Dy -
(4.33)

‘ zHy o o/ (B
DOpY (M) = lat [% / / eﬂx—y)ffy(%z(o)v(t,y) dyd§]

;:j [277 / / e (hé)) (t,y)dyd§]

it ( LA (h s) P (h&)hg
o / / vt ) ol ) dyde

h \/ﬁ
x—l—y a:—f—y

e B 4 (RE)
il i(z—y) 2
+27T/R/Re 7(7\/5 )Dyu(t, y) dydé

Then, using (3.14) and (3.16) we write

430 (OO €). 0 (a6 +p(€)] = T0sk ((n( ) ek (@)} e,

. 3 z+p’ _ . o _lef x4 _ o
with ry € h25570(<+p7h(£)> 1Y from lemma 3.9, since 9°T' € h™ 2 5%70(<+pTh(£)> D), 0%(x€¢ +

P'(§)) € So,0(1) for |a] = 3. On the other hand, developing the braces in (4.34) we find

o (L g 4 ple)}) = —in 0t (L L)

. r+p ), 2+ () )
+ih Op¥ [+ ,
o (v ()
so when we add it to [Dy, Op}’ (I')] calculated before, we obtain the result just choosing I'_1(£) =
1.
37 (€). [

We apply Opy’(T") to equation (4.30). Using lemma 4.5, we obtain

(Dy = Opi (@€ + pl©)vF = h Opi(T)OE (%) | Y Opa(mn)(or) + Y Opu(ir)(vr)

(4.35) - p/(|2|)3 e \1\133
+hOp¥ (T_ ™ 4+ h20pY (r)v*
Dp, ( 1( \/ﬁ )( \/E )) ph( )
r e S%7O(<—x+5;fl(§)>_1), where the second and third term in the right hand side are of the form

hR(v), R(v) satisfying the estimates (4.15),(4.16). In fact, using lemma 4.2 with T'(¢) = I'_1 (¢)¢,
and lemma 4.3, we have

(4.36)

ol @O VO 5 s TEPE PO
Opt (r_1< ey >) — Oopt <E(§)x(h TR >) T R(v)

= R(v),
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while r can be split via a function x as in lemma 3.12, with 8 > 0, obtaining r(x, &)x(h?¢) €

S1 5((%%” to which we can apply proposition 3.11, and r(z,&)(1 — x)(h?¢) to which can
29

be instead applied lemma 3.12. Then also h%Opﬁ(r)vE = hR(v). Therefore, the equation we

want to deal with becomes

(4.37)

(D, = Opi (€ + p(€)X = hOp TP ()| D Opnlma)(wr) + > Opuiig)(vr)| + hR(v),
[7|=3 [7]=3

with a remainder R(v) which satisfies (4.15), (4.16).

4.3 Development at { = dp(z)

The next step now is to develop the symbol of the characteristic term in the nonlinearity, i.e.
the one corresponding to I = (1,1, —1), at £ = dy(z). This will allow us to write it from [v¥ [>0}
up to some remainders, transforming the action of pseudo-differential operators acting on it into
a product of smooth functions of x. Such development is not essential on non characteristic
terms, which will be eliminated through a normal form argument in the next section. However,
some results, such as proposition 4.7 and lemma 4.8, apply suitably also to non characteristic
terms, so we will freely make use of them to get some simplifications.

We want to prove the following result:

Proposition 4.6. Suppose that v satisfies the a priori estimates in (4.12), (4.13). Then there
exists a family of functions 0y(x) € C3°(] — 1,1[), real valued, equal to one on an interval
[—14ch?? 1 —ch?8], ||0“0,|| L = O(h™2P%), such that the nonlinearity in (4.37) can be written
as

(4.38)
h¥ ()05 ()X PoX + hOpy (T) | @F ()04 (2) () + @, (2)0p () [0X 2o} + ©Z5(x)0h () (v})?
+ hR(v),

where @?(m) are smooth functions of x, |<I>JE(3:)| = O(h™%) on the support of Oy, for j €
{3,1,—1, -3}, 0 > 0 small, and where the remainder R(v) satisfies estimates (4.15), (4.16).

Before proving this proposition, we need the following general result.

Proposition 4.7. Let a(x,&) be a real symbol in Sso((£)9), ¢ € R, for some 6 > 0 small. There
exists a family (0;,(x))n of C™ functions, real valued, supported in some interval [—1+ch?3, 1 —
ch?P), for a small B > 0, with (hdy)*0), bounded for every k, such that

(4.39) Opy (a)v = Op(z)a(z, dp(z))v + Ri(v),

where R1(v) is a remainder satisfying estimates (4.17), (4.18), with 0 = o(3,0) > 0, 0 — 0 as
8,0 — 0. The same equality holds replacing v by v>.

Proof. In order to develop the symbol a(z,&) at & = dy(x) we need to stay away from points
x = %1, so the idea is to truncate near A and to estimate different terms coming out.

First, let us consider a function x € C§°(R) as in lemma 3.12, 8 > 0. We decompose a(x,§) as
follows

(4.40) a(z,€) = a(z,)x(h°€) + a(z,€)(1 — x)(h€).
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It turns out from symbolic calculus, proposition 3.10, lemma 3.12 and Sobolev injection (3.8),
that OpY (a(x, €)(1 — x)(hP€))v is of the form Ry (v), if we choose s >> 1 sufficiently large, so we
have just to deal with a(x,&)x(hP€). Since this symbol is rapidly decaying in |h5¢|, we notice
that, to prove that the estimate (4.17) holds for terms of interest, we can turn the H} norm into
the L? norm up to a small loss in h, and then simply estimate the L? norm of these terms. This
is obvious when p < 0, for HY injects in L?, while for p € N this follows using the definition
3.5 (ii), symbolic calculus, and the fact that (€)?x(h?¢) < h™P8. Therefore, it is sufficient for
our aim to prove that terms coming out are remainders R(v), in the sense of inequalities (4.15),
(4.16).

Secondly, we consider a smooth compactly supported function v € Cg°(R), v = 1 in a neigh-

)

bourhood of zero, with a sufficiently small support, and we split a(z, §)X(h5 &) as
(441)  a(z,&x(h%) = a(x,ﬁ)x(hﬁﬁ)v(L\/]%@) T a(e, Ox (W )1 — 7)) ;%(5)) .

Again, the second symbol in the right hand side gives us a remainder. In fact, since (1 —v)(§)
is supported for |{| > «ay, we can write

z+p'(§) w+ﬂ@%ﬁ+ﬂ@)

where T_y(¢) = L=28 19oT_y(¢)] < (€)1, Lemma 4.3 with c(z,€) = a(x,&)x(h’€) €
h=?S53(1), o > 0 small (either equal to ¢S for ¢ > 0, or to 0 for ¢ < 0), ¢(x,£) = 1, implies

that Op}’ (a(m,§)x(h5§)1“_1(%\/ﬁ(£))(&\/ﬁ(g))> v satisfies (4.15), (4.16).
The last remaining symbol is a(z, g)X(hﬁg)y(%\/;f@), which is supported in {(z,§) € RxR { €| <
Coh™8 | \&;1(5)] < as}, so z is bounded in a compact subset of | —1, 1[ of the form [—14ch??,1—

NG
ch?P], for a suitable positive constant c. We may find a smooth function 6, (x) € C5°(] — 1,1[),

0, =1 on [—1+ ch?3,1 — ch?5], satistying ||0%0),||L~ = O(h~25%), and write

z+p'(§) z+p'(§)

Vh Vh

Since on the support of 6, we are away from x = 1, we may now develop a(z,&) at & = dy(x),

(4.43) a(z, )x (" &)( ) = ala, £)0n(x)x(h*€)( ).

1
a(z,€) = alx, dp(x)) + /0 Deale 1€ + (1 — t)dp(x))dt (€ — dip(x)

(4.44)
= alz. dp(z)) + blz, &)z + F(E))
where
e B g £ dP()

(4.45) bz, &) = /0 a6+ (1~ dp(a)) dh =05

Then,

(4.46)

e, gwh(:c)x(h%(Lj%@) = (e dp(x))0h(x) + a(e, dp(z))0y (z) [X(h%)w(L\%@) ]

e PR a4 (0.
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Let us call I; and I the Weyl quantizations respectively of the second and third term in the
right hand side of (4.46). We want to show that they satisfy (4.15), (4.16).

First we analyse the third term in the right hand side of (4.46). We may find another smooth
function 7, with a small support, such that

z +p'(§) z +p'(§)
vh Vh

From a € S50({¢)?) and lemma 3.13, B(z,£) := b(z, &) x(F*€)F((€)?(z + p'(€))) is an element of

(4.47) X(hPE)( ) = x(hP€)~( FUE (x + P (€))) -

h™0S95,5((€)*T7) C h™7 Sy 5(1),

for ¢ = max{4,20}, o > 0 small depending on B and §. Moreover, [0%y(£)| < (€)717%, so
lemma 4.3 implies that Op}y’ (B(z, &)y (Hp ©)(z +p/(£))) is a remainder h%R(v).

On the other hand, I; has a symbol Whose support is included in the union {|¢| > C1h~#} U
{]mﬂ) | > a1}. Take ¥ € C°(R), X = 1 in a neighbourhood of zero, suppx C {|¢| < C1h=%},
SO that XX = X- We make a further decomposition,

x(h5£)7(L\%(£)) 1=
(448) = (x(hﬁﬁ)v(L\/]%’@) - 1) R(hPE) + (x(hﬁﬁ)v(L\/]%’@) - 1) (1- (kP
- () 1) st + (xrenEEE) —1) - pwe.
m+p

The first term in the right hand side is supported for | =5==* ] > aq, 8o it can be written as
z+p'(§),, z+p (¢
vh Vh

and it is a remainder by lemma 4.3. Besides, the second term in the right hand side is supported
for |&| > C1h=B, so it is essentially an application of lemma 3.12 to show that it is a remainder
R(v). This shows finally that the development in (4.39) holds. For the last statement of the
proposition, one can show that the same proof we did for v can be applied for v*, just changing
a(z,§) into a(x,£)X(€) trough lemma 4.2 when needed, and for a new o > 0 depending also on

p.

X(RPEOT 1 (

) )

O

Proof of Proposition 4.6. The idea of the proof is to develop all symbols m (), m;(§) occurring
in the cubic nonlinearity at £ = dp(z) using the previous proposition. Remark that, when
i = —1, v;,, = v and we have

(4.49) Opp(my(£))v = Opp(my(—£))v = Opp(my(ixé))v,

so the development at £ = dp(x) will give us a term my (igde(x))v;, , since my(€), dp(z) are real
valued.

We first write Op} (my(€))vi, = Opy (my, (5)2(5)_1)@?]C = Op¥ (m3(€))v* (following the notation
introduced in (4.11)) and then we apply proposition 4.7. From bounds (4.12), (4.13), we have
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lmy; (ixdep(2)0n (2)vj; [|Loe = O(h™7), [Imj; (indip(x))0n(x )UEHHP = O(h™7), for a 0 > 0 de-
pending on 3, so we immediately obtain that Opp(m;)(vr) H my; (inde(x))0p (x )UZE,C + Ry (v),

R;(v) satisfying estimates (4.17), (4.18), and we can perform the passage from the term

(4.50) > Opu(mp)(vr) + Y Opi(mr)(vr)
11=3 11=3
to its development
(4.51) > mi(der(@)0n(x)or + Y my (dpr(x))0n(z)vr + Ri(v).
|1]=3 |1=3

The nonlinearity in (4.37) becomes

hOpy (TOpY (S(9)) | D mP(der(x))0n(x)of + > iy (dr (x))0n ()07
1=3 11=3

+ hOpy (T)Opyy (X(8)) R (v)

where R;(v) satisfies (4.17), so that Op}’(I')Op}’ (3(£))R1(v) is a remainder of the form R(v),
satisfying the estimates (4.15), (4.16), by propositions 3.10 and 3.11.

The following three lemmas allow us to conclude the proof. In particular, we underline that in
lemma 4.8 we only need an L? estimate on what we denote R(v), because we will apply to it the

(4.52)

1,

operator Op¥(T"), which is continuous from L? to L> with norm 0Py (D)l ¢ (r2;000y = O(h™477)
by proposition 3.11. O

Lemma 4.8. Let I = (i1,12,13), iy € {1,—1} for k =1,2,3, be a fized vector. Denote by A(E)
the function $(€)x(hP€), with x as in lemma 3.12, B > 0. Then

Opy (2(€)) (my (dor(x))fn (e A(Zzzdso ))m¥ (dpr (2))0n(@)u + 3 R(v),
(4.53)

Opk ((8)) (77 (depi (a))0n (Zudw )) ¥ (dpr ()0 (2)0F + hER(v),

where R(v) satisfies the estimate (4.15).

Proof. Before proving the result, let us make some observations: first, in all the proof we will
use generically the letter ¢ to denote a small non-negative constant depending on 3, that goes
to zero when 3 goes to zero; the symbol 3(€) can be reduced to X(&)x(h?¢) € h=78y (1), o as
n (4.21), up to remainders (essentially using lemma 3.12); from the a priori estimates (4.12),
(4.13) made on v, we have |m¥ (dp;(z))0y(x)vF| 2 = O(h™7).

Let us consider a smooth function 6 (z) € C3°(] — 1,1[), such that 6;,0), = 6, and let us write
my (der(x))0n()or = Op(@)m] (dpr(2))0n(a)or
We enter 0, (z) in Opﬁ(z(g)x(hﬁg)) applying symbolic calculus of proposition 3.8, to be able to
3

develop the symbol at & = Z iidp(z). We have
=1

(4.54) SEx (R0 (x) = DX (K E)0n(x) + 10,
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with rg € hl_(’S(gﬁ(l), 6 > 0 small, so proposition 3.10 implies that its quantization gives a

remainder as in the statement, when applied to m¥ (dps(z))0,(z)vF. Now, since we are away
3

from 2 = £1, we can develop A(£) = L(&)x(RPE) at & = Zildgp(az) by Taylor’s formula, i.e.

3 3
(4.55) A() = A( Y indp(@)) + A0, )(€ = D idp(a))
=1 =
with
1 3
(4.56) Al(z,€) :/ A’(t§+ (1 —t)Zildgo(x))) dt
0 1=1

Al(z,€)0),(z) belonging to h=?Ss0(1). To conclude the proof, we need to show that also

Op <A’(x )0y (x Zzldgo ) m?(dgo](x))é?h(x)vlz) = h%R(v). So let us consider a new

~ - ~ ~ 3
function 6y (z) € C3°(] — 1,1[), such that 6,8), = ;. Since 0j,(& — Zildcp(x)) € h™7550((£)),

=1
and using symbolic calculus of proposition 3.8, we write

(4.57) Al(x, {)Hh (Hh £ — Zzldgo ) Al(z, )0 (2) (€ — Zzldcp

where 7, € h'77S50(1). Again proposition 3.10 and the uniform bound on v imply that
Op¥ (rp) (m¥ (der(z))0s(z)v7) is a remainder h%R(v). We can focus on the term

(458)  Opj (A (2, )0(x)) Op (Bu(w) (€ - Zzldcp )) (m¥ (dor (2))0n (@)0F)

and we can go further, limiting ourselves to consider the action of these operators when UIE is

replaced by
(4.59) vf =[] Opi (EOx (W), ,
k=1

again up to terms with symbols supported for |¢€| > h™7, which are remainders from lemma 3.12.

The operator Op}’ <9h (e Z iido(z > has a symbol linear in &, so

3 3
Opf (Bn)(€ — D irdolw))) = LhDBL () + 304(@)RD — u(x) 3 i)
=1 =1
(4.60) i
:hel( )+0h (hD — Zudgp
23

and if we choose ), such that 6,0, = 05, we have that 5;1 = 0 on the support of 6, giving no
_ 3

contributions when hehT(x) is multiplied by m¥(des(z))0(x)v}. Here (hD — Zz’ldcp(x)) acts
=1
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like a derivation on v?, so the Leibniz’s rule holds and

O (Onl)(€ - Zudw ) (m3 (der(@))on(@)of) =

(4.61) = Oy (z)(hD — Zzldgo (m7F (der(x))0p(z)v])

3

= hD(m7 (dpr(x))0n(x))0} + m7 (dor ()05 (2)0n(x) (hD = Y irdp(x)) (v]) -
=1

Then, if for instance v9 = (v°)3 (i.e. I = (1,1,1), and the same idea can be applied with |v°|?2°,
|v0]200 and (v9)3), we derive

61 (@) (hD — 3dp(2)) (") = 3(0)?Gp(2)(hD — dip(a))0”

(4.62) i 3 -
= 3(v")?0p}y (On(w) (€ — dip(@)))v" — -hb} () (W")°,

using the relation (4.60) in the last equality (however, the second term in the right hand side
disappears when we inject (4.62) in (4.61)). Now we can re-express the first term in the right
hand side from hLv°. In fact, up to further remainders, Op}' (6, (x)(& —dp(x)))v” can be reduced
to OpY (O (x)x(hP€)(€ — dp(x)))v?, and this term can be split with the help of a v € C§°(R),

v =1 in zero, namely

(4.63)
0 (B (€1 (e = dp(o) o = Op (Bu(on (P91 ELED € ) ) of
+0p (Bl (WP = (D)6~ (o) ) o

Both terms have an L? norm controlled from above by
Ch (1Ll 2 + [[v]l ) -

In fact, on one hand, we can take up the observation made in (4.47), and rewrite the first term
in the right hand side as

(4.64) ont (Ao e o 1 ()

where €, is defined in (3.32). On the other hand, also the symbol associated to the second
operator in the right hand side can be rewritten highlighting the factor (x + p’(£)), as follows

G () (7€) (M) 1 -EE) 6 e,

z+p'(§) vh
with 0),(z)x(h?€) <i;+i:0(£))> (1 - 7)(&\/}7(5)) € h*US%ﬁ(l). Then, to both operators we can
apply lemma 4.3, for c(z,£) respectively equal to 0, (x)x(hP€)éy and 6, (x)x(hP€) (iﬁf(g)))’

d(z,€) = B(€)x(hP€), obtaining that they satisfy (4.24). Summing all up, together with (4.58),

(4.61), (4.62), the fact that A'(z,&)0),(x) € h=7Ss0(1), and propositions 3.10, we obtain the
result of the lemma. O
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From now on, we will denote by ®%(z),®F(z), (), ®*;(x) respectively the coefficients of
(v™)3, v 2=, [0%]?0%, (v2)3. Since they come from m¥ (dyr(z))0y(x), mF (dpr(x))0p(z) which
are O(h™7), for a small o > 0, they are also O(h™7).

Lemma 4.9. With same notations as before,
(4.65) Opjy (D) (@1 (2)0n () 0™ [*v™) = @F (2)8), () 0™ o™ + R(v),
where R(v) satisfies estimates (4.15), (4.16).

Proof. Let us write Opy’(I") =1 — Op}’(1 —T'). We want to show that the action of Opy’(1 —T)
on ®7(z)0p(x)[v¥|?v> gives us a remainder R(v). First, we can reduce the symbol 1 — T to
(1 — I)x(hAE), with x cut-off function, 8 > 0, up to remainders from lemma 3.12. Moreover,

we can consider a smooth function 8),(z) € C5°(] — 1,1[) such that 6,6;, = 6, and use symbolic

calculus to enter 9:;1(3:) in Op¥((1 — T)x(h5€)) (again up to a remainder R(v)). Then, we can
write

@60 (= TI() = b O ()¢ - dolo)),
where b(x, ) = X(hﬁg)gh(x)(%) € h™7S55(1), I'_1(§) = (1_2/)(6), 0,0 > 0 small depending

on 8, and 0(x) a new smooth function in C3°(] — 1,1]), identically equal to 1 on the support of

éh(x) Applying symbolic calculus of lemma 3.9, we derive

(4.67)
Tt T ()6 - dpte) = bt O (EE G (€ - o)
h ! ~
+ 2 Lot gr s (2D oy te - )
+7r,
with r € héfoséﬁ((%\/;—fg))_l), for a new small 0 > 0. An explicit calculation, and the
observation that é;l = 0 on the support of th, show that the Poisson bracket is equal to
P [ ) (-0, O (o) - 2ub(w, )] +
(4.68)
) 2P, e+ ©), s [—dzw(x)p”(ﬁ) - 1}
and since x + p/(dp) = 0, we have —d?p(z) = Wldso) and
(4.69)

—d?p(2)p"(€) — 1] x(A°&)0n(x) [* o -
¢ —do(x) ] - P (do(x)) /0 P (t&+ (1 —t)dp(x))dt € h™7S55(1).

z+p (5)), FLl(x+p (5))(964-17 (5)) c S%’O(<J»‘+P ©

Vi VAN Vi

in (4.68) belonging to h™7S; 3(1), we can rewrite the second and third term in the right hand
side of (4.67) as h3 =%, with 1 € S%ﬂ(<ﬂ;f§)>*1), so their action on ®7 ()8 (x)|v*|?v® gives

AP (2) [

Therefore, from I"_ ( )~1), other appearing symbols

7

us a remainder R(v) by propositions 3.10, 3.11. In this way, we are reduce to estimate

z+p/'(€)
Vh

1

@) op (b<m,s>r_1<

>) OB (0n(x) (€ — dip())) (@ (@)0n ()™ ")
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Taking up (4.59), (4.60), (4.61) for I = (1,1, —1), we obtain that Op}’ (éh(:v)(g —dyp(x))) acts
like a derivation on its argument and

(4.71) 10D}, (B1(2) (€ — dip())) @Y ()61 () ™ [Pv*[| 2 < OB (Lol 2 + [[ollzz;)

for a new small & > 0 still depending on 3, so the fact that b(x,§)F_1(x+p/(5)) belongs to

vh
S1 5((%%”, along with propositions 3.10, 3.11, imply that the term in (4.70) is a remainder
29

R(v) satisfying (4.15), (4.16). This concludes the proof. O

Proposition 4.6 allows us to arrive at the following equation

(Dt — Opjy (€ + p(&) vy =h®y ()0 ()v™ 2™ + hOp}! () [@F ()0h (z) (v™)°

(4.72) + O, ()0, (2) [0 205 4+ ¢§3(x)gh(x)(v_z)3] + hR(v),

which is not entirely in v%, so to transform to the right equation we use the following lemma,
whose proof comes directly from proposition 4.4, and this is the reason why we omit the details.

Lemma 4.10. Under the same hypothesis as in theorem 4.1, there exists s > 0 sufficiently large,
and a constant C' > 0 independent of h, such that

Lo
(4.73) o7 = (x)rllze < Ch27 ([|£v] g2 + [[vllg) -
-
(4.74) o = (vX)1llzee < CRI77 (|£0] g2 + I|vlm)
for a small o > 0 depending on .
Therefore v% is solution of the following equation :
(Dt — Opj (€ + p(€)) vy =h®T ()0 ()5 |*vX + hOp} (L) [F (2)8)(x) (v5 )

4.75 _ _
) 8%, (@) (0) R Y + 0% )00 ()07 + hR (),

R(v) being a remainder satisfying estimates (4.15), (4.16).

To conclude this section, we develop Op¥(z€ + p(€))vy at & = dp().
Proposition 4.11. Under the same hypothesis as in theorem 4.1,
(4.76) Opiy (€ + p())vx = (x)0n()vx + hR(v),

where R(v) satisfies the estimates in (4.15), (4.16). Then, vy is solution of the following equa-
tion:

Dy} = (a)8n ()0} + heT ()8, (x)|vy 2o}
(4.77) + hOpY (T) | @5 ()05 (2) () + %, (2)0), () vk v} + @4 (2)0p () (vF)°
+ hR(v),

Proof. Consider a cut-off function y as in lemma 3.12, and 8 > 0. One can split as follows

(4.78) vy = Opy (X(RPE)T (x, )™ + Opj (1 — x)(RPET (x, §))v™
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and easily show that Op¥(z¢ + p(€))Op¥((1 — x) (K€ (z,€))v” is a remainder of the form
hR(v), R(v) satisfying estimates (4.15), (4.16), just using symbolic calculus and lemma 3.12.

Therefore, we have to deal with Op (z€+p(€))Op¥ (x(RP€)T(z,£))v™. We have already observed

that for (x, &) in the support of X(hﬁf)w(ﬂ\/%(g)), x is bounded on a compact set [—1+ ch?, 1 —

ch?P], which allows us to consider a smooth function 0j,(z) € C§°(] — 1,1]), identically equal to

one on this interval, and then on the support of X(hﬁf)w(u\/lﬁ(g)), so that:

T +p’(£)) T +p’(£))
NG vh
z+p'(£)

Moreover, the derivatives of ), are zero on the support of 9% (x(h? 5)7(7)), for every multi-

(4.79) X(hPE)( = O () x (R°E)(

index a. This implies that products of 6 (z) with X(hﬁg)y(”f}'ﬁ(f)) and all its derivatives are

always zero so, by lemma 3.9,

z +p'(§) z +p'(§)
Vh Vh

where 7o, € RV S1 5({x)7°), for N as large as we want. In this way we can factor out 0p,(z),
27

(4.80) On(2)8x (K7 E)( ) = O (z)x (W)~ )+ oo s

write the equality

Opi (€ + p(€))Opt: (ehu)x(hﬂs)w(LM)) :

Vi )0 T

z+p' (&)

(4.81)
= Onf et + 900 (x(Wen (D) ) 0% 1 (o),

and return to v% by

@) op (P (EE) ) — - opp (10— xWP (R ),
Then,

Opf (a6 + p€)0n(e)0p (129 (LD )%
O Ont (et ) Pulo1E — O (e + MO IO (1= xon 2,

and one can show that the second term in the right hand side is a remainder hR(v) essentially
using symbolic calculus, lemma 3.12; and Sobolev injection. Symbolic calculus enables us also
to put 65 (z) in Opy’ (€ + p(€)), as the following deduction shows,

(4.84)

= Opj ((x€ + p(€))0n(x)) vy + hR(v),

with R(v) satisfying (4.15), (4.16), using proposition 3.10 and Sobolev injection. In the last

equality, ZO0p¥ (8} (z)(x + p'(€)))vy enters in the remainder, for 7(&\/%(5)) € 5%70((m+f/)/ﬁ(£)>*2)
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by lemma 3.14, 6, (z)(z + p'(€)) € h™9S50(1) for a small § > 0, and using symbolic calculus.
Actually, we first write
(4.85)
h
2i

3

O (042w + (€)% = 5 00t (01 (LD )2 4t opr®,

where o € h*%S%’O((%\/%@fl), and then we use lemma 4.2 with I'(¢) = ~(€)¢, and lemma

4.3 to deduce that it is a remainder hR(v).

We can now analyse Op¥((z€ + p(€))0n(z))vy. As we are away from points z = £1, we can
develop the symbol z§ + p(§) at £ = dy(x), and since 9¢(z€ + p(€))|e=dp(@) = 0 we have

1
x€ + p(§) = zdp(r) + p(de(r)) + /0 Pt + (1 = t)dp())(1 — t)dt (€ — dip())?
= azdip(z) + p(de(z)) + b(x, &) (x + p'(£))?,

(4.86)

where

o, - - ¢ — dp(x)
b(x, &) = /0 Pt + (1= t)dgp(x)) (1 — t)dt <x +p,(§))

Observe that xdp(z) + p(de(z)) = ¢(x). To conclude the proof, we need to show that
Opi; (b(, )0n(x)(x + /(€))%) vy

gives rise to a remainder, too. First, we may consider a function y as in lemma 3.12, 8 > 0, and
split b(z, £)0,(z)(z + p/(€))? as the sum of b(x, &), (x)(x +p'(€))2(1 — x(RPE)) € h=7S50((£)?),

for small 6,0 > 0, whose quantization acts on v/z\ as a remainder because of lemma 3.12, and
b(x, )0 (z)(z + p'(€))2x(RPE). For bz, )0 (x)x(hP€)(z + p' (€))%, we can perform a further
splitting through a function 4 € C§°(R), such that ¥ ((5}2@ +p’(£))) = 1 on the support of

X(WPE) (), e,

b(z, &0 (x)x (K& (z + P/ (€))*7 ((€)*(z + P/ (€)))
2

©))
+ bz, )0 () x (RPE) (x + 1/ (€)1 — ) ((§)*(x + P'(€))) -
3

As discussed before, this implies that (1 —7)((&)?(z +p (5))) and all its derivatives are equal to

zero on that support. Since b(x, )0, (x)x (hﬁf)(az +9/(€)%(1 —7) (<£>2(3: + p’(&))) € h=7Ss5(1)
for 0,0 > 0 small depending on 3, one can apply symbolic calculus (up to a large enough order)
to obtain

(4.88) b(z, )0n ()X (h°E)(x +p'(©)*(1 = 7) ((©* (= + P'(€))) #(

(4.87)

x+p/(£)) —
Vh >

with 7/ = hV.S, 5(1), N sufficiently large, to have
2

Op (b, )@ (W) (@ + 9/ (€))2(1 = 7) (€)@ + P(€))) ) v} = hR(v).
On the other hand, B(z,&) = b(z,&)0,(x)x(RPE)F((€)%(z + p'(€))) belongs to h=7 S5 5(1), for
0 > 28, by lemma 3.13. Using twice lemma 3.9, together with the fact that ’y(Hp,(g)

Vi) €
S%7O(<&\/;—L(5)>*3) and B(z,&)(z +p/'(€))? € h1*05575((%\/%(£)>2), we derive

x +p’(§))
Vh

z+ (&)

7 )(@ +p'(£))* + hro,

(4.89) (B(z,€)(z + p'(€))?) #( = B(z,&)7/(
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and

(190) (B (" @+ (6)) s+ () = B (LD w4+,
where 79, 7( € héfoS%ﬁ((w\/;—l(g))_l). Therefore

(4.91) / /

(B )+ 7OF) () = (Bl n o +(€) ) o+ o=t
and

(4.92) /

O} (B, )(x + p/(€))2)vF = hopy (B, s>fy<ng§)><m +9/(€))) £0™ + hOpy (ro — j)v”,

so one can show that the right hand side is a remainder hR(v), commutating £ with Op}’(3(£)),

using that B(x,f)’y(%\/;—fg))(x +p'(€)),m0 —1f € h%_"Séﬂ“&\/;—fg)fl) , and propositions 3.10,
3.11. We finally obtain

(4.93) Opi; (x€ + p(O))vx = ¢(@)0n(@)vx + hR(v),
and according to (4.75), vy is solution of

Dyvy = o(x)0h(2)v) + h®T (2)0) () [0} >}

(4.94) + hOpi () |3 ()05 (2) (vX)® + B ()61 () |05 [0} + %5 (2)0n (@) (vF)°
+ hR(v),
where R(v) is a remainder satisfying estimates (4.15), (4.16). O

5 Study of the ODE and End of the Proof

5.1 The L™ estimate

The goal of this subsection is to the derive from the equation (4.77) an ODE for a new function
f/% obtained from v%, from which we can deduce uniform bounds for v%, and for the starting
function v, with a certain number p € N of its derivatives. The idea is to get rid of contributions
of non characteristic terms (i.e. of cubic terms different from |v{|?v¥) by a reasoning of normal
forms. This will allow us to eliminate all terms still containing pseudo-differential operators, to
finally write an ODE, and to prove the required L estimate, if the null condition is satisfied.

In the previous section, we denoted by <I>E( ), ®F(x), ®*,(z) and ®¥;(x) respectively the

coefficients of (v¥)?, |[v¥[2vY, ]vA\QvA, (UA) in the right hand side of (4.77). One can calculate
them explicitly, using both the expression of the nonlinearity obtained in proposition 4.6 and its
polynomial representation as in equation (4.7). In the latter, after the development at & = dy(x),

we essentially replaced hD by dip(z) when it is applied to vy, and by —dp(z) when it is applied
3

to @, modulus some new smooth coefficients aj(z) := A(Z irdp(z))S(de(x)) 73, for every
=1

I = (i1,i2,i3) (the factor X(dp(x))~® coming out from m¥(dp;(z)) = my(dp(z))X(dp(z)) 73,

according to the notation introduced in (4.11), A(¢) = 2(€)x(h5€)).
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We are interested in particular in ®7(x) or, to be more precise, to its real part. In fact, the
null condition introduced in definition 1.1 at the very beginning is the same as requiring for the
coefficient of |U/E\|2v§ to be real, i.e. its imaginary part must be equal to zero. Since polynomials
Py, P! are real as well as dy(z), (dp(z)), the only contribution to the imaginary part comes
from P/, P{' for k = 1,3 (which have a factor i*) and produces a multiple of the function ®(x)
defined in (1.5). Therefore, if we suppose that the nonlinearity satisfies this null condition (as
demanded in theorem 1.2) then we find for ®¥(x) that

1 _
BT () = gaq,1,-1)(@){de) 7 [BR(1, dpldep), (dp)?; (dep), dip)
+Po(1, dp(dp), (dp)?; (dp), dp)] -
Proposition 5.1. Suppose we are given two constants A", B” > 0, some T > 1 and a o > 0

small. Let vy be a solution of the equation (4.77) on the interval [1,T), v¥ satisfying the a priori
estimates

(5.1)

(5.2) oy (t, Mroem < A'e,
(5.3) lvx (¢, )l 2y < B"eh ™7,

forallt € [1,T]. Let 0,(z) € C(] — 1,1[), such that 0,6, = 0y, and define
(5.4)
hé hé — hé —
7R =} + O 1) | 5 2 a5 @)0R) + 5 IO @RI + A 0% )R’

Then f/% 1s well defined and it is solution of the ODE:
(5.5) Difx = @(x)0h(x) X + hoy(2)®Y ()| fX 1 FX + hR(v),
where R(v) is a remainder satisfying estimates (4.15), (4.16).

Proof. Firstly, we would like to underline that, if we suppose bounds in (4.12) and (4.13) on v,
then hypothesis (5.2) and (5.3) follow immediately, because of the definition of v as Op¥(I")v™.
In fact, estimate (5.3) follows from proposition 3.10 and the a priori estimate (4.13), with
B" = B’. Regarding the estimate (5.2), we can write

(5.6) vy = 0" —vxe
and since ||[v™(t, )|z~ = |lv(t, ')HW{L”“”

X (&, )lzee < 0% (8 )z + [[vRe(t, )z

(5.7)
= [[o(t, lwpee + [[vxe (t, )l == ,

where we estimated ||v3.(t, )| L in proposition 4.4. Therefore, using that for o > 0 sufficiently

1 1
small h177 < hs, we have

1
[vx (8, Mlzee < flolt, ) llweee + Ch3 ([Lo(t, )2 + ot -)llay)
(5.8) < Ae+CBehs—™
< A'e,

if we choose A” > 0 sufficiently large to have A’,CB’ < AT"
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Secondly, ¢(z) # 0 for all z in the support of 6. In fact, we consider 6}, such that 6,0, = 0,
so we can suppose that its support is of the form [—1 + C’ h2 11—’ h25], for a suitable small
positive constant C’. On this interval 22 < (1 — C"h?%)? =14 C”2h*P — 2C'h?P| so

(5.9) pla) = V1—a? > \JCn2(2 - C'h2) 2 1P,

which implies that the quotient 0;1((5)) is well defined and ]%\ < h™P. Then, set

On(x)
o(z)

with k1, ke, k3 € R to be properly chosen, and apply D; to this expression. We have already
calculated D,Op}’(T") in (4.33), obtaining that the commutator is

G0 [ 0] = intopt (D ere) - Gon (TR )

(5.10) fX :=vX + Op}(D) [h (k1¢§<w><v§>3+k2<1>21<x>|vﬁ|2@+ngm@?))],

Vh Vh vh

where both appearing symbols belong to S %,0((%\/%(5)>_1). The truncation of these symbols

through a function X(hﬁ €) as in lemma 3.12, and propositions 3.10, 3.11, together with estimates
(5.2), (5.3) on v, show that the action of the commutator on brackets in (5.10) gives rise to a
remainder hR(v).

Denoting by O(5) all terms of order 5 in (v%,@), and using (4.77), we can compute

DfY = Do + Ok (1) [lnh 03 @) Be@on (@) o)° + 120(6)]
(512) a8, ()] ()0 (0) RS + 120(0)]
a2, ()3 (@) ) + 10| + hR().

where hR(v) includes also terms coming out from Dy(hf),(z)), and
Dify = ¢(@)0n(x)vy + hOn(2) T (x)|vx *vx
(5.13) + Opi (1) [Aa(w) 3k + DOF(@)(0F)° + (—kz + 107, (@) 0T}
+(=3ks + )% (2)(0F)° ) | + hR(v),

where h?0(5) entered in hR(v) from propositions 3.10, 3.11, estimates (5.2), (5.3), and the
fact that involved coefficients are O(h™7), for a small ¢ > 0. We use again the definition of

f% to replace vy in the linear and in the characteristic part. We have hoy(z)®T (z)vy |*v} =
how ()@Y ()| fX 12 fx + h*O(5) and

(5.14)
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where the last equality is consequence of the fact that, by lemma 3.9, [p(x)0y (), Op¥(I')] =

héfaOp;‘;(ro), ro € 5%70«%\/%(5”—1)’ o > 0 small. Again a truncation through y(h’¢), and the

application of propositions 3.10, 3.11, together with estimates on v%, ensure that the contribution
coming from the action of the commutator on its argument enters in the remainder. We finally
obtain

Dif¥ = ()0 (x) fX + hon ()T ()| £33
(5.15) + Opi ()[R (@) (21 + 1)OF (@) (0F)® + (~2kz + 1)@ (@) [0} [PuF

(ks + )%, (2) (7)) | + RR().

and we get rid of non-characteristic terms by requiring

2k1+1 =0 ki =—1
—2ky+1 =0 = ko =%
—4ks+1 =0 ks =1,
from which the statement. O

Proposition 5.2. Let fi be the function defined in (5.4), solution of the ODE (5.5) under the
a priori estimates (5.2), (5.3). Then the following inequality holds :

t 5
(5.16) 1£5(E lzee < X (L) e +C/1 T (1Lo(r e + lo(r, g ) dr

for o > 0 small, and a positive constant C > 0.

Proof. Using the equation (5.5), we can compute

(5.17)
SR = 23(FDIR (1) = 23 ()0 TEP + () BE @)1+ hR) Y (1:2)
= 2S(hR) ) (1,2) < 207V, )| BE))

from which follows an integral inequality

5.15) 2o < IO e + [ IO g

Using the estimate (4.16) for R(v), we obtain the result

t 5
(5.19) £t e < X (L) +C/1 T (1 Lu(r, ) + lo(rs )l ) dr

O

Finally, the L* estimate we found for f/% in the previous proposition enables us to propagate
the uniform estimate on v, as showed in the following:

Proposition 5.3 (Propagation of the uniform estimate). Let v be a solution of the equation
(4.7) on some interval [1,T], T > 1 and o > 0 small. Then, for a fized constant K > 1, there

37



exist two constants A', B > 0 sufficiently large, €g > 0 sufficiently small, s,p € N with s > p,
such that, if 0 < e < g9, and v satisfies

(A1) [[o(t, e < A,
(5.20) (B.1) Hv(t7)HHﬁ < B'eh™7,

(B.2) |Lv(t,)||z2 < B'eh™,

for every t € [1,T], then it satisfies also
/

(5.21) (AL loft, g < e, vre[LT).

Proof. The proof of the proposition comes directly from proposition 5.2 and from the equivalence
between |[vY||ze and ||f¥||L=. In fact, functions <1>]Z(x) are cubic expressions in dy(x) and

(dp(x)), so they are bounded up to a loss h_‘s,~ 6 > 0 depending on f3, on the support of (x),
where also o(z) > h® > 0. This implies that |9(ph(—%)<1>jz(x)| < Ch™0, j €{3,~1,-3}, with a new
0 > 0 depending linearly on 3, so that by the definition of fE, proposition 3.11 and estimates
(5.2), (5.3) (which follow from (5.20), as already observed in proposition 5.1), we find

1
(5.22) §||v/%(t, Mree <X pe < 2vx (¢, )z -

Furthermore, the a prior: estimate on the W,f "> norm of v extends to the L> norm of v% just
by the decomposition

(5.23) vy = v — vxe,
and by proposition 4.4, so for example at time ¢ = 1 we have

X (1, )llzoe < [lo™ (1, )lzoe + [Jvxe (1, )| 2o
< o, )llwgpee + CULO, )2 + o1, )lmy)

/

(5.24) _
= 32K

e+ CB'e

— 16K

: A A’
where we choose A’ > 0 sufficiently large such that ||v(1, e < g55€ and CB' < $#x.
Therefore

/

A
(5.25) /X (L )z < 2[ox (1, )|z < Sk

Using proposition 5.2, (5.25) and the a priori estimates (B.1), (B.2), we find that

Al by
||f2(t, MNre < ——=e+ C’B'e/ T2t dr
A 8K )
A/
(526) § 8—K€ + C/BIE
!

<
_4K€a

where again the last inequality follows from the choice of A’ > 0 large enough to have C'B’ < éA—I/(.

Then we have
/

P
. . C)O<—
(5.27) o (8, eoe < o

€,
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and

[ (¢, Mz < [Jvx (¢, )lzee + l[oxe(t, )llze
/

A ’ l_o_/
(5.28) < ﬁé‘ + CB'eht

< —e¢.

!/
K

5.2 Asymptotics

We want now to derive the asymptotic expansion for the function (hD)™'v, v being the solution
of (4.7), when it exists on [1,4o00[. The reader can refer to the next subsection to find the
proof of the global existence of v, which implies also the global existence of the solution u of the
starting problem (1.1).

Proposition 5.4. Under the same hypothesis as theorem 4.1, with T = 400, there exists a
family (0,(z))n of C™ functions, real valued, supported in some interval [—1 + ch?®,1 — ch??),
0, = 1 on an interval of the same form, such that (hOy)*0y(x) is bounded for any k, and a
family (ac)eejo,co) of C-valued functions on R, supported in [—1,1], uniformly bounded, such that

(5.29)
t t d
(D)o = eaa)exp i) [ 0yc(aldr + ilao)P 83 @) [ 02T |+ H70(00).
1 1 T
where h =1, 0 > 0 is small and sup ||r(t,")||p2npe < Ce.
t>1

Proof. Let us take X(€) = (€)7!, so that v* = (hD)~'v. Resuming all prevoius results, we have
obtained that under the a priori estimates (4.12), (4.13), the function f{’ defined in (5.4) satisfies

(5.5), with a remainder R(v) = Opcon2 (6257%“7), for a sufficiently small o > 0. Inequality (5.17)
and the bound (4.16) show that

¢ 5
IFX () = fE (e < C/t, T (| Lu(r, e + ol )llag) dr -

Combining with the a priori estimate (4.13), there is a continuous function  — |a(z)| such that
[[fX(t2)* — |a(z)?| = O(Et_%‘“’), for a new small o > 0, and replacing this new function in
(5.5) we obtain the equation

(5.30) D fy = On() [p(x) + hOY (z) a(x)*] X + hr(t,z),

for r = Opoeonp2 (6t7i+‘7), which is a linear non homogeneous ODE for f/% This implies that
there is a O(¢e) continuous function a such that

t t
- . . dr _1
631 fRt2) =) exp figta) [ byelalir + i@ PO @) [ 0@ T | 4041 0a),
1 1
for a new r. Finally, using the definition of f{’ and proposition 4.4, we have || — v¥||2nz~ =
O(at_%‘“’) and [[v} — 0¥ 12z = O(at_%‘“’), so we can deduce from (5.31) the asymptotic
expansion for v = (hD)~'v. Since (4.39) for a = 1 shows that v™ vanishes when = ¢ [—1,1]
and t — +o00, we get that a(z) is supported for = € [—1, 1], and we conclude the proof choosing

a(x) = eac(x) for a bounded a.(z) as in the statement. O
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5.3 End of the Proof

Proof of Theorem 1.2. Let us prove that, for small enough data, the solution of the initial Cauchy
problem (1.1) is global. We show that we can propagate some convenient a priori estimates on
u, as stated in theorem 1.3, namely we want to show that there are some integers s > p > 1,
some constants A, B > 0 large enough, ¢y €]0,1] and o > 0 small enough such that, if u €
CO[1,T[; HtY) N CY([1,T[; H?) is solution of (1.1) for some T > 1, and satisfies

[u(t, Ywemee < Act™2

| Zu(t, )|z < Bet?, |0: Zu(t, )| 2 < Bet?
HU(t, )HHS < B&ta, H(?tu( )HHS 1 < BEtU

for every t € [1,T], then in the same interval it verifies improved estimates,

A 1
Ju(t, Yoy < Fet73

B B
1Zut Yo < Set7, 0 Zu(t, e < et
B B
lu(t, g < Eet”, |Ocu(t, )| gs—1 < 58#7'
We can immediately observe that from (1.6), these bounds are verified at time ¢ = 1. In

theorem 2.2 in section 2, we proved that we can improve the energy bounds | Zu(t,-)| g1,
0 Zu(t, )| r2, llu(t,-)||ms and ||Opu(t,-)||gs—1. To show that the propagation of the uniform
bound ||u(t,-)||wt.nr holds, we passed from equation (1.1) to (4.2) at the beginning of section
4, and then we showed that the function v is solution of (4.7). The a priori assumptions made
on u imply the following estimates on v,

ot ) llyp-re < Crde,

(5.32) . .
[Lo(t, g <5Beh™,  l(t,-)||m; < Beh™,

for h=1 :=t in [1,7]. In fact, from (4.1), the definition (4.5) of v in semiclassical coordinates
and the equation (1.1),

1
Collult, Hlwerce <72 [[o(t)llyp-roe < Cillults )llwee

lo@t, ey = lult,)lw@,
for some positive constants Cy, C, so the first and third inequality in (5.32) are satisfied. More-
over, Lv can be expressed in term of u, Zu, as showed below using equation (4.7),

1
= Zu(t,y) %[(1—x )D,, —|—tth+z2] (t,x)]m:%
i

(5.33)

h
(13 (1= a?) D2 + 12 Opf a6 + p(€)) + %] v + HE2P) |,y
(1# Dy + 12 OB () v + h32P) |,y

where P denotes the right hand side of (4.7) multiplied by h~!. Using symbolic calculus of
proposition 3.8,

1

L2u(t) = (1 W OB (en(€) +.9) - 5O GHEN | 0+ ke ) Loy
(5.34)

= (h% [Op}f(p@))ﬁv - %Op}f(p’(é“))v + w?D o=
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where we used that p(&) = /1 + &2, p/(€) = &/p(€). Therefore, since Op¥'(p(¢)~1) : Hi ' —
Hj is uniformly bounded by proposition 3.10, and from |lv(t,-)||m; = |lu(t, )| ns, we derive

1Co(t, Ml < 1 Zult gz + ult, )| g2 + 2P 2, where
l2P(t, )22 < Cllott, g p-ree (Kev(t ize + flult, ) ) -

Then we can use the uniform estimate [[v(t,-)|l;, 1.0 < C1Ag, choose g9 < 1 small enough
h

such that CC1A%e3 < %, and use the a priori energy bounds on w in (1.11), to have
1Lv(t, gy < 201 Zut, )z + 2lult, )Lz + [lult, )l < 5Beh™.

Under these bounds on v, in proposition 5.3 we proved that, for A’ = C1 A and B’ = 5B, the uni-

form estimate on v can be propagated, choosing for instance K = % to obtain [[v(t, )|y p-1.00 <
h
AC>

72, and then ||u(t,-)||wtpoe < éafé, which concludes the proof of the boostrap and of global
existence.

We prove now the asymptotics. We consider $(&) = (£)P*1 and we write
(hD)~tv = Opj ()71 (&) ™.
Using proposition 4.7, we develop the symbol (£)7°~2 at & = dp(z),

Opi ((€) ™7™ = O(@){dp(2)) 20" + Opeerya(ehi™7),

%

and using the expression obtained in (5.29), along with the uniform bound on v*, we derive that

in the limit ¢ — 400 the function a(z) = ca.(z) verifies

(5.35) a(2)] < 160 (2){dp()) P 20" | + O(et4+7) < Celdp(a)) P2

For points z in |—1, 1 such that (d@(x)) > ah=?, for a small a > 0, we have |a(z)| = O(shPP+2))
and then the corresponding contribution to the right hand side of (5.29) is O(et™ mm(ﬁ(ﬁz)’i*"))
in L> N L2

Let us now consider points z in | — 1, 1] such that (dy(z)) < ah™”, and remind that the function
0y () in (5.29) is identically equal to one on some interval [—1 4 ch??,1 — ch?3]. We can write

(5.36) /1 017 (z)dr =t -1+ /100(91/7(35) —1)dr — /too(ﬂl/T(x) — 1)dr,

1 1
observing that on the support of 6 /-(x) — 1, 7 < maxc?¥ (1 — x,z + 1) 2. Therefore the last
integral is taken on a finite interval and since |z £ 1| ~ (dp(x))~2 as x — F1 by (3.34), this

1 1
implies that at the same time we have 7 < ¢(dp(z))? and (dp(z))? < at. For t <7 and a > 0
small, this leads to a contradiction and to the fact that the last integral in (5.36) is equal to
zero. Then in (5.29) we can write

oo exp [ioto) [ t b)) = aulo) explip(a)t +ig(o)

with g(z) = ¢(x) [ " (017 (z) — 1)dr — 1], and similarly, for z satisfying (de(z)) < ah™P,
255 ! dr 253 ~
e @P2F) [ 0,00 = fac(o) POV ) o1 + 3(2).
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for §(z) = |ac(z)|? @7 (z) [ [° (017 (x) — 1)d77 — 1]. Moreover, for (dp(z)) < ah™ the coefficient
a(1,1,-1)(z) appearing in ®Y(z) is equal to (dp(x))~!, since X(hﬁdgo(:v))y(wjg(x))) = 1if
a is chosen sufficiently small, which implies that ®}(z) is exactly ®(z) introduced in (1.8).

Modifying the function a.(z) by a factor of modulus one, we derive from (5.29) the asymptotic
behaviour for (hD)~tv

(5.37) (hD)"'v = ea.(z) exp [ip(2)t + i(log t)e®|a-(z)|* @1 ()] + tOr(t, ),

for some 6 > 0 and || (¢, -)||= = O(g), and reminding the relationship between v and w in (4.5),
and between w and u in (4.1), we finally obtain the asymptotics for w in (1.7).

O

Appendix

This appendix is devoted to the detailed proof of proposition 3.8 and lemma 3.9, which are
technical.

Proof of Proposition 3.8. Let us expand a(z + z,£ + () at (z,&) with Taylor’s formula :

awtnE4 O =alm+ Y N Oalr, €)™

a=(a1,a2)
1<l <k

s k+1 mCBQ/ 0002 a(x + tz, € + Q)1 — t)F dt,

and replace this development in (3.11), obtaining :

1 -
ath = (wh)2/R o (nz=y() a(z, &)b(x + vy, & +n) dydndzd¢

) /sz TUtEDY — 051 0¢%a(@, )b(w +y, € +n) 2% (*2 dydndzd(
FERE
1 i k 1 1
+ (7Th)2 / th(WZ?JC){ Z ;_' ZﬁlCﬁQ / 851852(1(1' 4 tZ,§ +tC)(1 _ t)k: dt}
- b= 0

|Bl=k+1
x bz +y,& +n) dydndzd(

=0+ 1+ 13 .

From a direct calculation and using that the inverse Fourier transform of the complex exponen-
tial is the delta function, i.e.

(A) 1 /thYdY_(SO( )
h
we derive
1
I = L (nz—y()
LT he /R4 e W a(x, €)b(x + y, € + 1) dydydzdC

— a(z,) / bz +9.€ + m)o(y)do(n) dydn = a(z, )b(z,€)
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I =
1 o (0% (0%
= (77h)2 Z a' /R4 (772 y() E)Oéla 2 ( ,§)b(ﬂc+y,§+n)z IC Qdydndzdg
sy

1 1 /h\™ 2
- (2 1 (_pazy 2 (nz2—y0) por ga
= > ol <Ql> /Rﬁnl( 92 )en V) 921 9 ax, §)b(x + y, & + 1) dydndzd¢

a=(a1,a2)
1<]a|<k

1 —1)x h led 20 (o ] QO 2 o
Z = <_> /Rzleh(n yoaxla§2a(x’£)ay28nlb($+ya5+77)dyd77d2d<

- (wh)? ¢ ) al 2i
1<lal<k
- h . a1 Qo Qo qo
= ) (a!) <2—2> 0105 a(x, €) 09205 b(x, €) .

a=(a1,a2)
1<]|<k

The same calculation shows that I3 is given by

k+1 (h\FH (—1)™ % (1 y0) 1 . .
8= Teny ( > 2 /R {/Oaw O¢ala + tz,€ +10)(1 — t)*dt

a=(a1,02)
|a|=k+1

X 0205 bw +y, € + ) b dydndzdC.
and it belongs to A(*+DU=(01402)) G5 o(M; My) since

1 i 1
72 e%(nz_yo{ / 32‘13?2(1(35 +tz,& +t0)(1 — t)kdt@;‘2 Oyt b(z +y, & + n)} dydndzd¢ =
R4 0

1
- / ezl‘wz—yO{ / 09102 a(w + tvhz, & + VRO (1 — t)Fdt 03205 b(a + Vhy, § + \/En)}
R4 0

dydndzd¢
. N . N . N . N
_ / 1+ 2iy0¢ 1 — 2ind, 1—2iz0, 1+ 2i¢o, L2i(nz—4C)
ra \ 1+ 4y? 1+ 4n? 1+ 422 1+ 4¢2

1
< { / o 0g2ale + 1z, €+ VRQ)(1 — 1) dt 9520 b+ hy, & + Vi) } dydndzdc
0

so integrating by parts,
1
< cnvrsenten) [ )N VNG A o vz € VRO
R4 0
X My(z + Vhy, € + \/En)} dydndzd¢

< Ch- k) / (y) NN () =NFNo () =NENo (V= N+No qydnd zd¢ My (w, €) Ma(, €)
R4

S Ch—(51+52)(k+1)M1 (x7 §)M2 (1‘, 5) .

Equivalently, one can show that |9°I3] < Ch+DU=(1+02)=dlelnr (1 €)My(z,€). The last
statement of the proposition follows immediately if we replace in previous inequalities M7 and
My respectively by M{H'l, Méﬂ'l. O
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Proof of Lemma 3.9. The proof of the lemma is the same as the previous one if, when we cal-
culate to which class the remainder r; belongs, we remark that

z + tvVhz + f(E+ V) _d_ T+ O, - AN ey [ 2+ ) -
< - > ~(TED o) seaVeoN (A

2+ Vhy + (6 + V) _l:<w+f(£) :c+f<s>>’
i h h

with b(¢,¢) = fo f(é+stvhe)ds < 1,0 (€,n) fo f'(€+svVhn)ds < 1, for acertain N € N, [

1
+y+U(E 77)77> SN~ <
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