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Abstract

Users struggle with keyword based search engines like
Google or Bing because queries can have multiple inter-
pretations and search engines fail to understand the con-
text in which the user is looking for information. This
failure leads to search results that are either inappropri-
ate or contextually irrelevant. In this paper we describe
algorithms which, utilizing information about the user’s
context, scrape the web and process/filter candidate sites
that could be used to create a customized context specific
search engine for the user. We used the algorithm to cre-
ate Medtree, a customized medical search engine for doc-
tors at Stanford Hosptial. In evaluations we demonstrate
Medtree’s superiority to Google for medical queries.

I. The Problem
Users of web search tools (such as Google or Bing)

often look for information in a predefined context.
This context is shaped by factors such as:
1. The user’s background (age, location, etc)
2. Prior information the user may know about the

subject
3. Information need, e.g. what the user intends to

do with the information
Unfortunately, many keyword based search en-

gines struggle because they fail to understand the
user’s context and provide results that are not con-
textually appropriate. In order for a result to be
contextually appropriate, it must fulfill the follow-
ing criteria:
1. It must be topically relevant to the user.

The result must be relevant to the user’s query
within the user’s context. Because queries can
have multiple interpretations and contain am-
biguity (the query "Lincoln" could refer to the
car or the American President) a search engine
may return a result that is related to the query
but outside the scope of the user’s context.

2. Results must be authoritative. The user
may require the result meets a certain thresh-
old of accuracy and prefer more authoritative
sources (research publications, acknowledged
websites) to other sources (forums, personal
blogs, etc).

We would like to create a system that can avoid
the listed drawbacks of common keyword based
search engines by providing the user with contex-
tually appropriate and authoritative results. In this
paper we use the intuition that rather than adjusting
ranking algorithms to promote appropriate sites and
demote inappropriate sites, we can instead identify a
corpus of appropriate sites and limit results to user
queries to those sites. We describe an algorithm that
automatically generates a corpus of relevant sites for
specific context. Using the Google Custom Search

Engine infrastructure, we also show how this corpus
can be used to create a search engine.

We tested our algorithm with doctors in the Stan-
ford Department of Internal Medicine. Doctors fre-
quently struggle with generic keyword search en-
gines as most results are targeted solely towards pa-
tients and fail to meet their needs. We used our
algorithm to create Medtree, a medical search en-
gine (medtree.stanford.edu) for these doctors. This
search engine was demonstrated to be superior
through comparative evaluations against Google.

In the rest of this paper we describe the methodol-
ogy of our algorithm and its performance. For clar-
ity, we use the following terminology:

• Context. The circumstances in which a user
is looking for information as shaped by fac-
tors such as their background, prior information
known, and need for information.

• User(s). Unless otherwise specified, we define
the user as an individual searching for informa-
tion only in the stated context.

• Appropriate (or Good) sites. Site’s that
meet the user’s threshold for authority and are
topically relevant to the context.

II. Related Work
There are a number of topic/task specific search

engines, especially in medicine, such as ([22], [2],
[11]). However, these examples typically restrict
their attention to a particular kind of information
(in this case, scholarly articles and patents). In con-
trast, we are interested in searching across a large
number of sites that contain relevant information.

Earlier work ([9], [8]) introduced the need for
course specific search engines and the failure of
Google to provide adequete results to queries from
history students. In this work we generalize the
problem to the failure of keyword based search en-
gines to understand user context. In addition, we
provide a much more generalized algorithm that dif-
fers significantly in its approach from ([9], [8]).

Though the use of context in search is not new
[13], the term "context" is used to refer to many
different phenomena. Indeed, everything outside of
the query terms that is possibly relevant is lumped
under the term "context". We now examine some of
the well known kinds of context and see how they
relate to our notion of context.

Often, queries are drawn from a document (for
example, by highlighting a phrase). Earlier authors
([4], [12]) study the problem of using either the whole
document or the words surrounding the query to bias
the search results. Our work can be seen as extend-
ing this notion of ’neighborhood’ context from be-
yond a single document to a whole corpus that char-
acterizes the context.
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Another notion of context is rooted in the idea
that the link structure of a certain locality of the web
could capture the context. This is seen in the work
[10] that tries to create a topic or context sensitive
version of Page Rank [17]. We, too, try to capture
the notion of topic in research contexts, but do it by
analyzing the text in pages.

Search history has been used to personalize search
results ([21], [16]). [3] uses both the user’s history
and meta data to personalize search results. Our
work can be seen as an extension of some of this
work, where, instead of using a single user’s search
history, we use a whole community’s search patterns
and judgments to create a corpus for that commu-
nity. Social tagging systems such as del.icio.us [23]
and folksonomies [15] have tried to collaboratively
filter web pages. Most of the prior work in these sys-
tems has focused on the problem of getting a com-
munity of users to use a consistent vocabulary to
label a set of pages with tags. In contrast, we use a
combination of reference texts and a small number
of labeled examples to build our corpus. We hope
that in future, we can use techniques similar to those
described in these papers to help our system improve
with continued usage.

III. Methodology
Our algorithm first identifies a candidate set of

sites and scrapes their relevant pages. We construct
a model to classify these candidate sites as appro-
priate and inappropriate. Using the Google Cus-
tom Search Engine Infrastructure, we then create a
search engine out of the appropriate sites.

I. Identifying Candidate Sites
In order to capture the context of Stanford doc-

tors we start with an intial set of their web queries.
In order to capture more of the context we expand
this set to include similar, co-occuring queries (pro-
vided by Google Trends). For example, from the
seed query [myotonic dystrophy], we can identify 48
more related queries, including [friedreich’s ataxia],
[homocystinuria], [tuberous sclerosis], etc. We issue
each of these queries to Google, collecting the top ten
results for each and group the results by site. This
set of sites forms our candidate pool. Our goal is to
curate this set and determine which are appropriate
for the user.

II. Need for automation
If the majority of results are contained by a hand-

ful of sites it would be viable to manually curate the
candidate set of sites. However, as we later describe,
the distribution of results across sites is fairly uni-
form, necessitating automatic curation.

III. Constructing the model
In order to train the model we require an initial

set of known classified sites. We randomly selected
100 sites which appeared in 5 or more results and
had doctors at Stanford Hospital label them as ei-
ther "appropriate" or "inappropriate". These sites
formed the training data for our model. The features

used in our model fell into two broad classes: textual
similarity features and site metadata features.

IV. Textual Similarity Features
We can evaluate candidate sites based on their

textual similarity to labelled sites. By preferring
sites that are more similar to appropriate sites and
less similar to inappropriate sites, we identify sites
related to the context. When analyzing sites, we
restrict our attention to the pages returned from
queries we issued. This ensures that only portions of
a site relevant to a context are captured and prevents
unrelated sections of the site (which would not ap-
pear in the result stream) from biasing the analysis
of the site.

IV.1 Word Frequency
A naive approach is to include every term on a

site as a feature for that site (with the value being
the term’s frequency). Candidate sites that contain
the same words (with similar frequencies) as the la-
belled appropriate sites are more likely to be pre-
ferred. This approach also has several drawbacks as
term frequency isn’t an accurate representation of
the importance of a term on a page.

IV.2 Cosine Similarity
To address this we compute a TF-IDF weighted

cosine similarity score for candidate sites. We weight
the words in a document by their TF-IDF score (the
product of the term’s frequency in the document
(TF) and the inverse document frequency (IDF) of
the term). We then calculate the cosine similarity
between each candidate site and the set of appropri-
ate sites and the set of inappropriate sites.

However, to account for the (sometimes) signifi-
cant overlap between medical and non medical terms
we also determine the 500 terms with the greatest
frequencies across all appropriate sites and the 500
terms with the greatest frequencies across all inap-
propriate sites. We weight each term using a frac-
tional score based on its frequency (we call this set Sg

for appropriate sites and Sb for inappropriate sites).
Then for each candidate site Si we similarily

weight the terms on the site and calculate its similar-
ity to Sb and Sg. By preferring sites more similar to
Sg and less similar to Sb, we can identify appropriate
sites.

V. Metadata
Textual analysis alone is not sufficient to deter-

mine if a site is appropriate as it only captures the
content on the site. Site metadata however can pro-
vide information about the site that is helpful in
determining site authority.

V.1 Generic Top Level Domains
A naive approach is to use the top level domain

(TLD) of a site (.com, .edu, etc) as a model feature.
The TLD of a site broadly correlates to the site’s
content (.edu is used for education organizations,
.mil is used for the military, etc). However, this alone
isn’t sufficient as TLD’s are incredibly broad.
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V.2 Wikipedia Categories
Since many candidate sites have corresponding

Wikipedia articles, we can also use the Wikipedia
category hierarchy to help classify candidate sites.
We map each candidate site to its respective
Wikipedia article. All Wikipedia articles are or-
ganized in a hierarchical structure. For example,
the Wikipedia article A (corresponding to a web-
site) may be a member of the category B. Because
B is a child of the category C, we can say that A is
a member of both B and C. Since Wikipedia cate-
gories can often be quite specific, it is important to
capture the broader parent categories (recursively)
an article/site belongs to. We include all the cat-
egories (and their parents) of the Wikipedia article
associated with a site as candidate features in our
model. Because there are some sites which don’t
map to Wikipedia categories, our model incorpo-
rates the Wikipedia categories as binary features.
A site Si is either part of a category Ci (value = 1)
or isn’t (value = 0).

VI. Feature Selection
We now have the following candidate features:
1. A TFIDF weighted score for cosine similarity to

the reference text (one score per site).
2. Scores for a sites similarity to the top 500 com-

mon appropriate terms and top 500 common
inappropriate terms (two scores per site)

3. Each term in the corpus with its frequency on
the site as its value .

4. The top level domain for each site.
5. A binary feature for each Wikipedia category,

specifying whether the Wikipedia article corre-
sponding to the site is a member of that cate-
gory.

Both (3) and (5) result in a large number of fea-
tures and using all will lead to overfitting. We need
to pick a subset of the features which is small enough
that overfitting is unlikely, but which has enough
information to be able to do the prediction. This
problem of feature selection, especially for text clas-
sification, has been studied extensively ([19], [24],
[5], [14]).

There are many metrics available for evaluating
the quality of a candidate set of features. As dis-
cussed in [24], the most commonly used metrics
in text classification include Inverse Document Fre-
quency (IDF), Mutual Information, χ2 statistic, and
Information Gain. Given the sparsity of some of our
features, Information Gain is the best suited metric
(IDF struggles performance wise and Mutual Infor-
mation and χ2 statistic are unreliable for low fre-
quency terms).

The goal is to pick a subset of features of size
M (� N) that provides sufficient predictive capabil-
ity. [24] presents a simple algorithm in which only
features with more than a certain threshold of IG
are selected. We adapt this algorithm for our pur-
poses. We run this algorithm separately for the tex-
tual terms and for the Wikipedia categories to select
a subset of each.

Figure 1: Site distribution over queries

For textual features, we assume that the different
words on a site are independent of each other. Start-
ing with an empty set of features, we calculate the
Information Gain of the remaining features and add
the feature with the highest value. We continue this
until the information gain of the next feature is less
than some threshold T . To summarize, we select all
features < f1, f2, ..., fi > where IG(fi) > T . For
textual features we set T = 0.001.

The independence assumption is harder for
Wikipedia categories given the hierarchical nature
of Wikipedia. We modify the algorithm above to
account for this. After we include each Wikipedia
category feature fi into the set, we remove all fea-
tures fj not in the set that are related to fi (i.e. a
parent or child of fi). We used T = 0.05 for cat-
egories. Using this algorithm we get 35 category
features.

VII. Building the Model and Search Engine
We used a logistic regression classifier from the

open source python scilab toolkit [1] and ranked sites
by predicted probability estimates.

The Google Custom Search Engine infrastructure
allows us to create a search engine over a set of sites.
Results in this search engine will be restricted to cer-
tain predefined URL patterns or sites. The CSE
infrastucture handles the web crawling, indexing,
and maintenance of the search engine. After rank-
ing site’s by their predicted probability estimates,
we select the top N sites (N = 100, 200, 300) and
feed these to the search engine. Medtree, the search
engine created from this process, can be found at
medtree.stanford.edu.

IV. Experimental Results
We started with a set of 221 medical queries from

doctors at Stanford Medical School and expanded
this set to to 13328 queries. We retrieved the top
ten results for each of these queries from Google,
producing 95043 results from 15514 sites. Figure
1 shows the distribution of sites over queries (See
Section III.II Need for Automation).

The top 186 of 15514 the sites were manually ex-
amined and classified into two groups: those that
were appropriate for medical professionals and those
that were not. 134 of the sites were either irrelevant,
targeted at patients or were from non-authoritative
sources (such as user generated sites), leaving us
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Google Medtree Same
better better

Doctor 1 0 13 2
Doctor 2 0 14 1
Doctor 3 0 14 1
Doctor 4 0 14 1

Table 1: Evaluation of Medical CSE by 4 Doctors

Baseline N= 100 N= 200 N= 300
28% 86% 85.5% 84.3%

Table 2: Percentage of good sites in top N sites

with 52 good sites; randomly selecting sites (from
those returned by Google for this context) would
thus result in only 28% being appropriate for the
medical search context. The curation was done by
doctors at Stanford Medical School.

We randomly selected 100 sites which appeared in
at least five results for labelling by doctors at Stan-
ford Hospital. 72 of these the sites were classified as
inappropriate and 28 were classified as appropriate.
If our model adopted a randomized approach (ran-
domly ranking sites) than approximately 28% of the
top N (N = 100, 200, 300) would be appropriate.
This establishes the baseline for our model at 28%.

We evaluated our algorithm for selecting sites to
include in the contextual CSE using two different ap-
proaches. First, doctors at Stanford Hospital eval-
uated the algorithm by counting the number of ap-
propriate sites in the top N (N = 100, 200 and 300)
ranked sites from the model. We compare these re-
sults against the baseline (fraction of good sites in
the results that a normal Google search would give us
for these queries), which is 28%. Table 2 shows the
percentage of good sites as a function of N. As can
be seen, our algorithm performs significantly better
than the basline. Secondly, in order to evaluate our
algorithms in a more practical setting, we built a
CSE with 513 sites. Of these 513, 28 belonged to
the set of manually labelled appropriate sites 485
were sites that our model had assigned a probability
of 85% or more of being appropriate. We performed
a side by side evaluation on 15 medical queries with
four doctors from Stanford Medical School. As seen
in Table 1, the results from the CSE are overwhelm-
ingly preferred.

Though recall is a reliable and commonly used
metric in information retrieval and classification, de-
termining the significance of a recall score is difficult
for our algorithm. Recall is defined as the fraction
of the set of relevant documents that are succesfully
returned for a given query. Our focus however, is not
on constructing a more effective algorithm for query-
ing a corpus of documents. Rather, we attempted to
identify a corpus of documents appropriate for the
user’s context from the web. In such a case, it is dif-
ficult to quantify or identify the documents that our
algorithm missed. This is an area we are interested
in continuing to examine.

Both these evaluations clearly demonstrate the ef-

jco.ascopubs.org gsksource.com
aac.asm.org ccforum.com
ahajournals.org rjc.asm.org
oxfordjournals.org gut.bmj.com
gsksource.com hepatitis.va.gov
plosone.org haematologica.org
hivinsite.ucsf.edu onclive.com

Table 3: Top scoring medical sites

ficacy of our algorithm for identifying sites appropri-
ate for medical professions and that Medtree is sub-
stantially preferred to vanilla keyword based search
engines for this context.

V. Discusion
We analyze the behavior of our model by exam-

ing its failures. Of the inappropriate sites in the top
100, 9 belonged to pharmaceutical companies. These
pharmaceutical sites are highly ranked by our algo-
rithm because they share the vocabulary found in
good medical sites. The doctors conducting evalua-
tions thought they were inappropriate for inclusion
into the custom search engine because of their com-
mercial nature. Of the remaning losses, 2 were sites
in a foreign language (Spanish and Portuguese) and
inaccessible to English speaking doctors. The reason
these sites appeared is that many of the technical
medical terms are the same in multiple languages.
The feature selection algorithm strongly preferred
medical terms, leading to differences in the non-
medical terms getting overshadowed. The only two
patient targeted sites in the top 100 are kidney.org
and druginfonet.com.

It is important to note that the initial training
data did not have any pharmaceutical sites or sites
in a foreign language. In the future, we’d like the
algorithm to adjust itself when this kind of phe-
nomenon occurs. Ideally, the algorithm could utilize
some form of user feedback (interpreting clicks from
the user as feedback) to continually tune the model
and eliminate new classes of inappropriate sites.

The work described in this paper shows that many
of the inappropriate results returned because of the
inability of keyword based search engines to identify
user contexts can be avoided through context specific
search engines. More importantly, our work outlines
an accurate and minimal labor approach to automat-
ing the creation of these tools. To our knowledge,
this is the first work on building learnable models
for generating level-appropriate, on topic results for
such contexts.
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