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Abstract

Term weighting schemes are commonly used in infor-
mation retrieval field to extract the most relevant terms
of documents. The main contribution of this paper con-
sists in defining a new term weighting scheme based
on entropy. We believe that this scheme is particu-
larly well adapted to compare queries from e-commerce
sites. These queries have their own specificities. They
tend to be short and a large proportion of them are
unique queries, i.e. have no historical record. We claim
that widely used weighting schemes, such as tf-idf, are
not well-adapted to this kind of queries. This claim is
backed up by numerical experiments where the proposed
entropy-based approach is incorporated into a collabora-
tive filtering framework. In this framework, well suited
to e-commerce search engines, we found out, on real
e-commerce purchase data, that the proposed weighting
scheme outperforms the tf-idf weighting scheme.

Keywords: search engine, e-commerce, entropy,
query similarity, collaborative filtering

I. Introduction

Nowadays large e-retailers offer up to millions of
products in their marketplace. In order to guide
customers rapidly to the most relevant products,
the majority of e-retailers rely on a search engine.
Therefore search engines have become a vital tool
for the e-commerce industry. A now widely ac-
knowledged procedure to boost the performance of
a search engine consists in incorporating users feed-
back information in its design [1, 2]. In particular, in
the context of e-commerce, purchase data is a useful
feedback. They are a collection of pairs having the
form 〈query, product〉, where product corresponds
a purchase made just after query has been submit-
ted, if any. It is indeed arguably less noisy than other
feedback sources, such as clicks because it involves
monetary transactions [11]. However, purchase data
can be challenging to exploit, mainly for two reasons.
Firstly, the vast majority of queries are unique, i.e.
they do not appear elsewhere in the database. Sec-
ondly, a given user at a given time rarely buys many
products: purchase data are extremely sparse (a few
products among millions are associated to a given
query). Their sparsity pattern is thence of order of
magnitude 10−5, while in other contexts, sparsity
patterns of order 10−3 are already considered chal-
lenging [16].

In order to deal with such highly valuable but
sparse data, a certain amount of regularization is

needed. A popular way of performing such regular-
ization is the so-called “collaborative filtering” [6]
methodology. Roughly speaking, it consists in sug-
gesting products not only associated with the given
query, but also associated with other similar queries.
The starting point is therefore a similarity function
between two queries. There are basically two ways
of comparing queries. The first way is to compare
queries via the products purchased after them. For
instance, “Apple tablet” and “Ipad” are similar in
the sense that they usually yield the same purchases;
although their content, i.e. the terms they are made
of, are not similar. The second way is to compare
their constituting terms. In this line of thoughts,
it is important not to give the same weight to each
term. Indeed, some terms are more informative than
others. For instance query “sony black ps4” is closer
to query “promo ps4” than to “sony black smart-
phone”, even though the it is not the order implied
by the number of common words. In this exam-
ple, giving more weight to the term “ps4” than to
the term “sony” or “black” can solve the problem.
This weighting is meaningful, as the term “ps4” is
arguably more informative than the term “sony”, as
it, alone, can limit considerably the relevant prod-
ucts range while “black” and “sony” can be used to
describe a wide range of other products.

It is the purpose of this paper to introduce a term
weighting scheme that is meaningful for e-commerce.
Let us first argue why the existent schemes are not
fully satisfying. The weighting scheme tf-idf [7] is a
commonly used scheme in the information retrieval
field. The “idf” part of the scheme is based on
the assumption that rare terms are more relevant
than frequent ones. Our claim is that the tf-idf
scheme, although relevant in a large amount of sit-
uations [13, 9], is not relevant in the context we are
interested in. In the tf-idf scheme, rare terms mean
terms that do not appear frequently in the database.
For instance, the term “ps4”, that appears rela-
tively frequently in the database, because the prod-
uct “Playstation 4” is popular, is not considered as
important as the term “color”, which appears less in
our database. We are not interested in exact figures
at this stage but more on conceptual matters. Let
us argue that “color” is less informative than “ps4”:
“color” is not related to a specific product; while
“ps4” is likely related to the product “Playstation
4”. In our proposed method, contrarily to the tf-idf
weighting, we believe that the importance of a term
should not solely be based on its number of occur-
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rences, but should be mainly based on the diversity
of purchases it has lead to. More precisely, we advo-
cate that when the same term used in a large variety
of purchases, it is less important than another term
which is systematically associated to the very same
purchase. Shannon entropy is a quantitative way to
measure how much diverse a given term is. This
is the reason why our proposed weighting scheme is
based on entropy. We claim that this entropy-based
weighting scheme gives interesting results in prac-
tice, compared to tf-idf; at least on our database.
Notice that both methods are conceptually distinct
since tf-idf only uses the queries, while the entropy
weighting scheme uses both queries and products.

The rest of this paper is organized as follows. We
first present the problem framework in Section II.
Then in Section III, we introduce the proposed
entropy-based term weighting scheme. Its applica-
tion to e-commerce is described in Section IV, based
on real data. Finally, we conclude in Section V.

II. Problem framework

Before detailing the main contribution of this pa-
per, namely, a novel entropy-based term weighting
scheme, we need to present the general framework in
which we used this weighting. This general frame-
work is the one of e-commerce search engines. The
basic problem is to associate products to a given
query entered by a user, relying on historical data.
In this section, we first describe a few notations we
use in this paper, then give a brief description of the
data we used, and last, we detail the collaborative
filtering methodology behind the search engine.

I. Notations

When searching through the search engine, a cus-
tomer types a query i.e. a string denoted by q. Thus,
q belongs to the set of all possible queries denoted by
Q. The search engine will then return an ordered list
of the most relevant products from the catalog. We
will denote the catalog by P and a product by p. In
our case, the catalog contains millions of products.

In general, a search engine could be defined as a
map denoted by f from the set of queries to the set of
all possible ordered lists of products. In this paper,
for the sake of simplicity, we define a search engine
as a map fr : Q → Pr from the set of queries onto
the set of product r-tuples. More specifically, we are
interested in the case where r is small, say r ≤ 10,
since we focus on the first page of results.

The learning set or database, consists of N pairs
(qi, pi)1≤i≤N where qi ∈ Q is the last query before
the purchase of product pi ∈ P.

II. Data description

This work is based on real purchase data, gathered
by a major French e-retailer. The training (respec-

tively test) set contains one million (resp. one hun-
dred thousand) observations.

We observed the same qualitative features as the
ones reported in [5], namely:

1. Power-law distribution: few distinct queries are
very common and explain a large amount of
purchases. In the database we used, around
4% of the queries account for 55% of the pur-
chases. Indeed, many customers are looking for
the same things. And a large number of very
rare queries account for a significant amount
of purchases. In the database we used 87%
of the queries explain about 30% of all pur-
chases. Similar phenomenon is reported in other
e-commerce databases [11]. Those long tails
queries should not only be neglected, but be
treated with care [4].

2. Sparsity: every query is related to a very small
percentage of the product catalog. Indeed, the
frequency of the queries is very small in com-
parison with the size of the catalog.

3. New queries: queries without historical pur-
chase data occur on a daily basis. Existing stud-
ies confirm what we observed: a single day con-
tains over 20% of new queries in a 4 months
time window [5].

In order to deal with these challenges, collaborative
filtering [6] is a commonly used tool, that we describe
now. Its main feature is a regularizing effect that
can efficiently cope with the inherent sparsity of the
data.

III. Neighborhood-based collaborative fil-
tering

Neighborhood-based collaborative filtering is one of
the simplest, yet powerful, recommendation proce-
dure. Start from a raw score function S0 : Q×P →
R. Score S0(q, p) indicates, a priori, how good prod-
uct p is likely to match query q. For example, it
could be the number of times product p was pur-
chased when query q was issued (and, for instance,
0 if query q is not in the database), or any non-
necessarily linear transformation of this number (log,
etc.). In this example, it appears that whenever a
query q has never been seen, all scores S(q, p) are
uniformly 0, whatever the product p. Nevertheless,
one can encounter similar queries in the database,
and hence start making interesting recommenda-
tions, pushing the products associated with these
similar queries. What is needed to implement such
a procedure is a similarity function sim : Q2 → R
such that sim(q, q′) assesses how close query q′ is
from query q (the higher the similarity, the closer q′

is to q).

S(q, p)
def
=

∑
q′

sim(q, q′)S0(q′, p) (1)
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Given a query q, natural candidates are the prod-
ucts that are given the highest scores S(q, p).
The similarity function sim plays a crucial
role in this method. A few examples are:

simPearson(q, q′) =
∑

p∈P S0(q,p)S0(q
′,p)

(
∑

p∈P S0(q,p)2
∑

p∈P S0(q′,p)2)
1/2

and simJaccard(q, q′) = |{q}∩{q′}|/|{q}∪{q′}|, where
{q} denotes the set of terms composing query q. The
first example simPearson compares two queries q and
q′ based on their associated purchases: if q and q′ led
to the same purchases, they are considered similar,
even if they do not have common terms. For exam-
ple, “ipad” and “apple tablet” could be considered
similar in this regard. However, this similarity only
makes sense when there are some historical data re-
lated to q and q′. If q is seen for the first time, there
are no products associated to it and Pearson similar-
ity is not well defined. Notice, on the contrary, that
simJaccard is well defined, as soon as q and q′ are not
made of unseen terms. In the next section, we focus
on an extension of Jaccard-like similarity functions
that measures the similarity between queries based
on their constituting terms.

III. The proposed entropy-based
term weighting scheme

The Jaccard similarity function basically counts the
number of common terms between the queries, con-
veniently renormalized. A natural generalization
consists in giving each term a separate weight, ac-
cording to its importance. The aim of this section
is to propose a new measure for the importance of
terms.

I. Term importance

Consider the query “apple ipad”. The term “ipad”
carries most of the information, as it, alone, can tell
us what kind of product is expected; while the term
“apple” can be associated to a broader range of prod-
ucts. When computing query similarities, we should
consider queries sharing the term “ipad” to be more
similar than those sharing the term “apple”. There-
fore “apple ipad” should be more similar to “ipad
128g” than to “apple fuji”. All three queries occur
commonly in our database.

A classic way to assess the importance of a term
is the so-called tf-idf (term frequency - inverse doc-
ument frequency) term weighting scheme [7], which
is widely applied in document retrieval. It is based
on two assumptions.

1. idf assumption: rare terms are more informative
than frequent terms.

2. tf assumption: multiple occurrences of a term in
a query document are more relevant than single
occurrence.

This scheme is perfectly relevant for large size doc-
uments, however, we claim that it is less relevant
for e-commerce queries. The “tf” component, i.e.
the frequency within a query, is nearly useless for
e-commerce queries: a user rarely repeat a term in
a query. Thus only the “idf” part matters: a term
is informative when it is rare in the query database.
However in e-commerce query logs, best-seller prod-
ucts are, by definition, frequent in the database.
Those terms are thus groundlessly penalized by the
tf-idf weighting scheme.

In our proposed method, contrarily to the tf-idf
weighting, we believe that the importance of a term
should not solely be based on its number of occur-
rences, but should be mainly based on the diversity
of purchases it has lead to. More precisely, we advo-
cate that when the same term used in a large variety
of purchases, it is less important than another term
which is systematically associated to the very same
purchase.

To implement this idea, we employ the notion of
Shannon Entropy of a discrete probability distribu-
tion [14], which we shall explicitly describe now.

II. Mathematical framework of entropy-
based term weighting

Recall the notion of Shannon Entropy of a discrete
probability distribution [14]. Given a probability
distribution π on a finite set I, the Shannon Entropy
is defined as:

H(π)
def
= −

∑
i∈I

πi log πi (2)

Now, to each term t, associate the following prob-
ability distribution, referred to as term purchase dis-
tribution:

π(t) =
1

Zt

∑
〈q,p〉∈D

I{t ∈ q}δp (3)

where δp denotes the probability distribution with
all its mass on product p and Zt, corresponding to
the number of purchases associated to t is a normal-
ization term such that πt be a probability distribu-
tion over P. For the sake of simplicity we denote
H(t) = H(π(t)).

Table 1 shows a toy example with four queries
(“hp printer” two times, “hp 3050a”, “hp pc”) and
three products (“p1”, “p2”, “p3”). Table 2 de-
scribes the same example from the terms viewpoint:
there are four terms in this example, “hp”, “printer”,
“3050a” and “pc”.

The entropy of terms in the previous sample can
be calculated as follows.

H(hp) = − 1
2 log( 1

2 )− 2× 1
4 log( 1

4 ) = 3
2 × log 2

H(printer) = −2× 1
2 log 1

2 = log 2
H(3050a) = − log 1 = 0
H(pc) = − log 1 = 0
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Query Product

hp printer p1
hp printer p2
hp 3050a p1
hp pc p3

Table 1: Toy example

p1 p2 p3
hp 0.5 0.25 0.25

printer 0.5 0.5 0
3050a 1 0 0
pc 0 0 1

Table 2: Term-products

Among frequent terms, it is a consequence of the
definition of entropy that those with dispersed pur-
chase distribution have higher entropy values than
those with concentrated ones. We studied a sub-
set of terms of the toy example, namely “hp” and
“3050a”. Both terms also happen to appear in
our real-world e-commerce database, not equally
frequently though. For instance, on the training
set, coming from the mentioned real-world database,
purchase distribution of “hp” and “3050a” are pre-
sented in figure 1 with pie charts. We can clearly
see that the purchase distribution of “hp” is more
dispersed than the one associated with “3050a” is,
which explains the higher entropy value of the for-
mer. So far, we have seen that term importance is

(a)H(hp) = 5.79 (b) H(3050a) = 1.05

Figure 1: Purchase distributions associated to “hp” and
“3050a”. The products are pictured as sec-
tors and the arc length of each sector is pro-
portional to the corresponding purchase fre-
quency. It appears that “hp” leads to a larger
variety of purchases than “3050a” which ex-
plains its high entropy level than the latter.

inversely related to its entropy. We further apply an
exponential transformation, that leads to a weight
homogeneous to a probability:

w(t) = exp (−λ×H(t)) (4)

The smoothing parameter λ can be tuned, depend-
ing on the application. It is worth noticing that our
weighting scheme takes values in (0, 1]. The low-
est weight occurs on terms with extremely dispersed
purchase distribution. In our real-world dataset,
“woman” and “man”, have the lowest weights since
a large range of products are associated to them.

Let us now develop how this weighting scheme can
be used in the collaborative filtering framework to
improve query similarity computations.

III. Entropy-based query similarity metrics

Query similarity is a key element in eq. (1). It
is well acknowledged that lexical similarity metrics

performs poorly when queries in question are ex-
tremely short [8], which is precisely our case since
the average length of a search query in our database
is around three. Techniques based on query refor-
mulation are proposed in various papers [15, 10] to
rewrite a query into a more meaningful form before
any further processing. In this work we propose in-
stead to assign different weights to different terms
using eq. (4). For instance, simJaccard becomes:

simWeightedJaccard(q, q′)
def
=

∑
t∈{q}∩{q′}

w(t)∑
t∈{q}∪{q′}

w(t)
.

How to use this similarity function in practice is ad-
dressed in the following section.

IV. Numerical experiments

In order to demonstrate the effectiveness of the
proposed entropy-based term weighting scheme, we
conducted several numerical experiments on real e-
commerce data. Let us first present our experiments
setting, then follow by introducing the evaluation
metric we used, and lastly analyze the results we
obtained.

I. Experiment setting

The data is described in II.II. As we worked on a
French corpus, each query was preprocessed as fol-
lows: French accent removal, stop-words removal,
special characters replacement by space, lower-
casing and stemming. We used Porter’s stemmer
[12] to aggregate syntactically similar queries. It al-
lows to alleviate term plurality and French gender
mismatch issue.

II. Evaluation metric

In order to compare the performances of different
ranking functions, there are several well known met-
rics [3]: MAP, NDCG, or simply the Precision@r
metric which is the one we used. In our context,
this metric is defined by:

Precision@r(fr) =
1

T

∑
〈q,p〉∈T

r∑
i=1

I{fr(q)i = p} (5)

where, we recall that fr is a function returning the
top ranked r products by ranking function (1), T is
the test set and T its cardinality. Notice that Preci-
sion@r depends on r. Consequently, it may happen
that a given search engine performs better at a given
r but worse at another r′. In that case, using inte-
grated metrics such as MAP can help. However, it
is going to turn out in our experiments that such a
sophistication is not needed.
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III. Results and analysis

We used function S(q, p) defined by eq. (1) to rank
all the products for query q in the test data with the
following weighted similarity functions sim and S0.

S0(q, p) = log(1 + ps(q, p)),
sim(q, q′) = (1− α) simw(q, q

′) + α× 1q=q′ ,
(6)

where ps(q, p) denotes the number of purchases of
product p after the search of query q; α is the weight
given to exact matching of queries optimized on a
held-out training set; simw denotes a weighted sim-
ilarity metric. Four commonly used similarity met-
rics: Jaccard, Cosine, Dice and Overlap were imple-
mented in their weighted version:

simwjaccard

∑
t∈{q}∩{q′}

w(t)∑
t∈{q}∪{q′}

w(t)

simwcosine

∑
t∈{q}∩{q′}

w(t)√ ∑
t∈{q}

w(t)2+
∑

t∈{q′}
w(t)2

simwdice

2
∑

t∈{q}∩{q′}
w(t)∑

t∈{q}
w(t)+

∑
t∈{q′}

w(t)

simwoverlap =

∑
t∈{q}∩{q′}

w(t)

min(
∑

t∈{q}
w(t),

∑
t∈{q′}

w(t))

(7)

Both tf-idf and the proposed entropy-based
weighting scheme were set as weights w(t) into these
four similarity metrics.

Experimental results using Precision@r metric
with different values of r are presented in figure 2.
We observe that entropy-based term weighting con-
sistently outperforms tf-idf whatever the similarity
function used and for all values of r. Comparing

(a)Jaccard (b) Dice

(c) Cosine (d) Overlap

Figure 2: Performance comparison of entropy-based
weighting and tf-idf weighting using different
similarity metrics. X-axis is the number of
allowed recommendations, corresponding to
the parameter r of (5). Y-axis is the Pre-
cision@r value.

to tf-idf which assigns higher weights to rare terms
and lower weights to frequent terms, the proposed
entropy-based term weighting scheme share some
common points but also differs in some others. Rare
terms have, in average, a low entropy and thus a
high importance as it can be observed in eq. (4).
But if a frequent term has a relatively concentrated
distribution such as “galaxy3”, it can still have a
relatively low entropy value, thus high importance.
Only terms with high frequency and dispersed pur-
chases are considered not important. Some examples
are presented in table 3.

Term Entropy Explanation

hp 5.8 high freq., dispersed purchases
galaxy3 0.69 high freq., concentrated purchases
cn046a 0.5 Low frequency

Table 3: Examples of term entropy

Moreover since the terms describing best-sellers
occur quite often, high frequency terms could be
more important than less frequent ones. For ex-
ample, the term “ps4” is more frequent than the
term “black” in our query log, however the former is
clearly more informative than the latter about what
products the user is looking for, see table 4.

term: t wentropy(t) wtfidf (t)
term: sony 1 1
term: ps4 840 1.25

term: black 8.05 1.30
term: promo 4.95 1.57

term: smartphone 8.2 1.4

Table 4: Examples of entropy-based term weighting
with λ = 2 and tf-idf term weighting. Both
schemes are normalized on the weight of
“sony” in order to have a relative view of term
importance.

sony black ps4 Jaccard tf-idf entropy
sony black smartphone 0.5 0.46 0.01

promo ps4 0.25 0.24 0.98

Table 5: Similarities with “sony black ps4” on different
metrics

Consider the query “sony black ps4” for exam-
ple. It is more similar to “sony black smartphone”
than to “promo ps4” using tf-idf, according to figures
from table 5. Entropy-based weighting reveals that
“ps4” is more informative than the other terms in
the query. The reason is that most queries contain-
ing “ps4” end up with a purchase of a playstation 4.
Thus “promo ps4” is considered as very similar to
“sony black ps4” regardless of the number of terms
in common.
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V. Conclusion and future work

We have seen in this paper that query similarity
measurement was an important issue, at the core
of higher level tools, such as collaborative filtering.
After having reviewed a popular weighting scheme,
namely tf-idf, which is based on the idea that corpus-
wise rarest terms are the most important, we intro-
duced a novel term weighting scheme. This scheme
is based on the idea that the importance of a term
cannot be decided on its number of occurrences in
the database alone. Rather, term importance, as we
defined it, is based on how concentrated were the
purchases it led to. This notion was implemented
through the computation of term entropy that we
defined in this paper. Numerical experiments, per-
formed on real-world purchase data, showed encour-
aging results for the entropy-based term weighting
over tf-idf. Many questions still remain open. Terms
can have joint effects in a query that is not prop-
erly captured by the weighting scheme we propose.
For example, some terms can be masked by others
such as “apple” in “apple ipad”, or some terms can
have stronger meanings such like “case” in “iphone6
case”. A tool that takes into account these joint
effects would probably improve the overall perfor-
mances.
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