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THE HIGH-TEMPERATURE BEHAVIOR FOR THE DIRECTED POLYMER
IN DIMENSION 1+ 2

QUENTIN BERGER AND HUBERT LACOIN

ABsTrACT. We investigate the high-temperature behavior of the directed polymer model in
dimension 1 4+ 2. More precisely we study the difference AF(3) between the quenched and
annealed free energies for small values of the inverse temperature 8. This quantity is associated
to localization properties of the polymer trajectories, and is related to the overlap fraction of two
replicas. Adapting recent techniques developed by the authors in the context of the disordered
pinning model [4], we identify the sharp asymptotic high temperature behavior

li 2log AF(B8) = —7r.
ﬁgnoﬂ og AF(B) ™
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1. INTRODUCTION

The directed polymer model has been introduced by Huse and Henley (in dimension 1+ 1) in
1985 [20] as an effective model for an interface in the Ising model with impurities. It was shortly
afterwards generalized to arbitrary dimension 1 4 d, where it stands as a model for a stretched
polymer interacting with an inhomogeneous solvent. The behavior of the polymer trajectory
depends very on value of d, see [15] for a review.

In dimension 1+ 3 and higher there is a phase transition between a high temperature diffusive
phase for which there is a Brownian scaling [6, 16], and a localized phase where the polymer tends
to pin on a few narrow corridors were the environment is more favorable (see [11, 14] for rigorous
evidence of the phenomenon).

In dimension 1 + 1, the polymer is localized at every temperature. Moreover it belongs to
the KPZ universality class, which has been the object of intense studies in the recent year (for a
connection between directed polymer and the KPZ equation, see e.g. [1] and references therein).

The dimension 142 is critical for the model. It is known that localization occurs at all tempera-
ture (see [14, 22]), but the difference between the quenched and annealed free-energy of the system,
which is a quantitative indicator of localization, grows very slowly with the inverse-temperature.
The aim of this paper is to obtain sharp information on the asymptotic behavior of this free-energy
difference.

1.1. Directed polymer in random environment. We let P denote the law of S = (S,)n >0
the symmetric nearest-neighbor random walk on Z¢, starting from 0, and whose increment are
i.i.d. with law

1
(11) P(Sl = :c) = %1{‘“:1},
where | - | is the /; norm.
Let w = (Wiz)i > 0,0eze be a field of ii.d. random variables with law PP, which are centered
and have unit variance, E[w; ;] = 0 and E[(w; .)?] = 1. We also assume that they have a finite

exponential moment in a neighborhood of zero, i.e. that for some positive c,

(1.2) VB € [—¢,c], A(B) :=logE[e*i=] < +oo.
1
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Given the random environment w and the inverse temperature 5 > 0, we define the following
Gibbs transformation of the law P of the random walk up to length N

dPse 1 al
(1.3) P (5) = 7= <Z 5wn7gn> :

n=1

exp (ZN: Bwn,snﬂ :

n=1

where Z f,’w is the partition function

(1.4) Z8¢ = E

The free energy (or pressure) of the system is defined by

1
(1.5) F(B):= Jim —log zRe.

N—oc0

The limit is known to exist and be P-a.s. constant, see [14, Prop. 2.5]. It is also known that the
converge holds in IL; and hence that

(1.6) F(3) = lim %E [1og Zf,’“} .

N—o00

An easy upper-bound on F(3) it is given by Jensen’s inequality

(1.7) F(3) < Nninoo%bgla [Z]%‘“] = \(B).

We refer to this upper bound as the annealed free-energy while F(f) is the quenched one. Knowing
whether or not this inequality is sharp gives information on the localization of the trajectory.
Heuristically F(3) < A(B) corresponds to localization of the trajectories under PIB\;“’ around favorite
corridors where w is favorable, whereas F(3) = A(3) implies diffusivity of S. This has been largely
put on rigorous ground both for the diffusive case [6, 16] and the localized one [11, 14]. Moreover,
it is known that F(8) = A\(8) for small value of 8 when d > 3 [6] while the inequality is always
strict for d =1 [13] and d = 2 [22].

When F(8) < A(B), the difference AF(8) = A(8) —F(8) > 0 gives some indication on how much
localized the trajectories are: Carmona and Hu [11] (and later Comets Shiga and Yoshida)gave an
explicit link between AF(S) and the overlap fraction of two replicas, namely in our context

N
AF() = A(8) lim % ST @Sy =8Y) P-as.

N—oc0
k=1

In dimension 1, it is known that AF(3) scales like 3% (see [22, 29, 2|), and it is conjectured
26, 27] that

(1.8) lim 51AR(B) = o

The exponent 4 is very much related to the 3 = N~'/4 scaling which is required to obtain a
non-trivial intermediate disorder regime limit, see [1].

1.2. Main result. In this paper we focus on the case of d = 2, the critical dimension for directed
polymers, for which the renormalized free energy AF(/3) vanishes faster than any power of 8. In
[22], the author showed the existence of a constant ¢ such that for 8 < 1,

—c 17 < log AF(B) < — B2
In [24], the lower bound was improved to log AF(f) > — ¢~ %2 for any ¢ > 0.

Our main theorem significantly improves over previous results and identifies the sharp critical
behavior of AF().
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Theorem 1.1. Ford =2,
lim 3?log AF(B) = —.
B—0

1.3. Strategy of the proof and organization of the paper. Our result improves both existing
lower and upper bound on AF(3). The main part of the work concerns the lower bound.

To derive it we us a by now standard fractional moment/coarse-graining procedure, employed
in the context of pinning models [17, 19] recently enhanced in [4], and adapted for the directed
polymer model in [22, 24]|. Here, we relie in particular on new ideas that have been introduced in
[4] to obtain optimal bounds on the critical point shift in disordered pinning. Let us sketch briefly
how the different parts of the proof articulate.

First we realize that to control the free-energy it is sufficient to have a control on E[\/Eﬁ,’”]
which is easier to work with than the log partition function. Then, to obtain the desired upper
bound, we proceed in three steps which we introduce here in a rather informal manner:

(i) We perform a coarse-graining of the system, dividing it into cells of length ¢ and width Vi
(to fit with the random walk diffusive scaling) where ¢ depends on 8 and gets very large
when (3 gets small. We choose ¢ to be roughly the inverse of AF(S) or rather the inverse
of the bound we would like to prove for it. The idea behind this procedure is to “factorize”
the partition function of a system of size much larger than ¢ and isolate the contribution of
each cell. Then if one is able to show that partition function “restricted to a cell” is small,
we want to use the factorization procedure to deduce a bound on the free energy.

(ii) The coarse grained trajectory is defined as the projection of the original trajectory S
on this rougher lattice (we give a more proper definition in the core of the paper). We
decompose the partition function of a system whose size is a multiple of ¢ by isolating the
contribution of each coarse grained trajectory. By using the inequality /> a; < > +/a;
valid for any collection of positive a;’s, we reduce ourselves to estimate the square root
moment of partition functions restricted to a single coarse grained trajectory.

(iii) We estimate these square root contribution of coarse grained trajectories by performing
a “change of measure” which makes the environment w less favorable in the visited cells.
The way we choose this change of measure is quite elaborate and is based on a multilinear
form of the wy, ; in the cell. It is described in details in Section 2.3.

The steps (i) and (ii) are identical to those performed in [22] and are presented in Section 2,
however the change of measure is significantly improved with respect to that of [22] and builds on
the innovations introduced in [4]. In Section 3, we prove the technical estimates needed to control
the effect of the change of measure procedure.

The upper bound is obtained in Section 4 thanks to an estimate on the second moment of the

partition function, together with a concentration argument of log Zﬁ,’w around its mean inspired
by [9].

1.4. Generalization of the result? The techniques described in Section 1.3 could be adapted
to a more general context. Indeed, one might consider the model in which the random walk S
is not the simple symmetric random walk on Z?, but belongs to the domain of attraction of an
a-stable law with « € (0, 2], see [12]. Let us consider the case of the dimension 1+ 1: it has been
showed that weak disorder holds for S small enough when a € (0,1), see [12], and that strong
disorder holds for any § > 0 when « € (1,2), see [25] (in a continuous setting). A similar question
has been studied in [7], where a disordered scaling limit can be constructed whenever a € (1,2].
The case o = 1 is marginal, as it is the case of the simple random walk in dimension 1 + 2, and
it is likely that it could be dealt with the same methods as presented here: one should be able to
obtain a necessary and sufficient condition for the existence of a weak disorder phase (note that
this is related to the notion of disorder irrelevance, studied in [4]). In general, localization should
occur for all 8 > 0 if and only if S is recurrent, and the growth of the excess free energy AF(f)
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should be related to that of the mean intersection local time up to time N, cf. (1.11) (analogously
to [4, Prop. 6.1-7.1]).

1.5. Some notations. We write
78w . —NX Bw
(1.9) Z0 = e NMB) Z8,

for the renormalized partition function. We introduce the intersection local time up to time NV,

(1.10) Ly(SM, 53 Zl{s“’ 53y -
For t € N and z € Z?, we write

p(t,a:‘) = P(St = Z‘) )

for the kernel of the symmetric simple random walk on Z2. A central quantity for the model is the
mean intersection local time up to IV,

N N
N—o0
(1.11) D(N) := Zp(sf” =57 =3 "p2t,0) V3 —logN.

N
Note that D(N) can also be written as > > p(t,z)2.
t=1zec7?

2. LOWER-BOUND

2.1. Fractional moment and coarse-graining. To bound the free energy from above we have
to estimate the expected value of log Zﬁ,’w. Using Jensen’s inequality, we can reduce the problem
into having to estimate only the square root, which turns out to be more convenient. We have

(2.1) E|[log 2]%“’] = 2E|log Z\f,w} < 2logE[\/2§,’w],
and hence
2 58,w
(2.2) AF(B) =2 —l}ﬁgof NlogE[\/ZN ]
We choose to split the system into “cells” of length ¢ which we choose to be equal to
(2.3) {=1g.:=exp ((1 + 2¢) 52> ,

where € > 0 is a parameter (fixed for the rest of the proof), which we choose to be small. The
reason for this choice of coarse-graining length will appear later in the proof. We consider a system
whose length is a multiple of £: N = m¢, m € N. For every y € Z2, we define a window centered
at yv/ (we assume for simplicity that v// is an even integer), and of width v//:

Ay = y\/z + (—%\/Z, %\/E]Q nz?,
Note that A, contains ¢ points. Given any Y = (y1,...,Ym) € (Z*)™, we define the event
(2.4) Ey:={vie{l,...,m}, Sy Ay, }.

If S € £y, then Y is a coarse-grained version of the trajectory of S. The width of the cells is chosen
to match the scaling of the random-walk.

We decompose 7 ]B\,’w according to the contribution of the different coarse-grained trajectories

N
E |exp <Z Bwn,s, — A(ﬂ)) 1{SESy}‘| =: Z Zy.

n=1 ye(z2)ym

78w _ 7Bw
(2.5) ZyY =70 = Z
ye(ZQ)m
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Using the inequality (3;c7a:)'/? < 3,7 a}/ 2. valid for any family of non-negative a;’s, we obtain
(2.6) E[(Z5)] < Y E[zn)].
ye(ZQ)WL

We are therefore left with estimating E [(Zy)l/ 2] for every coarse-grained trajectory ). As a
consequence of (2.2) and (2.6) we have

(2.7) AF(ﬂ)?—liminf%log 3 E[(Zy)l/ﬂ ’

m—reo M ye(ZZ)nL
We obtain the lower bound in Theorem 1.1 as a consequence of the following result

Proposition 2.1. For any ¢ > 0, there exists some B > 0 such that, for every 8 € (0, 5:), and
m>=1

SB[z <2
ye(z2)ym

This statement implies indeed that AF(3) > (2log2) £~ !, and thus from the definition of ¢ (2.3),
for any arbitrary € > 0, we have

(2.8) liﬁm inf 5% log AF(B) > — (1 + 2¢).
— 00

2.2. The change of measure argument. Let gy(w) be a positive function, that can be inter-
preted as a probability density if renormalized. Using the Cauchy-Schwarz inequality, we have

(2.9) (E [(zy)l/z])Q < E[gy(w) ' Elgy(w) Zy] .

The idea is then to choose gy (w) such that E[gy(w)~'] is not much larger than one, but that lowers
significantly the expectation of Zy. Hence we want gy to be of order 1 for “typical environments”,
but much smaller for atypical w which results in high values of Zy, (the underlying idea being that
these are the ones who carry the mass in the expectation).

As we want to affect the partition function restricted to paths in £y, we choose a change of
measure gy(w) which only affects the environment in a corridor which is centered on the location
of the paths. To make certain that most trajectories in £y are affected by the change, we apply it
in a region which is slightly wider than v/¢: For any y € Z2, let us define

Ay = yVl+ [-RVE, RVO? N 72

where R is chosen sufficiently large (see the proof of Lemma 3.2). Note that Ky contains 4R%/¢
points.
We choose gy to be a function of w restricted to |J;_; B(;,y,_,) for i =1,...,m where

(2.10) By = [(i = 1)0+1,i] x A, ,

Because of our coarse-graining, it is natural that we choose gy as a product of functions of the
environment restricted to one cell (Wn,w)(n,x)eB<1;,y._l)-

We let X (w) be a function of (wn,z)(n,z)eB,, ,, Which we specify in the next section and which
satisfies

(2.11) E[X(w)] =0, E[(X(w))* <L
We define X (%) as the space-time “translation” of X

(2.12) X(i,y)(w) — )((9(1'—1)&\/23,&])7
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where 6%° is the shift operator: (0%°w); ; := wi1qz+p. Finally, given K > 0 which is chosen large
enough, we set

9y (W) = exp ( K lix6n ) > eKQ}) )
(2.13) m
gy(w) := Hg(ivyi—l)(w)
i=1

With this definition, and provided that K is large, we have

E[giig) (@)™ =1+ (X = DP(XO () > ) <1+ (X - 1)e 2 < 2,

and hence by independence of the g(; . ,), i = 1,...,m (which are functions of w on disjoint sets
by construction), we have
(2.14) E[gy(w)™'] <2™.

The main task is then to estimate the effect on Zy of the multiplication by ¢gy. We have
(2.15) E[gy(w) Zy| =E {IE [gy(w)ezf;’:l Bwn,s,, —)\(5)] 154

Note that for a fixed trajectory S, the measure P on w defined by
dps

dP
is a probability measure. Under P, w is still a field of independent random variables (in particular
the gy, ,)(w), i = 1,...,m are still independent), but there are not identically distributed: the

law of (wn,s, )1 <n < N has been exponentially tilted. The variance and expectation of w, , for
1 <n < N are then given by

(217) Es[wn,x] = )‘I(ﬁ)l{snzz} ’ Vars(wn,z) =1+ (/\//(ﬂ) - 1)1{Sn=:c}

where X and )’ denote the two first derivative of X\. In what follows we will always choose f3
sufficiently small so that

(2.16) (w) = eXn=1 Bon.sn =AB)

N(B) — 3
(2.18) ’(’%5’ <e® and N(B) <1+ %
With this newly defined measure, the identity (2.15) can be rewritten as follows
(2.19) E[gy(w) Zy] = E [EY [gy(@)] 1e,] = E |J[E* [gip0) ()] 1e,
i=1

Using the product structure of gy (w) := [[;"; 9(i,y;_.)(w), we perform an approximate factorization
of the above expression by considering the worse possible intermediate points for S. It yields the
following upper bound

m

max B [ES [g(ivyi—l)(w)] ; Sl[ € Ayz

TENy,

Si-1ye = 7]

i=1
Using translation invariance (2.12) and summing over all J we have

1/2 1/2
(2.20) > Elgyw) zy] 7 < max (E; [E¥ [g0.0(@)] 1 Sr € Ay]) :
ye@z?)m yezz "

where P, denotes the law of the simple random walk starting from xz. Therefore, one only needs
to consider one block: combining this with Lemma 2.2 and (2.9),(2.14), this proves Proposition
2.1.



FREE ENERGY OF THE DIRECTED POLYMER IN DIMENSION 1 + 2 7

2.3. Choice of the change of measure. We now specify our choice of X. With the expression
that we have chosen for g, we want X to be typically larger than K under E°, at least for most
realizations of S. We choose X to be a positive g-linear form of (wn,m)(n,w)EB(Lop which corresponds
more or less to the term of order ¢ appearing in the Taylor expansion of the partition function
Z f “. We set

(2.21) qe == (loglog ¢)?.

To simplify the calculations, we also reduce the interactions (in time) to a range u < ¢. We choose
w=uy:=[(*°"|. Note that this gives (cf. (1.11))

=0 1 —g?

(2.22) D(u) log ¢,

so that the definition of ¢ ensures that for 8 sufficiently small (and if € < 1/10)

(2.23) (1+4¢) < B2D(u) < (1 + 2¢).

We introduce the set of increasing sequences with increments no larger than «

(2.24) Jpu = {t = (to,...,ty) ENTH 1<ty <o <t, <l; (t;—tj—1) <u, Vje{l,...,q}},

We now define

(2.25) X(w): vt > P(t,z) wi o

T 2RID(u)?
z€(No)aT, L€ ¢, u

where for any z = (2g,...,2,) € (Ag)a+t we set Wig = Hg':o Wi, ;5 and

q
(2.26) P(t,z)= Hp(tj =1, — T 1) Yjuy—a; 1| < plty—t; 1)}
j=1

= Pasg (Stjfto =Tj — o, V.? € {17 cee 7q}) 1{|Ij7m]‘_1| < p(tj—tj—1),Vie{l,....q}}*
Here and later in the proof |z| = |z1| + |22| denotes the I; norm on Z?, and
(2.27) p(t) := min (¢/2, (log t)Vt) .

The condition |z; — xj_1| < p(t; — t;—1) turns out to be convenient for technical reasons but is
not essential. For the rest, as already mentioned, X ressembles the term of order ¢ in the Taylor
expansion in J of the partition function “restricted to a cell”. We refer to [4, Section 4.2| for a more
elaborate discussion on the definition of X (w).

We easily check that E[X (w)] = 0 and

(229) B(X@) = qmmpan | L Pear<l

z€(Ro)a+1, tedy

Lemma 2.2. With the choice of change of measure made in (2.13)-(2.25), there exists some . > 0
such that, for all B < B-, one has

1/2 1
max E, [ES [901,00(w)] 5 Se € Ay, ] < 7
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3. PROOF OF THE KEY LEMMA 2.2

In this section, for notational convenience, we write g(w) instead of g(; o) (w).

First, if A is chosen sufficiently large and [|y|l2 = A (]| - ||2 denotes the Euclidean norm), then
uniformly for = € Ag = (—v/€/2,V/€/2]?, we have

P.(S; € A,) < e 1llulz

Therefore, as g(w) < 1, we have

1/2
> maxE [E¥[gw)]; Seedy] T Y maxPy(S € Ay)'/
lyll2 > A lyll2 > A

1 2
< ¥ il

llyllz > A

bl

ool —

where the last inequality holds provides that A is large enough. For the remaining sum, we use

the (rather rough) bound
max E, [IES [g(w)] ; Se € Ay]1/2 vz
ol <A™

<44° max B, [ES [g(w)]]

Therefore, we need to control E, [E® [g(w)]] for every x € Ao:

Lemma 3.1. For any n > 0, there exist constants K(n) > 0 and Bo(e,n) such that for all 5 < o,
and for any x € Ay

(3.1) E, [E°[g(w)]] <n.
Applying this lemma with n = (ﬁ)a we have
1
max E,, [IES [g(w)] ; Se € Ay]l/Q < -,
zE€ANg 8
lyllz < A

and Lemma 2.2 is proven. To prove Lemma 3.1 we need some control over the distribution of X (w)
under P9,

Lemma 3.2. For any § > 0, there exist R(§) and Bo(e,d) such that, for every x € Ay and any

B < Bo
P,(E°[X]>(1+e*)7) >1-9.

Lemma 3.3. For any § > 0, and R > 0, there exists some By(g,0) such that, for every x € Ag
and any B < Bo
(3.2) P, [Var¥(X) < (1+%7 >1-6,.
Proof of Lemma 3.1 Recalling the definition (2.13) of g(w), we have for any S,
(3.3) ES [g(w)] < e K +PS (X(w) < eKz) :
and we choose K large such that e K g 1/6. We define the event
A= {E°[X] > (1 +%)9} n {Var®(X) < (1 + %)},
and we apply Lemmas 3.2 and 3.3 for § = n/3, so that P, (A) > 1—2n/3, for every x € Ag. Then,

choosing 3 small enough (so that ¢ is sufficiently large) we have X~ < 1(1+¢%)%, so that on the
event A, Chebychev’s inequality yields

4(1+¢€%)1

(34) P (X(w) <) <P (X -ES[X] < — (1497 < T

Hence from (3.3), we have (still on the event .A)
(3.5) E%[g(w)] <n/3.
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Using the bound E® [g(w)] < 1 on the complement of A (which has probability at most 21/3), we
conclude the proof of Lemma 3.1. O

3.1. Proof of Lemma 3.2. From the definition (2.25) of X, and recalling (2.17), we have, for
any trajectory of S

S q+1
(3’6) ]E [X} = QRéD q/2 Z P t S {Stkexovke{o,...,q}}

(N (B))t? ®)
2R€D 2RED (u)1/2 Z Ples 1{{ﬂ§§|\stl\m<Rﬂ}’

=

where we used the notation
ﬁ(é) = (St075t17 ey Stq)~

Note that if R = R(§) is chosen sufficiently large, we have for all x € (—v/¢/2,v/¢/2]> N Z?
(3.7) P, (gn% 1St > R\/Z) <Py <1tn3>l; 1S¢]loo > (R — 1/2)\/Z> <6/2.
On the event {max; < ¢ ||S;|lco < RV}, we use (2.18) which gives X' (8) > (1 — £%)8, to obtain

ES(X] > B(1 - )7+ (82 D(u))?/2 W S P(tS)

teJeu

(3.8) > (14¢?

tEJ

where in the last line, we used (2.23), and the 1nequality

%(1 — )14 6)2 > (14 2™

which is valid provided € < 1/10 and $ is small enough. Hence combining (3.6) with (3.7)-(3.8)
we have

2\q 1 t) !
(39)  Po(ESX]>(1+<7)7) <6/2+P, WZ Pt.SY) >

Then, we obtain again a lower bound if we restrict the sum to ¢ such that to < £/2. We set

Jpu ={t="(to,...,tq); to <€/2;t; —t;_1 € (0,u] Vj € {1,...,q}}.

Note that J; , C Jo, provided j is small enough (because £/2 + qu < ). Therefore, it is sufficient
to show that

1
. z —— ] <94/2.
(3.10) P <Wg < i+ 52)<1> /
where
1
. = P ®)y,
(3.11) We = 5 g,,: (t.5)

= £,u

Note that the law W, does not depend on the starting point x, hence for the rest of the proof we
replace P, by P. We achieve the bound (3.10) by controlling the first two moments of W (we

actually prove that W, converges in probability to % as £ — 00). We have

(3.12) E [, Z E[ (t, W) }



10 QUENTIN BERGER AND HUBERT LACOIN

Note that by the definition of P, E [P(;7 S @))] is translation invariant and thus

> E [P(Lﬁ@)} :g > E [P(Lﬁ@)}

ted; {teJ; , | to=1}
0 (& VSN
(3.13) =3 [ DoP(se =0 IS <o) | =5 (Dw)"-
t=1

It is an easy exercise to show that the restriction |S;| < p(t) = min(¢/2, (logt)v/t) has not much
effect, and that (recall (1.11)) there exists a constant C' such that

(3.14) D(u) — C < D(u) < D(u).
Hence, we conclude that

(3.15) ;(“350)<Emw<;

and E [IW,] converges to 1/2 when 8 tends to zero (recall (2.21)-(2.22)).
Now let us estimate the variance of W. We define, for j € N

~ q
(3.16) Y; = D(lu)q Z | P(t,8W) — (gg:j;)
teJ; , (3)
where J; ,(j) :={t € J; ,; to = j}. We have E[Y;] =0, and W, — E[W,] = %25/221 Y;. Hence,
/2
(3.17) Var(W7) = 7 > E,Y;],
Ji,J2=1

and we can conclude by showing that most covariance terms are zero. More precisely we have

Lemma 3.4. One has that

(1) There exists a constant Cy such that, for all j, with probability 1, |Y;| < (C1)9.

(ii) If [j1 — jo| = ug, then E[Y},Y;,] = 0.

Replacing the terms in (3.17) by either zero (if |j; — j2| = ugq) or (C1)?? (in other cases) we
obtain that
2

(3.18) Var(W2) < %
Since ¢ and (C7)?? grow slower than any power of £, Var(W7) tends to 0 as ¢ goes to infinity (or
81 0). As a consequence, Chebychev’s inequality together with (3.15) gives that W, converges in
probability to % as £ — 0o, and (3.10) hence Lemma 3.2 are proven. O

(C1)?1 < 2q (C)* o

Proof of Lemma 3.4 For the first point, we remark that trivially Y; > —1. For an upper bound,
by the local Central Limit Theorem for the simple random walk on Z? (which can be obtained
with little more than the application of Stirling formula), there exists a constant ¢; such that

¢l
3.19 Vo e 72, p(t,z) < ——.
(3.19) v e 7 pltn) < 1
We therefore have

Z P(t,8%) < (Z 1i2> < (e1)?(logu)??.

teJ; ,(5) =1
As D(u) is also of order logu (cf. (1.11)), we obtain the result for a suitable Cj.
For (i), note that

E[)/lerjz} = Z E[}/jll{sjzzz}}/jzr] .
z€72
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If jo > j1 +qu, then conditionnally on S;, = z Y}, and Y}, are independent, and E[Y},|S;, = 2] =0
for all z € Z*. Hence the result. O

3.2. Proof of Lemm 3.3. We are going to show a uniform bound on the variance which holds
provided that S satisfies

(3.20) max {|Sy — Sp| / 1<t <t/ <L, |t —t'] < qu} < (logu)v/u.

Note that if ¢ is sufficiently large (i.e. 5 sufficiently small), for every x € Ag this occurs with P,
probability larger than 1 — §, by standard properties of the simple random walk.

For any trajectory .S, we define a modified environment
@n,z = Wne — )\/(ﬁ)l{sn:x} .

It is such that under P°, the variables Wn,» are independent and centered, with a variance smaller
than 1+ (3/2), see (2.17)-(2.18). We want to expand

2

1 q
Sry2y - mS
(3.21) E9[X?] = 4R2€2D(u)q1€ ~ > H(wtmﬂ )1{stj:mj})
ze(Ro)at1, te j=1
We have
q q+1
[T (B0 + XOs,=p) =B 3 TMhsu=ns IT 8o
i=0 r=0 ACH{O0,...,q},|A|l=r kEA J€{0,....a}\A

Therefore, when taking the square in (3.21), one obtains a sum over z,z’ € (Ao)qﬂ,i, t' € Jy of
P(t,z)P(t',2') times

q+1 q+1
)t 1 1 Bt 2, Ot
{ka—ark} {S / —ack tj,xj tj,,x],, .
r=07r'= ACHO0,...,q},|A|l=r kEA jE{O,...,q}\A

BC{0,....q},| Bl=r' F'€B 3'€{0,....a}\B
When taking the expectation under E°, the only non-zero terms are those with r = 7/ and
(3.22) {(tj,2;) |5 €{0,....a}\ A} == {(t;,zy) | ' €{0,...,q} \ B}.

Note that the term r = ¢ + 1 corresponds exactly to E°[X]?, and is therefore canceled when
considering the variance.

We need to introduce some additional notations to reorganize the sum:
Sy = {gz (80, ySm); 1< s < o <8y <A 8 — 51 gmu}.
Also, for r > 1, and any s € S;_, a set of s-compatible t:
To(s)={t=(tr,....t,); 1<t < <t, <L;s-t € Jpu}.

where s - ¢ denotes the ordered sequence with ¢ + 1 elements which is obtained by reordering
the values of the s;’s and t;’s. Hence, isolating the term r = 0, and recalling ES[(@, )% < 1+
(e3/2) < 2, we obtain

s (1+ (£7/2)) 2
Var®[X] < TARECD(w) Z P(t,z)
2€(Ro)1+! , L€ e
1 a
- - / 2roq+1l—r

r=1

(3.23) >0 Soop (t. SD)) P((s,2), ', 8")) ,

8€8q—r ge(Ro)a—r+1 LY ETr(s)
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where we used the notation

P((s,t),(z,2)) = P(s-t,z - 2),
where z - z is defined (a bit improperly since the definition depends on s and t) as
(324) T

zjif (s-t)k =t;.

The first term, according to (2.28) is smaller than (1+ (¢3/2))9"1. It remains to control the second
term. First, we restrict the summation over x¢ by showing that
(3.25) 20 — Ssy| = Vau(logu)® = P((s,z),(t,57)) =0.

Indeed for P to be positive, all coordinates zx - S® must be within distance gp(u) of one another.
However, (3.20) implies that

(3.26) |20 — St | = Vu(logu)? — Vulogu > gp(u),

provided that 3 is small enough. For the other values of x( we will make use of the following bound

Lemma 3.5. There exists a constant Cy such that for any realization of S we have, for any
s €8¢y

q—r
(3.27) Z P((s,z),(t,8%)) < 29(C2log 0)" HP(Sz = 8i—1,Ti — Ti—1)-
teTr(s) i=1

This implies, together with (3.25), that for any S verifying (3.20)
2

328 Y Y > P(sz),(t,5Y)

8€Sq—r ge(Ag)a—r+1 \t€Tr(s)

q—r 2
< 49(Cylog £)*" Z Z (H p(si — 8i—1,2; — le)) .
i=1

SESG_» QE(KU)(I—T'H
20550 | < Vu(logu)?

Summing over all possible 0 < sg < £ and g, we obtain

q—r

(3.29) Z Z p(si = sim1, 0 — xio1)?
1

SES;—r 2€(Ro)a ! i=
lz0—Ssq| < Vu(logu)?

q—r
< L2u(logu)? x ( Z p(t,x)Q) < 20u(log £)4TaT

z€Z?
1<t<¢

where we used that D(¢) < log? if £ is large enough, see (1.11). Hence, collecting (3.28)-(3.29),
the second term in (3.23) is bounded by

q
Z(A’(ﬁ))%QqH_T x 49(Cy log £)*" 2u (log £)* T+

r=1

(3:30) AR?(D(u)d

4240357 [ logl\? ! q(C3)* 2
< 1 4. 9—1 2r1 rg 1 4p—¢
- (o) tomtytur S 5 g0y < L0 og 142

r=1

where we used that ) (5) < 28 (see (2.18)) in the first inequality. In the second inequality, we
used that $?log ¢ < 27 from the definition of ¢ (2.3), that D(u) > 1 log¢ if £ is large enough (and

£ < 1/10) so that C5 := 128 C27 ; we also used that u < 1", Since ¢, (C3)? and (log £)* grow
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slower than any power of ¢, the r.h.s. of (3.30) tends to zero as ¢ goes to infinity (or § — 0).
Therefore, if 8 is small enough, (3.23) implies

(3.31) Var¥[X] < (14 (£%/2))7 41 < (1 + 39,
O

3.3. Proof of Lemma 3.5. First of all, we divide the sum according to the way the ¢ coordinates
are interlaced with the s coordinates: for any given s € S;_,, we have

(332) Y P((s,2),(1,59)) < >

teTr(s) 0 < mo<...<mgq_» <7

q—r
H Z P((Siflatmi+l7'-'7tmi+1asi)7(xi7175t7,Li+17”' 7Stmi+1?wi>)
=1 8i—1<tm,;+1< <t <Si

x Z P((tla"'atmo’so)v(stn"' ’Stm()?xo))

0<ty <+ <tmy <So

2 Z P((Sq—Tatmq_M-'~7t7”)7(x(1‘—?”7stmq7 s 7St7‘) .

r
Sqor<tmg,_,+1<<tp <t

where we used the (rather unusual, but convenient) convention that if m;1 = m; then

(3.33) Z P((sim1stmi 415 s tmg s 8i), (€1, St o0y 7Stmi+1a37i))
Si—l<t7nri+1<"'<t7ni+1<Si
= P((si—1,8i), (Ti—1,2:)) = p(8i — Si—1, % — Ti1)L{|zi—zs 1| < plsi—si_1)}

Here m; designates the index of the last t-coordinate before s;: there are mq t-coordinates before
50, m; —m;_1 between s;_; and s;, and r — my_, after s,_.. We also isolated the contribution of
the t-coordinates smaller than sy and of those larger than s,_,. Note that there are (qf':}rl) < 21
possible interlacements 0 < mp < -+ < my—, < 7, and we will bound the contribution of each of

them separately.

First, we deal with the contribution of the ¢ coordinates greater than s,_,. We use (3.19) to
obtain

(334) Z P((sqfr» tmq_r+1a cee 7tr)7 (.’Eq,h Stmqi,r, sy Str)
Sqmr<tmg_ 1< <tp <L

T

C1 r—Mg_r,
<2 U e e L A

sq,r<tmq7T <o <Z<tp<lk=mg_,+1

By symmetry, the same argument yields
(3.35) > P((t1,- - tmgs 50), (Stys++ 5 Sty @0)) < (c1log )™
0<ty <+ <tmg<so
Then, we deal with the inner terms. We have to prove that there exists a constant C5 such that,
for any 1 < s < ¢, z € Z2, and any sequence (V},), > o with Vo =0 and V; = ,
(3.36) S POtk s), (Vo =0,Vi, - Vi, Vo = 1)) < (Calog0)Fp(s, ).
0<t1<-<tp<s

This, combined with (3.34)-(3.35) and plugged in (3.32) completes the proof of Lemma 3.5. To
prove (3.36), the main ingredient is the following inequality.
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Lemma 3.6. There exists a constant Co such that for all t > 1, for all x satisfying |x| < t/2, and
forallO<n<t

P(S,=2zS == C
(3.37) sup (Sn ‘ ) < 2 .
(z€22 / |2l <n/2fo—2 < (t-my2y  P(St=12) 1+ min(n, t —n)
This is a standard but technical estimate (note that the assumption on z is not needed but

simplifies the proof). We use Lemma 3.6 now to prove (3.36) by induction, and postpone its proof
to the end of the section.

Note that (3.36) for k = 0 follows from our convention (3.33). For k > 1 note that

(3:38)  p(s — 1k, Vs = Ve )p(tk — ti—1, Ve = Ve )Agv,, —vi 1< Ste—tia] 5 [VaViy | < Sls—til}
< @
1+ min(s — tg, tg — tg—1)

p(s —te-1, Ve = Ve ) lgvi v, 1< Bls—tual}-

Using the convention that ¢ty = 0, tx+1 = s, it therefore gives the following upper bound on (3.36)

(339) Z HP z+1 ‘/;51 1)1{|Vt Vi, I < Slti—tioal}

to=0<t; < <tp<s=tp41 1=0

<203log(s) ) [Ip(ties =t Vee = Vi)l v 1< ity »

0<t1 < <th_1<s i=0
where we simply summed (3.38) over t;. We can then conclude by induction.
Proof of Lemma 3.6 First, we simplify the problem thanks to a rotation: if we denote S, :=
(X,,Y,), then letting X = X, - Y,, Yn = X, +Y,, we obtain that X and Y are two
independent symmetric nearest-neighbor random walks on Z. Then, writing » = (21, 2), one has
that {S; = x} = {Xt =T — T2 Y, =z, + x9}. Therefore, Lemma 3.6 reduces to a statement on

the nearest-neighbor random walk on Z: we only need prove that there exists a constant cs such
that, for all ¢ > 2, and all 7 satisfying |z| < t/2, we have for all 1 <n <t —1,

(3.40) sup P (X = )P(Xt n=7-7) < - e .
{zeZ / |31 < n/2,[3-3] < (t—n)/2} P(X,=7) min(n,t —n)

This is equivalent to proving that for all n, ¢, and k and j satisfying

(3.41) t/4<k<3t/4, n/4<j<3n/4, (Et—-n)/d<k—j<3({t—n)/4,
we have
o O o

(,ﬁ) = min(n,t — n)

By symmetry, we only have to prove this inequality for n < ¢/2. Using Stirling’s formula for all
the binomial coefficients we obtain that there exists a constant C' > 0 such that

() G5 n(t — n)k(t — k)
(343) =y S C%(n ) gy g 3

) ) ) (Y

Note that because of our assumptions (3.41) and n < ¢/2, the square-root term is up to a multi-
plicative constant equivalent to n~/2. Hence we just need to show that the factor on the second
line is smaller than one. If one considers j as a continuous variable, elementary calculus implies
that this term is maximized for j = kn/t, and that this maximal value is indeed 1. O
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4. UPPER BOUND

By a superadditivity argument (see [14, Proposition 2.5] and its proof) we have
1 ~
(4.1) AF(B) < - ~E [log ZJ%W} ,

We use this inequality for some the largest possible choice of N := Ng . for which 21@“’ is still of
constant order (recall that it has mean one).

After a straightforward second moment computation, see Section 4.2, one realizes that the right
choice is Ng . := exp ((1 — 6)7r6_2), so that ]E[(Eﬁ/fs)?] is uniformly bounded by a constant, see
(4.18). This intuition is strengthened by the work (in preparation) of Caravenna, Sun and Zygouras
[8] which proves that, when 8 — 0, log Z’@ ™ converges in distribution towards a normal random
variable whose expectation and variance depsend only on ¢.

But to be able to use (4.1), we need to prove that log Zzﬂv:s is concentrated around its mean. We
stress that obtaining such a concentration result is not straightforward: standard techniques (e.g.
using martingales) give that the variance of log ZIBV’“’ is bounded above by CN (see [14, Section
6]). The reader can check that by using this bound as done in [22, Section 7], we would be off by
a factor 1 for our bound on log AF(3). Obtaining better bounds for the variance of log Zf;“’ is in
general a very difficult problem and the best known general improvement are by log factors (see
e.g. [3]).

However, in our context, the temperature depends on N and we can use this fact to obtain
sharper concentration results. To do so, we borrow ideas from [9], and we obtain a uniform bound

: 7B,w
on the tail of —log ZNﬁ .-

4.1. Concentration of log Z’B . To simplify the exposition, we present the proof first in the
case where w is bounded, and then quickly adapt it to the general case with a suitable truncation
procedure.

The boundedness is used to have a convex concentration inequality which does not depend on
the number or variable considered. Let us start with a convex concentration inequality for bounded
variables. It follows from [9, Lemma 3.3] and a more usual concentration inequality [23, Corrolary
4.10]

Lemma 4.1. There exists a constant C1 such that for any m > 0, for any sequence of i.i.d.
variables n = (N1, ..., Mm) satisfying

(4.2) P(m| < K) =1,

and any conver set A CR™ we have

42

(4.3) P(ne A)P(d(n, A) > t) <2 OF,

We do not use the result above directly but as a tool to obtain a finer concentration result which
is valid for function whose Lipschitz norm is controlled only a small set. It is a convex version of
[23, Proposition 1.6] (we refer to [9] for the details). If f is a function of n we let |V f(n)| denote
the Euclidean norm of the gradient of f,

(14 wrol =3 (o) -

i=1

Proposition 4.2 ([9], Proposition 3.4). Let f be a convex function, and n satisfy (4.2). Then for
any a, ¢ and t we have

(4.5) P(f(m) > a: [VF@) < M)B(f) Sa—1) < 2 707

where the constant Cy is identical to that of Lemma 4.1.
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We want to apply this result to log Z’B 7, which is a convex function of (wn2)1 < n < N,jz| <
To use Proposition 4.2 efficiently we have to obtain a good bound on the norm of its gradlent

2
(4.6) Viog 23 | = Z 3 ( wwnlogZﬁ,’:g) .

n= 1|x|<n

We prove the following in Section 4.2.

Lemma 4.3. There exists positive constants B and M = M. such that for all < B. we have

(4.7) P(Z3% > 1/2; ‘Vlog 2% | < M) > /50,
In the case where the environment w satisfies |wy, | < K almost surely, we can use Proposi-
tion 4.2 directly with a = —log 2, combined with Lemma 4.3. This yields
+2

(48) P (log ZN;; < —log2 — t) < @ei CLETMT
and hence that

1 5 C(e, M, K)
4.9 AF(B) < — E{m Zﬁ’“] < 282 R
(49) (B <~ 5B fos 2l ] < =50

In the case where the environment is unbounded, we can deduce from (1.2) that there exists
co < ¢ such that

(4.10) Yo >0, P(jwi|=v) < 2e” %,

and hence

(4.11) ]P’( max |wgn| = v) < 8N3em v,
n< Nz <n

From this we deduce two bounds. The first one is rough, but valid for any value of 8 and N, and
we use it in desperate cases

(4.12) P [log 78 < — (v + \B)) N} < 8NPe—co,

The other one makes use of Proposition 4.2, that we apply to

N
exp (Z Bin,s, — A(B))} :

n=1

(4.13) W f(w):=logE

where Wy, = W n1{jw, .| < (log N)2}- For 8 small enough, Lemma 4.3 gives that

(4.14) P(f@) > —log2,|Vf(@)| < M)

7B,w . 78w ~ g
> P(ZNM >1/2; ‘VlogZI%BYE’ < M) ~Plw#8) > o,
where in P(w # @) we implicitly considered environments restricted to n € [1, N], |¢| < N, and in

the last inequality we used that
P(w # @) < 8N3e collos N)? |

Therefore, applying Proposition (4.2) to the function f(@), we finally obtain
(4.15) P (log 216\,;”5 < —log2— t)

20 2 2
<P(f@) < —log2 —t) + Pw # @) < 320 - erte e + 8N3ecollog N)™,
e
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In the end, combining (4.15) for “small” values of t (e.g. t < N?) and (4.12) for all other values,
we conclude that
C(log Ng . )?
Ng.. '

1 78,w
(4.16) AF(P) < - R [1og Z%ﬁ)a} <
This yields the result thanks to the definition of Ng_.

4.2. Second moment estimate, proof of Lemma 4.3. Let us set y(3) := A(28) — 2A\(8), and
note that

(4.17) E {(2@”)2] — E®?

N
exp (7(5) Z 1{S,E})=Sf?)}>] '
n=1

Using [4, Lemma 6.4], for ¢ > 0 and § sufficiently small, and choosing N = Ng . := exp ((1 — 5)7Tﬁ‘2),
we have that

~ 27 10

B,w
(4.18) E [(ZNW> | < ~
Therefore, thanks to the Paley-Zygmund inequality, we obtain

1 €

R rETRE R
78w

1 |(2%2) ]

For notational simplicity let us write f(w) := log ZJBV:E With (4.19), we have

(4.19) i [2@;5 > 1/2} >

Z>8,w 1 58.w 1 SB.w 1
P(ZR5 > 5 V@I < M) =P(Z52, > 5) ~P(ZR%. > 53 IVf W) > M)
€ 1 2
(4.20) =2 0 WE[\Vf(WN 1{253,»;5 > 1/2}}'
Then, a straightforward calculation gives
ﬂ2 Nﬁ,a NB,E

(421) \Vf(w)|2 = T2E®2 Z 1{57(11)257(12)} exp Z (6(0}”’51&1) + wn)sg)) - 2A(ﬁ)) s

(ZN&E) n=1 n=1
so that, similarly to (4.17), we get
(4.22)

NBVE NB,E

B\IVA@)IP Lizge > ) S4B 82 (D0 Lgo gy ) e (18) 2 Lo g,
€ n=1 n=1

It is now standard to show that this last term is uniformly bounded for § < (., as done for
example in [4, § 6.3]. First, notice that v(38) ~ 32 as B8 | 0. Therefore if 3 is small enough, we
have that v(8) < (1 +¢2/2)3?%, and there exists a constant C. > 0 such that for all 3 < 3. and all
N>1

N N N
62(21 1{s$l1>:5512’}) P (7(5) Zl 1{S§S>—S$?)}> S Ceexp <(1 +e)p° Zl 1{52”_553)}) '

Hence, exactly as in Section 6.3 of [4], the term we need to bound is Z%;, the partition func-
tion of a homogeneous pinning model with parameter u = (1 + £2)3? and underlying renewal

T = {n; St = S,(f)}. Referring to [4] (in particular Equations (6.24)-(6.31)), we have that
Z“Nﬁ _ < 10/e if B is small enough, and we get that

E[VF@E L g5 517z <40C/e.

In the end, choosing M = Y%= in (4.20) yields (4.7).
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