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Abstract. High fidelity modeling and simulation of moderately dense sprays at rela-
tively low cost is still a major challenge for many applications. For that purpose, we
introduce a new multi-fluid model based on a two-size moment formalism in sections,
which are size intervals of discretization. It is derived from a Boltzmann type equation
taking into account drag, evaporation and coalescence, which are representative of
the complex terms that arise in multi-physics environments. The closure of the model
comes from a reconstruction of the distribution. A piecewise affine reconstruction in
size is thoroughly analyzed in terms of stability and accuracy, a key point for a high-
fidelity and reliable description of the spray. Robust and accurate numerical methods
are then developed, ensuring the realizability of the moments. The model and method
are proven to describe the spray with a high accuracy in size and size-conditioned
variables, resorting to a lower number of sections compared to one size moment meth-
ods. Moreover, robustness is ensured with efficient and tractable algorithms despite
the numerous couplings and various algebra thanks to a tailored overall strategy. This
strategy is successfully tested on a difficult 2D unsteady case, which proves the effi-
ciency of the modeling and numerical choices.
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1 Introduction

Two-phase flows constituted of a gaseous phase carrying a disperse condensed phase
play a key role in many industrial and scientific applications e.g. spray combustion in
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Diesel engines or aeronautical combustion chambers, heterogeneous energetic materials
in solid rocket motors, fluidized beds, etc. In all these applications the disperse phase
is composed of particles/droplets of various sizes that can possibly evaporate, break-
up, coalesce or aggregate, and have their own inertia and size-conditioned dynamics
and heating. The needs of research and industrial applications and the availability of
powerful computational means appeal for high-fidelity, robust and efficient descriptions
of the disperse phase in such flows.

We choose to describe the dynamics of the disperse phase in a statistical sense using
a kinetic approach because of its accuracy and flexibility. The disperse phase information
is completely contained in the so-called Number Density Function (NDF). The NDF mea-
sures an ensemble average (over a given set of initial conditions) number of particles at
a specific location in the phase space at a given time. The phase space is determined by
the number of internal coordinates that describe the particle state: position, velocity, size,
temperature, etc. These variables evolve due to physical phenomena: transport, drag
force, evaporation, heating, collisions efc. which are accounted for through the Williams
equation [39]. Moreover, in many applications, the coordinate of the phase space that is
the most essential to deal with is size, because the other internal coordinates, such as the
velocity or the temperature, are strongly conditioned on it.

There are several strategies to solve this kinetic equation. Lagrangian-Monte-Carlo
approach [2,11,17] allows to approximate the NDF by a sample of discrete numerical
parcels describing particles of various internal coordinates. It is called Direct Simulation
Monte-Carlo method (DSMC) in [3] and is generally considered to be the most accurate
method for solving this type of equation; it is specially suited for Direct Numerical Simu-
lations (DNS) on canonical configurations since it does not introduce any numerical dif-
fusion. However, the number of parcels required to achieve a satisfactory statistical con-
vergence comes to be high in 3D cases, especially for unsteady configurations, when the
size distribution has to be well approximated in addition to the spatial repartition of the
spray. To overcome this limitation, Eulerian methods offer a promising alternative. The
main objective is then to describe both the size distribution and the velocity (and eventu-
ally the temperature) conditioned on size. The size distribution, for the spray as well as
for non-inertial particles (aerosol, soots) can be modeled thanks to three types of methods:
1) the sectional methods [15,35] introducing a discretization of the size variable into in-
tervals called sections, 2) the moment methods (see for example [19,26,28,40,41]), which
consist in writing equations on some moments of the NDF, 3) the class methods, sampling
the size variable (see citations of [8] and [33]). The velocity and temperature can be easily
considered by class methods. However, these methods suffer from their inability to tackle
integral terms except at the cost of strong modal simplifications. For the other methods,
moments are used to capture the velocity (or temperature) conditioned on size. For the
spray, a sectional type method, called multi-fluid, was then rigorously derived from the
kinetic model [24,25], considering only zero and first order moments in velocity. It leads
to a good description of the size polydispersity and size-velocity correlations of evapo-
rating sprays with small enough droplets, at a reduced cost compared to DSMC [6], since



deterministic methods of discretization in the spatial dimension are affordable and effi-
cient. For bigger droplets, higher order moments have to be considered [20], such as the
velocity dispersion, for example using a Gaussian closure [12,31,32,37]. This multi-fluid
methods can reproduce accurately the size distribution, as well as the size-conditioned
velocity if a large enough number of sections are used, but they remain usually too costly
for practical applications. The moments methods allows the use of a smaller number of
variables, a closure being often done by reconstructing a NDF from these moments, but it
does usually not allow to accurately solve the NDF. Moreover, this induces complications
when there are several internal variables and realizable numerical schemes are difficult
to design, i.e. schemes ensuring that the variables are always moments of a positive mea-
sure. Still some satisfactory solutions are given for particular cases in [14,21,27,40].

To improve multi-fluid methods, several size moments can be considered in each sec-
tion in order to be able to decrease the number of sections and then the overall cost of the
method, for the same accuracy. It leads to some hybrid method between sectional and
moment methods and the NDF is reconstructed inside the section. This reconstruction
has to be efficient and accurate since it has to be done in each cell at each time step to
close the equations. Such kind of hybrid method was developed in [23] for the descrip-
tion of the evaporation, using a polynomial reconstruction of the size NDF to close the
equations, or a bi-affine one for the case of the two moment method, in order to ensure
the positivity of this NDF. The interest of using two size moments inside the section, in-
stead of an affine NDF reconstruction of MUSCL type from one moment per section, was
also clearly shown on the accuracy of the method. However, only integer moments in the
droplet surface variable were considered, in such a way that the mass density were only
recovered thanks to the reconstruction. Moreover, the numerical analysis of the method
were done only for the case the polynomial reconstruction in the section, not for the bi-
affine one, which is always positive. Another two size moment (TSM) method [9,10] uses
two important variables in each section: the number density and the mass density. To au-
tomatically ensure its positivity, an exponential function is used as the reconstruction in
the sections, similarly to what is obtained with the entropy maximization strategy [29]. It
was used for for the simulation of dynamics and coalescence of particles in solid propel-
lant combustion [9] but two limitations were exposed in that work: first the complexity
and cost of the inversion algorithm and second its lack of accuracy -especially on steep
and strongly varying size distributions- as a result of a numerical limitation to prevent
overflows during inversion. More than two moments were also used for the description
of evaporating dilute sprays, with the entropy maximization strategy for the reconstruc-
tion [19,21,27,38]. This method showed its potential for the simulation of the injection
of a liquid disperse phase into a gas for automotive engine applications. However, the
more moments are used, the more realizability conditions has to be respected, demand-
ing the development of realizable numerical methods and algorithms, which do not de-
grade the computational efficiency. Moreover, all the hybrid methods reviewed above
use a constant reconstruction of the velocity in the section, thus limiting the description
of size-velocity correlations inside the section, except [38], where a size-velocity moment



is added, which brings in additional difficulties.

In this paper, the objective is to write a model on physically important variables in
the sections, with a limited number of constraints on it (the realizability conditions) and
with a closure thanks to a very simple, robust and accurate reconstruction. To limit the
constraints, only the TSM methods are then considered. Moreover, a piecewise affine re-
construction for the size distribution, from the number and mass density, is considered,
in the simplest way allowing to ensure its positivity. Since it is a keypoint both in terms
of cost and accuracy of the method, this reconstruction is analyzed and compared to the
exponential one. The velocity description inside the section is also improved, without
considering any additional moment. Accurate and realizable schemes are then devel-
oped and validated for two categories of physical phenomena that are evaporation -a
continuous drop size variation (derivative operator)- and coalescence -a discontinuous,
non-linear, drop size variation (integral source term), in conjunction with the treatment
of drag. This is done for each of such operator separately, in the perspective of the use of
operator splitting for the complete problem and it comforts us on the fact that other phe-
nomena can be treated as well (condensation, break-up, heating) but this is not discussed
further for the sake of clarity and size of the paper. Some realizable transport schemes
being given in [10, 21, 38] for structured meshes and in [36] for TSM on unstructured
ones, this issue is no more discussed here. Finally, a comprehensive test case, exhibiting
the size/velocity couplings [9] through drag, evaporation and coalescence, is performed
with the chosen approach, allowing to assess its potential on realistic problems.

The paper is organized in the following way. In section 2 we introduce the multi-fluid
model for a disperse phase. In section 3 we detail reconstruction techniques for the size
and size-conditioned variables with a particular focus on numerical properties of accu-
racy, stability and cost. In section 4 we present and we systematically assess numerical
schemes for the resolution of the evaporation part of the multi-fluid system. In section 5
a numerical scheme for the coalescence part of the multi-fluid system is devised and as-
sessed. Finally in section 6 the full strategy is tested on a 2D unsteady case, which proves
the efficiency of the modeling and numerical choices.

2 Eulerian spray modeling

Eulerian multi-fluid models can be derived from a kinetic model describing transport,
drag, evaporation, heating, collisions and breakup [9, 10,24, 25]. Here, it is done from
a simplified kinetic model, extracting the main difficulties by considering the different
categories of physical phenomena in the simplest way: transport, drag force inducing a
size-velocity coupling, evaporation, which is an advection in the size phase space and
coalescence, which is an integral source term. Moreover a particular attention will be de-
voted in this paper to ensure that the methods developed are applicable to more complex
laws and to other phenomena, this application effort being done in another piece of work
for complex drag, evaporation and heating laws [34].



2.1 A kinetic description: the Williams equation

A dilute or moderately dense spray can be described by its number density function
(NDF) f?, where f?(t,x,¢,u)dxdud¢ denotes the average number of droplets (in a sta-
tistical sense) at time ¢, in a volume of size dx around a space location x, with a velocity
in a du-neighborhood of u and with a size in a d¢-neighborhood of ¢. The droplets
are assumed to be spherical and characterized by one geometry parameter ¢, which can
be the radius R, the surface S of the volume V. All variables being considered as non-
dimensional, the relation between these size parameters are given by S=R? and V = R3.
The NDF being the same in all three representations, we notice that fRdR= f5dS=fVdV.

For the sake of simplicity and for the purpose of this paper, we consider that the
evaporation process is described by a d? law without convective corrections, that the
drag force is given by a Stokes law, and finally that the unsteady heating of the droplets
does not need to be modeled so that the droplet temperature was not considered here.
We refer to [9,33] for a consideration of heating.

The evolution of the NDF is described by the following Boltzmann-type equation [39]:

11+ (4 )+ (FF) ~0p (Ko f) = L T(F, ), 1)

where Kn is the Knudsen number. The Stokes drag force per unit mass is given by F =
(ug—u)/St, where u, is the gas velocity and the Stokes number St is linear as a function of
the droplet surface S(¢): St=.A.5(¢). The evaporation rate Kp=/Cs/S5'(¢) is such that K
is a constant, denoted K in the following. The kinetic modeling for the collision operator
is taken from [18,25]. Then, in our context of dilute to moderately dense sprays, only
binary collisions are taken into account and the mean collision time is assumed very small
compared to the inter-collision time. Moreover, the mass and the momentum of droplets
are supposed to be preserved during the collision. Finally, we assume that every collision
leads to coalescence. This last assumption is discussed in [1,17] since droplet rebound
or separation can happen if the remaining internal kinetic energy of the new droplet is
too high. It brings in no limitation of this proposed framework. The collision operator
resulting from these hypotheses is developed as I'(f",fV) = Q*+Q~ where Q" and Q™
respectively correspond to the quadratic integral operators associated with creation and
destruction of droplets due to coalescence [17]:

Q ==/ [ Fitavu)f ta v u)p((v)E (V) ) fu—u'ldv*du’
L °u *u* * % < % O % * *
Q+:2/*e[o,v}/u*fv(t’xlv ) Y (V) B (V)5 (V)5 ) |u° —u | V™ du

where, considering two precursor droplets of volumes V* and V* colliding to form a new
droplet of volume V, the mass and momentum conservation are written: V® =V —-V*
and V°u® =Vu—V*u*. Moreover, | is the Jacobian of the mapping (V,u)+— (V°,u°) and
B(r*,r°) =t (r* +r°)? is the impact parameter. A collision efficiency can be considered in
the coalescence kernel [9] but is equal to one here, for the sake of simplicity.



This equation is not solved directly, but a system of equations on moments of f? is
derived from it. The formalism and the associated assumptions needed to derive the Eu-
lerian multi-fluid models are introduced in [24] or in [25] when including the coalescence.
We recall the two main steps, which are the semi-kinetic and the sectional integrations in
order to precisely introduce the new models considered in the present contribution.

2.2 Semi-kinetic model

In a first step, we reduce the phase space to the only droplet size variable. We then only
consider the first two moments in the velocity variable:

n¢(t,x,4)):/ue]Rf‘/’(t,x,u,cp)du, n¢(t,x,¢)ud(t,x,4>):/

u

]Ruf‘/’ (t,x,u,p)du.  (2.2)

The mono-kinetic assumption [24] is used to close the equations, meaning that, at a given
time and space location, the droplets having the same sizes have the same velocities, with
no dispersion:

FO(t,x,u,p)=n?(t,x,0)6(u—ua(t,x,p)). (2.3)

This assumption is reasonable for dispersed sprays when the Stokes number St is small
enough [6]. For more inertial droplets, higher order velocity moments have to be consid-
ered [12,20,37], but this is not in the scope of this paper. For denser sprays, for which
collisions can occur, this monokinetic assumption has been discussed in [25]. Indeed,
the coalescence source term induces a velocity dispersion, since there is no reason for
a droplet created by the coalescence of two droplets of various sizes, which is deduced
from momentum conservation, to exactly match the velocity corresponding to its new
size. In [25], the Eulerian multi-fluid model was considered as a projection of the orig-
inal distribution function at the kinetic level onto a 1D sub-manifold. The semi-kinetic
model, giving equation on n? and n?u, is then obtained by assuming a Gaussian velocity
distribution and taking the limit when the dispersion of this distribution tends to zero.
This leads to the following system, written for ¢ =V for the sake of simplicity, dropping
the V superscript in n" to simplify the notations:

on—+0x(nug) —ady (Kyn) :% (—n(V)/Ooon(V*),B(V,V*Hud(V)—ud(V*)|dV*

+§/OV”<V—V*>n<V*>ﬁ<v—V*,v*>|ud<v*>—ud<v—v*>\dv*>,

ug—uy(V)
St(V)

(= yav) [0V BV V) V) -a(V )l

(V—V*)ud(V—V*)—i—V*ud(V*)
v

ot(nug)+0x(nugQug) —oy (Kynug) =n(V)

L1
Kn

2 [ Vv v v V) (V=7 )av").



2.3 Multi-fluid models

The second modeling step leading to the Eulerian multi-fluid model is described in [9,
24,25]. It relies on the choice of a discretization 0 = ¢o < 1 < -+ < PN = Pmax for the
droplet size phase space, where ¢, can eventually be equal to infinity. A system of
conservation equations is then written for each fixed interval [¢y_1,¢x] called section.
The set of droplets in one section can then be seen as a “fluid” exchanging mass and
momentum. In the original Eulerian multi-fluid model [24, 25], only the mass density
and the momentum corresponding to each section are considered, dimensionless here:

me= [ Voo, ma= [ Voot @)dg, @

k—1 k—1

where V(¢) is the volume corresponding to the size variable: V(R)=R3, V(S) = S%/2.
Only one size moment is then considered: the moment of order 3/2 if the size variable
is the surface, as advised in [22]. This method is referred to as the One Size Moment
(OSM) method in the following. For a better description of the size distribution inside
each section, some extension of the model using two moments were developed in [9],
adding the number density of the section, which is the moment of order 0:

[
=, n?(¢)d¢. (2.5)

This model is referred to as Two Size Moment (TSM) model and it is the subject of the
present paper. Since two moments are involved, a realizability constraint appears, so that
they remain moments of a positive NDF on the considered interval:

0<V(px—1)me <m<V(gx)ny,  or mnp=my=0. (2.6)

To close the equations for the OSM or TSM method, the size distribution and the
velocity are reconstructed from the moments in the section:

ZKk OV Lig, 1,00 (9, Zxk L, 0 (P)- 2.7)

The resulting equations are then:
Puc+ B =N N 4 (0 - ), @9
atmk—l—ax(mkuk) = g(k+%) —g(ki%) —M(k) ‘|‘i (thL - er{nf) ’ (29)

31 (myang) + 0, Py = €5 2 ® 4y P04 (Q;;m+ QM=) (2.10)



where the fluxes for the evaporation, with an upwind formulation, are written:

1 1 Pr
NED =Krp(pe1), EF D =KV (Pe1)mr(¢r-1), M(k):/qj V'(¢)Krr(p)de,

k—1

_1 P
& =KV () m( g (), M = /¢ V() Kri(@)xe(¢)dgp

k—1

The transport term and the drag term are given by

Pk Px —
mtdd? = [* wlonaponios,  mro= [ gt LD

and the coalescence source terms are:

N N
ZZQW Q=Y Quy A ZZ i U = ZZQW

1 1] i=1j=1 i= l] i=1j=1

er(nuwt ZZQZ]k’ muf ZZqu/

i=1j=1 i=1j=1

with

z]k 1 R
g]z ~Jpn, o7 7) r%f(rz) G (B )drdrt. @ 1)

where Dy = {(r*1°) € [ri,r] X [riom], (7P + (Y €[]} (91

One obtains a system on my and myuy for OSM, with the constraint m; > 0 and on
ny, my and myuy for TSM under the realizability constraint (2.6). This system is closed as
soon as the size and velocity reconstructions are given. It means that one has to define
some «; > 0 and ) from the considered variables with the constraints (2.4) and (2.5) for
TSM. For OSM [24,25], constant reconstructions in the sections were used. The TSM leads
to a more accurate description of the size distribution inside the section, depending on
how the reconstruction is done. This key point is thoroughly analyzed in the next section
and will condition the good behavior and the accuracy of the model. Moreover, a key
improvement of the velocity reconstruction is proposed, without adding any moments,
which will be essential for an accurate and robust description of the spray dynamics.

3 Size and velocity reconstruction from the moments

We first deal with the size reconstruction, which is the most sensitive part in term of
robustness and accuracy. Both the exponential reconstruction [9] and a new affine recon-
struction are considered. The analysis of the latter is then given in terms of stability and



accuracy. The two reconstructions are then compared on specific test cases. Finally, two
types of velocity reconstructions are described: constant or affine in the section.

In the following, the size variable is the droplet surface S since it was shown to be
the best choice for purely evaporating cases (see [22] and Appendix A). Indeed, the
influence of the behavior of the NDF at zero size induced by this choice is important when
considering evaporation, whereas it has no real impact on phenomena like coalescence.

3.1 Size reconstruction

We consider the discretization 0= S < - -+ < SN = Sy Of the size interval [0,S,,,x| and one
denotes AS; =Sy — Sk for each k€ {1 .,N} and AS =mingc;, N} ASk. The distribution

.....

ki is here reconstructed from the moments of order 0 and 3/2, n; and m;, such that:
Sk Sk
nk:/ x(S)dS, mk:/ 32k, (S)dS.
Sk-1 Sk-1

The realizability condition (2.6) is then written, here: 0< 53/ 2 1e<m< Sz/ 21, or n=m=0.
An exponential form of the reconstruction was first used [9 10], automatically ensuring
non-negativity for the reconstruction. But due to its computational drawbacks, we decide
to introduce here a simple affine reconstruction in a way also ensuring non-negativity.

3.1.1 Exponential reconstruction

In [9,10], a reconstruction of the distribution is chosen as an exponential in each section:

fa(S)=arexp(—br(5—Sk-1)),  S€[Sk-1,5]- (3.1)

The values of the two parameters a; and by are computed so that the moments of order
0 and 3/2 of f, on the section [Si_1,Sk] are exactly ny and my. It can then be shown [10]

that by is the unique zero of the function b+ gy (b) — %, where g is defined for b € R by:
k
Jo¥ §3%ebSds
/. sskk, ] e—b5ds

1 _ _ 3e DS
_ . Si/z 53/2 bASk+ (m \/>e bASk

1—e

gk(b) = (3.2)

o]

and gy is given by:
by e
1—exp(—brASk)

Numerically, Ridders” method [30] is used to compute b by solving the non-linear system

aj = (33)

k(b)) = % This function gx(b) is computed using the Dawson’s integral for b <0, the
k
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exponentially-scaled complementary error function for b > 0 and a Taylor expansion is
used to spare cost for small values of |b|, a particular attention being devoted to the
junctions. The function g is then quite costly to compute and the resolution of the non-
linear problem induces usually about 7 to 17 * evaluations of gi to converge with an error
smaller than 10~%. Moreover, the reconstruction’s accuracy and stability are threatened
X X
AS," ASk ] ’
where eX is the overflow constant. Moreover, errors are still encountered at the inversion
step for large values of |b|. It corresponds to sections where the moment vector (1, m)

by overflow for large values of |b| so that by is searched in the interval [—

is closed to the boundary of the moment space [38], i.e. where the mean volume % is
k
closed to Sif % or Si/ 2, Indeed, the derivative of gi(b) is then very low, behaving as b~2 or

b—2.5

m
even in the first section. This means that a small error on the ratio —¢ induces quite
n

k
a large error on by. And the error on the parameter b, induces an error of the same order
times ASy, for the value of the reconstructed function at one bound of the section, since
ng=0(ASy) and:

B b b
fa(Sk—1) = 1—exp(—brASy) s fa(SK)= exp (brASk) —1

All that limits the accuracy of the method if steep distributions are handled. Concerning
the cost, the reconstruction itself can be costly due to the large number of evaluation of
a costly function. Moreover, computing source terms such as (2.11) can also be costly.
Since no analytical formula can be written, computation based on a quadrature of the
measure «(S)dS was proposed in [9], allowing a good accuracy, even when large |by|
are involved, but at the price of a computation of quadrature points at each time step
and for each section. Then, because of its possible lack of accuracy and high cost, which
will be experienced in section 3.1.5, (and also in sections 4.1.4 and 5.2 for the cost for the
evaporation and coalescence operators), an alternative reconstruction is proposed.

ny.

3.1.2 Affine reconstruction

There is a great interest in using as simple functions as polynomial ones for the recon-
struction, hopping then an easy computation of the source terms and also a simplification
of the computation of this reconstruction. However, their positivity is no more ensured.
Here, for TSM, a simplified version of the positive bi-affine reconstruction of [23] is pro-
posed, from the moment of order 0 and 3/2 whereas moments of order 0 and 1 were
considered in [23]. So we will first show how this kind of reconstruction can always be
done. Then, some nice stability and accuracy properties are shown for this new piecewise
affine reconstruction, in the context of the approximation of regular functions, which are
essential for a good accuracy of our spray simulations.

tFor the result fo section 3.1.5, the accuracy is obtained thanks to a smaller tolerance (10~8) on the evaluation
of the by, then demanding 9 to 25 evaluations of g in most cases.
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fa(S) fa(S) fa(S)
"k B Pr
[
ﬁk =0 K= 0
Sa=sy) s s sy=s S=8y) s 8 s=s

Figure 1: The three types of affine reconstructions.

The reconstructed function f, is then taken continuous inside each section |Si_1,S]
and affine on the whole section or on a part of it, the function being zero elsewhere. This
function can then be written:

0 if 5,1 <S< M
_gb :
fol8) =1+ (Br—m) iy if s <5< sM ie{l,..,N},  (34)
0 if SV <5<5;

with only three considered cases illustrated in Figure 3:
[C.1] S9 €]Sk 1,54, S1Y =S,y and B =0.

[C2] S =5, 1 and S =5

[C3] S €]S1,5¢[, S =S and a; =0.

Let us denote Ry_1=+/Sk_1, Ry= Slgk) and

?"):z/sk S¢—S)S%2ds ©) :Z/Sk S—S,1)S¥2dS
numf AS% Sk—l( k ) ’ Hsup ASI% Sk—l( k—l) .

These two last scalars belong to ]Szf %,Si/ 2[. The values of the parameters of the recon-

struction (3.4) are then given in the following proposition.

Proposition 3.1 (Piecewise affine reconstruction). Let r; >0 and my G]Sif %nk,Si/ an[, for
some k € {1,2,...,N}. Then, there exists on |Sx_1,Sk[ a unique non-negative continuous
function f, given by (3.4) with [C.1], [C.2] or [C.3] and such that

S Sk
fa(S)dS=mny, / $3/2£,(5)dS = my. (3.5)

Sk-1 Sk-1

The function’s parameters are given by:
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inf’
I/ Sk-1,V/Sk[ of

P(X) =2X°+4R;_1 X*+6R? | X°+ <8Ri’_1 3;2"" ) X2
k

35m 35m
+ (101{;_1 ank > Ry 1 X+ <5R§_1 - 4nk") R? . (3.6)

o If Siﬁ < ? < y(k) then Sb(lk> =Sk-1, Pk =0, ay = kzi and 4/ Sl()k) is the root in
k —-S

o I iy <—<‘us(u)p,ther15,§ )=5,1,5M =5, and

m

2 [ygu)pnk—mk] 2 [mk—yg}nk}

as W] as W] 67)

Kj =

2
o If ygﬁ)p < % < Si/z, then Slgk) =S, 0y =0, Br= Snk(k) and 4/ S[gk) is the root in
k a
] V Sk*l/\/'s»k[ of

35
Qk(X) =2X5+4R X4+ 6R2X3 + <8R§ Tk ) X2

4ny
35 35
+ (101%2 ZT’Z" ) R X+ <5R3 4::‘ ) R2. (3.8)

Proof. If such a function f, exists, then the constraints (3.5) can be written
® (k) 5® (k)
K+ Br ok) ok S S, =S 3/2 v S—S5, 3/2
= P (g gy, mk:ock/ b 70 g dS+/3k/ °7o1_g3/24s,
2 st 50— st gy —s (Y
In the case [C.2], the resolution of this system on «a; and B gives (3.7) and they are non-

negative if and only if ‘ug;)f < % < ygﬁé. In the case [C.1], Sék) has to be such that
k

fo (x—S5)$%/2dS b
=g(s)),  glx)="

X
= x—S)5%/2ds
JE (x=8)ds  (x—Si1)? /skf )

and the ratio % is smaller than yl(sj)[ =g( Sk) since the function g is an increasing function
k
on |Sy_1,+oo[. Let us denote R, = b , Ri_1=1+/Sk_1, Ry =+/S. Dividing by (R,—

Ri_1)?, it leads to:

mk_ 4

nf]{ — m (ZRbS +4Rk71Rb4 +6R%_1 Rb3 + SRi_lez + ].OR%_]_ Rb +5R£_1> .
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It is then easy to show that R; should be a root of the polynomial function defined by
(3.6). Moreover, let us remark that:

2 3 My R 35 QS (k) _ Mg
prm— P —_—— - .~ A .
Pk(Rk 1) _35Rk 1 <Rk—1 k) <0, k( k) 1(Rk Ri 1) k |::uznf 1 >0

Then P has at least one root on |Sx_1,S¢[. Moreover, using Descartes’ rule of signs, we
show that P, has at most one positive root since the coefficients are either positive or of
the same sign as 3R} | — 2 or to 2R}, %’: for the two last ones.

m
The last case is s1m1lar to the previous one. Indeed, for [C.3], one necessarily has Tk

M
2
yglf,)p <> 7R,§> and R,= Sf,k) is a root of Qk. Moreover, Qy has only one root in |Ry_1,Ri[

since Qx(Ry_1) <0, Qk(Ry) >0 and thanks to Descartes’ rule of signs. O
1 m\ >3
Let us denotes: S, = 5 <35nk> . One can remark that, in the case [C.1], P(\/S;, k)
k

is positive, meaning that S l(jk) < S,k This allows to treat easily the last section in the case

Smax = +00, which is a great advantage over the OSM method.

Moreover, a root of a polynomial has to be computed in cases [C.1] and [C.3]. Nu-
merically, the second order modified Mueller method [5] is used to compute it. It usually
requires between 5 and 9 evaluations of the polynomial to obtain an error smaller than

104 on 1/ szk) / Siax OF 4/ Sék) / Smax. It is the heaviest part of the inversion but it occurs

generally for a small number of sections as experimented and seen through the following

result for narrow enough sections.

Proposition 3.2. Let f be a C? function on [S;_1,S¢] and n; and m; be its moments of

order 0 and 3/2. Then ‘ufﬁ} < % < ygﬁ)p as soon as ASka/Hoo‘i‘%Asl%Hf”Hoo < F(Sk),
k

where ||| is the norm of Leo(Sk_1,Sk).

Proof. Let us compute the following ratio:
k k 3 S 3

2 ﬂ B yz(n}_'_ﬂgu)p _AS fsk 1 [SZASk_fSkk_l O'Zda':| dS
ygﬁé—yg} 2 sskk,l S deSSk: (20— Sg—Sp_1)o2do
Then, denoting d»(S) = f(S) — f(Sk—1) — (S —Sk_1) f'(Sk_1) :
S5 da(8) [S3ASc— [5F oRde|ds+[5F (S=Sea)f'(Sk) [SEAS—[5F oido]ds

K[Askf 5k—1)+f5i:(f( f(Sk-1) }fs 20—5k—5k—1)07d0

< 1" leob2 4|1 f" 0|61
f(Sk D)= 550 e

R =

RI=
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as soon as f(Sx_1) > 2% f'|| o and with

5 3 S 3
Sk (=) [$1A8,— [ oidodS g,

0=

fsskk,l (20— Sk —Si_1)o3do )
and
AS3 3 S 3
fsk : (5— Sk 1) Sikla%da‘ds Tk <_5£1Ask+f5kk10—2d0>
by = - < S
fsk,l (20— Sk_Sk—l)O'%dO’ fsk: (Z‘T—Sk—Skfl)a%da

Introducing Ry = V/Si_1 and Ry =+/S; and after some algebra:

5y < L AS? 2R} +6RPR 1 +10RERE | +9R(R} 1 +3R;, <7 as2.
= 127K 3REFORIR,_ +11RZR2 | +9RR3 , +3RE | =12

If ASk||f']|co+ 5 AS?] f"||eo < f(Sk-1), then | R| <1 and consequently yl(rljj)[ < r:—: < yglf,)p. O

This result induces that the case [C.2] will concern an increasing fraction of the sec-
tions, when their width tends to zero. Moreover, in this case, formulas for the reconstruc-
tion are analytical, whereas in the other cases, the root of a fifth order polynomial has to
be computed. This could induce a lower cost of the reconstruction itself, compared to the
exponential reconstruction, which will be checked in Section 3.1.5 with some examples.
Let us now analyze this method as regards stability and accuracy.

3.1.3 Stability of the affine reconstruction

Since numerical methods will induce errors on the moments, let us analyzed the effect
of such errors on the reconstruction. But instead of the moments itself, one considers
the following independent variables: 1y and i = =% for each k. This change allows to
separate the effect of a change of level of the function from the effect of a change of the
mean volume. Computation in each of the cases [C.1], [C.2] and [C.3] allows to show the
following property.

Proposition 3.3. The piecewise affine reconstruction defined by proposition 3.1 is a C!
application from the space { (1, i )ke(1,..,n} |V, 1k >0, px €] si/ﬁ,sm [} to the set of piece-
wise C! functions equipped with the L, norm. Moreover, its partial derivatives are given
by:
255 —s!H
aukfa(s) =N P © @ ]1[5[@,5[(7@] (S),
fsk 02(20-S," =S, )do
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(
s®_s . ;
I S A YN i i €151 i
(k) 1S,
(547 =8c4)
Se=8 mp—m  S—Seq KMy 0 @
- - sup — k-1 m :
WS=y |\ Pagr @ o 2 asr | Vseasd (S) 3w € gl
k- Hsup = Hing ko Msup = Hing
(k)
S—S, - K g2
T s S) e pap 5 |
(5st)

Any moment of 9y, f2(S) or 9, f2(S) is bounded, independently from AS (one can
even remark that the moments of order 0, 1/2 or 3/2 of 9, f,(S) are smaller than a con-
stant times 7). This ensures the stability of the reconstruction.

3.1.4 Accuracy of the affine reconstruction

Since we use the reconstruction to close our equations, we can state that the closer the
reconstruction is to the exact distribution, the more accurate our model will be. Here,
the accuracy of the reconstruction is analyzed assuming that the values of the moments
are exact. The effect of the error on the moments was analyzed in the previous section,
devoted to stability. In the asymptotic limit of a large number of sections, one has the
following result.

Theorem 3.1 (Accuracy of the piecewise affine reconstruction). Let f be a C* fonction on
[0, Siax] With Syax < 0o with a finite number of zeros. Let ny and my. be its moments of order 0
and 3/2 on |S_1,Sk[, for k€{1,2,...,N} and f, the corresponding piecewise affine reconstruction
given by the proposition 3.1. Then, f, is a second order approximation of f when the maximal
section width AS tends to zero: || f — fall 110 5,0) = O(AS?).

Proof. In order to treat separately the case [C.2], let us denote Z, the setof all ke {1,2,...,N}
such that the reconstruction corresponds to the case [C.2]. One also denotes Zys ={S €
[0,Smax] | £(S) <2AS|f'(S)|+BAS?(| || 1(0,5,se) } i SUch @ way that Uggz, [Sk—1,5] CZas,
thanks to the proposition 3.2. For a small enough value of AS, Z,s is a union of intervals
[a,b] around each zero A of f, and

[ lar=| [ oasl+| [ fax

It means that [; |f'(S)|dS=0(AS) and

Sk

=|f(a)[+1f(0)| =0O(AS).

2
fs)as< [ f(s)as< [ (28817'8)1+ HASS o5, | 45=0(AS?)
kgZ,” Sk Tas Tas 12 ’

Moreover, since f and f, have the same integrals on each section:

TS - (SIS <2 Y [ F(S)dS =O(AS?
> IS fus)as<2 ¥ [ f(s)ds=0(as?).

kg Z,” Sk-1 ke,
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For k € I, the reconstruction corresponds to the case [C.2]. Let then us define the
function u, C? on [0,1], by: u(x) = (f — fa) (Sk—1+xASk) for x € [0,1]. One have 1" =ASZ f"
since f, is affine on the entire section. Moreover, since f and f, have the same moments
of order 0 and 3/2 on |Sy_1,Sk], the function u is such that

/ "u(x)dr =0, / N (Sey -+ xA8) 2u(x)dx =0, (3.9)
0 0

One introduces a Taylor expansion on it, between the values y € [0,1] and x € [0,1]:

—1)2
() =) + -y )+ 0y,

with vy a value between x and y. This expansion is introduced in (3.9) and then

A( u(]/) ) :_1 fol(x—y)Zu"(vx,y)dx >
v) 2\ fy (r=)?[(Sk1+xAS)¥2 = (S_1+yASK) 2 u (05 )dx )

with

a=( 1 27y , a ) _ [ xi (Sk_14+xASK)¥2 = (Sk_1+yASy)*? | dx.
« P p /0 y { }

One can then solve the system and write u(y):

By (=) (vry)dx+ (y—1/2) [y (x—y)? [(Sko1+xAS)*/2 = (S +yASk)*/?] " (v )dx
2 fi (x—1/2)(S_1+xAS;)3/2dx

u(y)=

A majoration is then done, introducing y = S;_1/dS: [u(y)| < |[u" ||~ (0,1)F(7) with

R G (22— (o y)P 2 | fy ()P (r 02— ()2 do
Jo (2x=1)(7+x)?/2dx ~

F(v)

If v is not zero, then it can be written:

2y (=) [T/ )2 = (Ly /) ¥ 2 dx 43 fy (k=) [ (L+x/ )2 = (L4+y /)2 da
6 (2x—1)[(1+x/7)3/2—1]dx '

F(v)

Then, F is a continuous function of 7 defined on R* and bounded since it tends to the
following constant, when < tends to infinity:

1 1 2 3 17
1—"(’y)—>2/O (x—y) dx—l—S/O |x—y| dx_3 TR
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Then || f — falli=(s,_,,50) < CASEIf" [ 1(s,_,,5,)- With a constant C independent from ASy.
And finally

Sk
1f = fall L1(0,5ma) < Z/ 1£(S) = fa(S)|AS+ Y If = fall to(s, 1,5 DSk = O(AS?).
kg Z,” Sk-1 keZ,

OJ

One can remark that the second order accuracy is proven in L, norm in each section
corresponding to case [C.2]. Moreover, the previous result is easily generalizable to the
case where f is equal to zero in a finite number of sub-intervals of [0,Sax].

3.1.5 Numerical accuracy of the reconstructions on some test cases

‘ ‘
— regular
P bimodal
P - beta
=3F N e—o gamma
ke / =~ |ognormal
S ¥ }
5 / X .
-E ! X ,‘f’ ~
.927 /l ’(\ - : \ ]
i % .
3 Y \
= 7 3 \
R2) S \
O 2 \\5"\ A -
. T \
K e "
, N
. oty AN
- XN Y
Bl | . | o
0 0,2 04 0,6 0,8 1
S

Figure 2: Model size distributions.

The aim of this section is to compare the accuracy of the two types of TSM reconstruc-
tions and of the OSM reconstruction on various probability density functions (PDFs):
their numerical order of accuracy as well as their accuracy for a small number of sec-
tions. This allows to test the quality of the closure given by the models.

Let us then introduce the following PDFs fj, defined on [0,1], and plotted in Figure 2:

_q\2

e aregular PDF: fy(S) = (1+85)(1=S5) exp ( 0.001 1—# with Ip=0.9963
Io (1-5)?

e abimodal PDF, defined as a sum of two beta PDFs: f,(S)=10 [25(1—5)44—54(1—5)}

a beta PDF: fo(S) =105 [54(1-5)?]

a gamma PDF: fo(S) = S*texp(—15S) with Iy=0.9991

I'(5)I
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e alognormal PDF: fy(S) =

N2
1 exp <— W) with Ip = 09977, ¢ = 0.45
IhSo\/2r 20

[y
ol
T
|
[y
[$3]
T
|

distribution function
[
T
L
distribution function
[
T
L

o
[¢3)
T
|
o
[¢3)
T
|

| | | | | | | | | | | | | | | | | |
% 0.2 04 06 08 1 % 0.2 04 06 0.8 1

S S

Figure 3: Bimodal distribution (black line) and its exponential (left) and affine (right) reconstructions with 4
(red dashed line) and 8 (blue solid line) sections.

One computes moments of order 0 and 3/2 of fy on each interval of a regular dis-
cretization of [0,1] in N sections. The section width is then AS=1/N. From these mo-
ments, the affine reconstruction and the exponential one are computed and compared
with the original function fy;. An example of such kind of comparison is given in Fig-
ure 3, for the bimodal PDEF, with 4 and 8 sections. The corresponding L* norm of the dif-
ference between fj and its reconstruction, depending of the section width, is then plotted
in Figure 4 for the two types of reconstruction. The second order of accuracy of the affine
reconstruction is observed. It is a stronger result than the one shown in theorem 3.1, since
L1 norm was considered in this theoretical result, or L., one but for the sections where
an affine reconstruction is possible in the “complete” section (case [C.2]). It is interesting
since the evaporation induces the use of pointwise values of the reconstruction. More-
over, the case [C.2] is the most usual: the cases [C.1] and [C.3] only appear for at most
3 sections for the bimodal, beta and gamma PDFs and on a decreasing proportion of the
sections for the lognormal and regular PDFs, up to 0.2% or 0.5% of the total number of
sections for the most discretized case. For the exponential reconstruction, there is a re-
duction of the order of accuracy for the bimodal and the beta PDFs. This is due to the loss
of accuracy of the computation of the parameter b when |b| is large enough and to the
limitation of this parameter for the computation. Indeed, the limitation occurs in a small
number of sections (about 0.1%) but |b| is larger than 200 in about 1% of the sections and
larger than 100 in about 2%. Moreover, one can also remark that the accuracy of the affine
reconstruction is higher than the exponential one in all tested cases and is high even with
a small number of sections. For example, the error is about 1% for 16 sections with the
regular PDF. Concerning the computation cost, the affine reconstruction is usually more
than twice as fast as the exponential one.
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Figure 4: Lo norm of the error for the affine (left) and the exponential (right) reconstructions.

3.2 Velocity reconstruction

In the previous works [9,24,25], a constant velocity was always considered in the section,
_1
except in [38]: xx(S) = u. This leads to: L{Z(k) = U Quy, SL(,k 2) E(k_%)uk, Mg,k) =M®y,,

f (¢%Kk (P dq>
% V(p)el9)dg

plo st 1
St St

and l]k qu”u

( 12;: )z\ui—uj]//pijk< (r1)3 )Ki(r*)xj(ro)ﬁ(r*,ro)dr*dro. (3.10)

To increase the accuracy on the description of velocities as conditioned by size, a
velocity distribution that is polynomial in size was considered in the sections in [38], at
the cost of transporting extra size-velocity crossed-moments. Here, we test a MUSCL
type reconstructions to increase the accuracy with a smaller increase of cost. The size
conditioned velocity is written as a function of surface and reads:

N
=Y xc(S)s, 51(S),  x(S) =ty P (S—5Lp). (3.11)

The parameter ng,)g is chosen such that mu, = fsi]il $3/2x1(S)x,(S)dS and the slope *)

is computed thanks to a minmod limiter:

J $3/%k(8)dS

gl _
fs'f S3/2k(S)dS

avg —

S(k+1) S(k) ,S(k) S(k_l)

avg ~ Yavg Yavg” Yavg

€]Sk-1,5«[, W(k)zminmod< Uepr —Uk U —Uk—1 )



20

Let us remark that for the affine TSM, Sg’% can be written as a rational function of 1/ 5,5")

and 4/ Sgk), whereas its analytical expression is more complex for the exponential TSM.
In all cases, this velocity reconstruction should give us a second order reconstruction of
the velocity, as a function of the droplet surface.

3.3 Conclusion on the reconstructions

At this point, the system (2.8-2.10) is closed by a reconstruction of the size distribution
kx and of the velocity x; from the moments ny, my and myu,. Considering the size dis-
tribution, the affine reconstruction introduced in this paper is shown to be stable and
second order accurate in all cases and not only in the case [C.2] where the reconstruction
linearly depends on the moments. Moreover, its cost is twice as low as the exponential
reconstruction and its accuracy is better on tested cases. Finally, its simple shape makes
the source term computation easier. Concerning the velocity, an affine reconstruction is
proposed, instead of the usually used constant one, in order to improve the description
of this quantity inside the section.

The system (2.8-2.10) has now to be solved numerically under the constraint of pre-
serving the realizability of the moments in each section. To do so a splitting strategy is
used. Then dedicated schemes are developed separately for each operator. Since trans-
port schemes were already developed in [10,38], one focus on evaporation and drag and
on coalescence.

4 Scheme for evaporation and drag
The system corresponding to evaporation and drag is the following ODE system:
ding =K1 (t,Sk) — Kn(t, Sk-1), (4.1)

3 /S
dtmk:ICS£/2Kk+1(t,Sk)—lCSiﬁKk(t,Sk,1)—§ /S VSKk(t,5)dS, (4.2)
v Ok-1

de (mytuge) =K Sy 1 (£,51) X (£,Sk) = K S/ 3k (8, Sk—1) Xk (,Sk1) (4.3)
S ) ” .
2 /s, - i

where IC= K is the constant evaporation rate and A =S5t(S)/S is a constant for the con-
sidered Stokes drag force. In fact, there is one ODE system for each point x (or each cell of
the mesh if a spatial discretization is used). But, since these systems are independent, the
spatial dependence is skipped for the sake of simplicity and without loss of generality.
We will first deal with the two first equations, corresponding to the pure evaporating
case, since they are independent of the velocity, here. Let us first remark that directly
using on this system an explicit Euler scheme, or any explicit SSP Runge-Kutta method,
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may return non-realizable moments and will not be robust, as shown in Appendix B.
Various realizable schemes can be used. When considering integer moments, a kinetic
scheme was introduced in [23] for the constant evaporation law. Another robust scheme
is developed in [27] for high order moment methods for eventually non-constant evap-
oration rate. In the following, this last scheme is referred to as the “quadrature kinetic
scheme” since we show that it can be interpreted as a quadrature of the kinetic scheme’s
formulae. Here, in our context of fractional moment method, the kinetic scheme is first
adapted. Then, the quadrature kinetic scheme and a simplified version of it are devel-
oped and numerically tested. Finally, the quadrature kinetic scheme is extended to the
additional consideration of the drag force.

4.1 Case with evaporation alone

4.1.1 Kinetic scheme (KS) for the evaporating case

The system (4.1-4.2) is related to the following kinetic equation on the droplet distribution

n(t,S)= [ f(t,u,S)du:
orn—0og(Kn)=0. (4.4)

This kinetic equation has the following analytical solution: n(t,S) =n(0,5S+Kt). Let us
denotes n}! and m} some approximation of the moments of order 0 and 3/2 of n(t",.)
on the section [Sx_1,Sk]. Then, a kinetic scheme (KS) is defined which consists in solv-
ing exactly (4.4) on a time step, from a reconstruction Z,Z{\]:l;c,’j(S)ll[sk_llsk] (S) of the NDF
corresponding to the moments 7} and m7}! and in taking its moments. With the CFL-like
condition LAt < ASy and with the convention ¥}, 1+1=0, we get:

1 / T aeast [ e (s)ds 45)
n = K —|—/ K .
k S 14Ktk 5 k1

Sk Sk+ICAt
i+l = (S—KAH> 2l (S)dS+ / (S—KCAH 2!, (S)dS  (4.6)
Sk 1+ICAt Sk

This can be rewritten, for k> 1, in such a way that some flux terms appear:

ntl_on Sk_1+ICAL " Sk+ICAt "
ng =ny ki (S)dS+ Kry1(S)dS (4.7)
Sk-1 Sk
S
i =l 4 / [(s—Kan/2-s32] ki (5)ds 4.8)
J Sk
Sk_1+CAt Sk+ICAt
- / (S— ALK (S)dS+ (S—KAH 2!, (5)dS
Sk-1 Sk

This scheme, applied to the use of two integer moments, was analyzed in [23]: with the
use of an affine reconstruction on the complete section (corresponding to case [C.2] here),
the scheme was shown to be second order accurate. Here, thanks to Theorem 3.1, it can
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be shown easily, and in all cases, that the scheme is second order consistent in L! norm
(and in L* norm for sections in case [C.2]). Proposition 3.3 induces its stability.

This kinetic scheme then highly accurate, due to the fact that the kinetic equation is
solved exactly during the time step. However, it can be not easily generalized to non
constant evaporation laws. It is the reason of the development of simplified schemes.

4.1.2 Quadrature kinetic scheme (QKS) for the evaporating case

The scheme presented in [27] is derived for a system of moments M, = f s St f (S)ds
withi=0,1,...,2N,;, —1 on each section k. It is seen as a 3-step method:

1. A distribution f" is reconstructed from the moments (M;(1 :)i=0,...2Npn—1k=1,.,N at t=

n: P 7y 11 Sk_1+KAt I’l
t" in order to compute the “fluxes”, &} =/ S Sifn(S)ds

2. For each k=1,...,N, the N,, weights wy , and abscissas 0y ,, corresponding to the
quadrature of the moment vector (M ;— O+ :)i=0,..2N,,—1 and then to the
measure f"(S)js, | xats,+kat(S)dS, are computed.

3. The moments (M”*l)ifol _2N,,—1 corresponding to the weights wy , and the abscis-
sas 0y , — ICAt are computed: M”Jrl 22’11 Wi o (00— CAL).

In fact, this can be seen as a quadrature formula of the kinetic scheme given by:

Sk+KAt

Sk . .
M”.“:/ S (S ICAL dS:/ S—ICAD) F*(S)dS
= [ s kanas= [T s-xans(s)

Let us remark that since only integer moments are considered, the scheme is identical to
the kinetic one, no erreor being introduced by the quadrature. Moreover, this interpreta-
tion of the scheme as a quadrature formula on the kinetic scheme is still valid for the case
of size dependant evaporation coefficient X, but the use of the quadrature then induces
an additional error compared to the kinetic scheme.

Here, the moments of order 0 and 3/2 are used. Quadrature formulas are used on the
kinetic scheme (4.5-4.6). But, here, the interval |Sy_1 +CAt, Sy + K At] is divided into the
two following intervals |Si_1+/CAt,Si[ and ]Sk, Sk +KAt[ and the quadrature is done on
each one. This sub-division is relevant for the global problem, including the drag force
or a more complex evaporation rate. Indeed, since each section has its own velocity and
could have its own evaporation rate as in [34], it will be interesting to consider separately
the droplets coming from their respective sections. Moreover, to obtain a good approx-
imation, while still conserving the moment of order 3/2, we use two quadrature points
and moments of order 0, 1/2, 1, 3/2, these moments being computed analytically. It can
be seen as a classical two-point quadrature on the measure obtained by the change of
variable R =+/S. An analytical formula can then be used [7]. Let us then denote (w;,w,)
and (,/01,,/02) the quadrature points of ZRKZ(Rz)ﬂ]sk,lJrlCAt,Sk[(Rz)dR and (wq,@;) and
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(V/&1,1/72) the quadrature points of 2Rx}, | (R*)1ljg, g+ car(R*)dR. They are then such
that:

Sk ) 2 ) Se+KAt | 2 .
/ §1/2(S)dS = Y wi(o?)/2 / Si/21(8)dS = Y @i(@°)7? j€{0,1,2,3}.
5k71+KAf i=1 Sk i=1
4.9)

Then, the update values of the moments are:

(i) =5 () * 5o - o)

Compared to the kinetic scheme, an additional error comes from the use of the quadra-
ture for integration of some function g on the measure described above. Since the support
widths of the measures are smaller than ASy/(Rx+ Ri_1), this error will behave at most
as O(AS;/ (Rx+Ry_1)*) as soon as the function g is C*, its fourth order derivative ap-
pearing in the bound. However, for the mass density, g(x) = (x2—KAt)%/2 and g¥ (x) is
singular at x =+//At. This means that some accuracy will be lost in the first section.

4.1.3 Simplified quadrature kinetic scheme (SQKS) for the evaporating case

For practical applications, a still simpler algorithm can be needed to reduce the cost,
using a “quadrature” with only one point, i.e. a mean surface. This can be done directly
on the moments of order 0 and 3/2. Then, one compute the values of the moments of
order 0 and 3/2 on each of the separated intervals |Sy_1+/CAt,Si[ and ]Sk, S+ K At[ and
we deduce the value of a mean surfaces ¢ and 7

Sk Sk

M= x!(S)dS, Npo>/? = $3/2k1(S)dS,
Sk_1+KAt Sk_1+KAt
Sk+KAt Sk+ICAt
iy = /S K, 1(S)dsS, ™= | $3/2i1, 1 (S)dS.
v Ik k

The update values of the moments are then:

n+1
ny 0 1 i 1
mitl "\ (o—Kat)¥2 ) T (6 - KAL)

Here, compared to the kinetic scheme, the additional error coming from the quadra-
ture is now dominant. Indeed, it leads to an error behaving as O(AS?) and then to a
global first order consistency error.

4.14 Results on the purely evaporating case

To compare the schemes, the purely evaporating problem with a dimensionless evapo-
ration rate K =1 is resolved using the initial dimensionless distributions defined in sec-
tion 3.1.5. More precisely, the regular and the bimodal distributions are used since they
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offer a different behavior in terms of accuracy of the affine and exponential reconstruc-
tions, as shown above. A uniform discretization in S on [0,1] is used and the CFL-like
condition is fixed such that LAt/AS =0.8. Computations are done from ¢t =0 to the end
of the evaporation, t =1, with the different kinds of schemes (KS, QKS and SQKS) for
TSM with the affine reconstruction (aff TSM) and only KS for TSM with the exponential
reconstruction (exp TSM) and for OSM, in order to assess the effect of the reconstruction.
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8- 1 8
5 5 1
£ - 2
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8. —adfTSM-KS || B — AT TSM -KS
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i +aaff TSM - SQKS | o +aaff TSM - SQKS |
8- saexpTSM-KS | ° oo exp TSM - KS
e «x OSM - KS * < OSM - KS
T3 ‘ ‘ : ‘ o 3 : ‘ 0
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logarithm of the section width logarithm of the section width

Figure 5: Purely evaporating case with the regular initial distribution (left) and the bimodal one (right): maximal
value in time of the L1 norm of the error on the NDF depending on the section width. Lines of slope 1 and 2
are represented by black dashed lines.

One then compares the reconstructed distribution f}*(S) at each time #" from the com-
puted moments (n}},m} ), to the analytical solution f(t",5)= fo(S+Kt"). Let us define the
error by maxy || f' = f(#",.)||,(0,1)- This error is then presented in Figure 5, as a function
of the section width AS=1/N for a number N of sections from 2 to 1024 and for the
two initial distributions. As expected, the KS is second order accurate with the piecewise
affine reconstruction. In fact, one would have noticed the same order of accuracy by us-
ing the Lo, norm instead of the L; norm. With the exponential one, it is also second order
accurate when considering the regular initial distribution but there is a loss of accuracy
for the bimodal initial distribution, resulting from the loss of accuracy of the reconstruc-
tion in this case. The KS for OSM leads to a first order of accuracy corresponding to the
first order of accuracy of the reconstruction. Concerning the other schemes, one can see
that the accuracy of the QKS is really close to the one of the KS. In fact, the Lo norm of
the error on the distribution saturates with the QKS, due only to the first section: when
eliminating this section in the evaluation of the error, one recovers a second order of ac-
curacy with this norm. Finally, the SQKS is first order accurate as expected, but with an
accuracy still at least ten times better than OSM with the KS. So, using TSM, even with
this simplified scheme, still induces a much better accuracy for the consideration of the
evaporation than OSM with the KS and twice as much sections, i.e. with the same number
of size moments (but with a larger number of total variables for OSM when considering
also the velocity).

Two global quantities are also considered since they are important for practical appli-
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Figure 6: Purely evaporating case with the regular initial distribution: maximal value of the error, depending
on the section width, on the total number (left) and on total mass (right) divided by their initial values. Lines
of slope 1, 2 (left and right) and 3 (right) are represented by black dashed lines.

cations: the total number density Y'Y ;1 and the total mass density Y& ,m;. The errors
on these two variables, divided by their initial values, are plotted in Figure 6 for the reg-
ular initial distribution. First, one observes that KS is at least second order accurate with
TSM and first order accurate with OSM. For the total mass density, it is even third or-
der accurate. This is due to a compensation of fluxes between the sections, since their
is no mass flux corresponding to disappearing droplets (i.e. no mass flux at zero size).
It means that the mass density transferred to the gaseous phase is accurately described.
Using TSM with the piecewise affine reconstruction, the QKS induces a loss of accuracy
for the first section only visible on the total number density when more than 256 sections
are used. The SQKS is second order accurate for the total mass density but only first or-
der accurate for the total number density. However, the error induced by this scheme is
smaller than 1% as soon as at least 3 sections are used.

Finally, with the QKS, the affine TSM is more than two times faster than the expo-
nentiel TSM with a better accuracy (results of QKS with the exponentiel TSM are not
represented here, for the sake of clarity).

4.2 Case with evaporation and drag

4.2.1 Quadrature kinetic scheme (QKS) for evaporation and drag

In the following, we use the QKS with the affine reconstruction for their accuracy, their
simplicity, and their reasonable cost. The drag force is solved together with the evapora-
tion in the following way . First, the quadrature points (w;)i=12, (¢7)i=1, and (@;)i=12,
((71'0)1':1,2 are defined as in section 4.1.2 by (4.9). Then, the evolution of the abscissae dur-



26

ing the time step is given by solving the systems:

dioi(t)=—K dio;(t) =K,
o1(0)=of, a0)=2,
dioi(t) = ui;)( ()t) diti(t) = uj;f)(ift)f
0;(0) =xx(0?), :(0) = x+1(77).

Let us also notice that we can provide an analytical solution if the gas velocity ug is
constant. As an example for the first one, the analytical solution reads:

O'i(t):(Tl-O—’Ct vi(t):ug—i—(uk—ug) (1—}Ct> .

The updated moment values are then:

nn—i—l 1 1
( ];‘“ ) Zwl ( (0:(A1))3/2 ) +22:wz' ( (0:(A1))3/2 )
mkuﬂll i (U'i(At))3/ZZ)i(At) i=1 Zbi(ﬁ'i<At))3/25i(At)

Let us remark that this scheme still corresponds to a quadrature approximation of a ki-
netic scheme, using the analytical solution of the kinetic equation for evaporation and
drag. Moreover, the same strategy can be used to solve the drag force together with the
SQKS for the evaporation.

4.2.2 Result for evaporation and drag

Let us consider a test case with evaporation and drag, with 4 =9.89. As in section 4.1.4,
we use the dimensionless evaporation rate £ =1 and the regular PDF f, defined in sec-
tion 4.1.4, as initial dimensionless size distributions. The mono-kinetic assumption is
used for the initial condition, so that the initial NDF is:

G4
£(0,S,u) = fo(S)é(u—uo(S)), uo(S):ug<1+252 3S3+ 4>, (4.10)
where ug =1 is the gas velocity, assumed to be constant. The initial velocity profile u,
represented in Figure 8-right (solid line with circles), is typical of the velocity of a spray
having evolved in a decelerating gas velocity field. The analytical solution is then:

f(tSu)=fo(S=Kt)o(u—ua(t,5)),  ua(t,5)=ug+ [uo(S+Kt)—ug] <1+ §t> o

Resolution of system (4.1-4.3) is conducted using the QKS described above for OSM
and for the affine TSM, with constant or affine reconstruction of the velocity. The same



Figure 7: Case with evaporation and drag for the regular initial distribution:
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discretizations as in section 4.1.4 are used and only the accuracy on momentum is studied
here, since the other variables were already considered in section 4.1.4.

The error on the mean velocity of the spray (}_myui /Y my) and on the momentum,
divided by the initial value of these quantities, are given in Figure 7. All methods involv-
ing a constant velocity reconstruction in each section are first order accurate. However,
the error of TSM is much lower than the one of OSM for the momentum but similar for
the mean velocity due to error compensations in this case. The affine reconstruction of
the velocity does not improve the error of OSM: it is the same for the momentum and
it is even worse for the mean velocity. For the affine TSM, it increases the accuracy: the
method is second order accurate, with a much smaller error for all the discretizations.

5 Scheme for coalescence

The model for the purely coalescing problem is written:

1
Mk N N Qéij 1 NN 2Q1]k
*
de | my Z;Z; kij fKnZ;Z; gk (5.1)
=]71= *
Mtk " J le] = ijk

Both cases of a constant and a linear reconstruction of the Velocity in each section are
considered here, in such a way that the terms Ql ik Ql ik and Ql i are given by (3.10) and
Q3 ik = Ql]kuZ or by (2.11). The complete convergence analysis of this problem, when the

size width tends to zero, is out of the scope of this paper. But it will be numerically tested,
after giving a numerical ODE solver able to ensure the realizability.
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5.1 Numerical scheme
Let us first consider an explicit Euler method for this ODE system.

Proposition 5.1 (Realizability for the explicit Euler method on the coalescing problem).

From a set (n},m} )1, n of realizable moments and from (u})x—1, N, one step of the ex-
plicit Euler scheme on ODE system (5.1) leads to realizable moments (nZ“,mZ“) k=1,...N
if
At< ! (5.2)
 max |uf —ulf[max [ B(rr*) fa(r+?)2rdre '

where f,(S)=YN , ki (S)Ljs, 5,1 (S) is the reconstructed distribution from the moments
(”ZrmZ)ke{l,...,N}-

Proof. Let us define ajf = my —Vi_1n} and b} = Vyn}! —mj}. These variables are positive.
Moreover, with the change of variable V =5%2 and f(V)dV = f,(S)dS:

" :aZ+A2t/Y/ka (0= Vi) -/z;*E[O v}fv(v_U*)fv(v*)ﬁ(v—v*fv*) g (v*) —ug(v—o*)|do*do
Vi B ’
o[ Ve f @) [ @00 fuae) ~ua(o) |do*do.

Since the velocity reconstruction u#4 does not introduce values bigger of smaller than the
(u}!)ke1,., N}, ONE can write:

\%
a1 2~ Atmaxfuf —ul| [ © (0= Vie)f(0) [ F0")Blo,0)dv'do
Js Vi1

v*>0
>ay 1—Atmax]u,’f—u’7]/ £ (0*)B(Vy,v*)do*
jk I >0

This quantity is then positive if At is limited as in (5.2). In the same way, we prove that
b is positive in this case, which concludes the proof. O

Then any SSP method can be applied to solve the ODE system (5.1), as soon as the
time step is limited as in (5.2). We use here the third order three stage Runge-Kutta SSP
method, with the same limitation (5.2) on the time step as for the explicit Euler method
(see for example [16]). Let us notice that a sufficient limitation is given by

1
At <
- 2/3 1/3 1/3 2/3
e [uf 1777 [ V21 2V (1 )2/3 (i) 4 (g )13 (i)

ot ot

where n},, =Y, n! (which decreases with time) and m,, =Yt ; m? (which is constant).
This limitation is used for our computations.

Moreover, one has also to compute the terms Qzljk/ Q;Z]’;{ and Q?]’;( To compute them
analytically, an algorithm was given for OSM in [25], allowing a pre-calculation of part of
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them. It could be generalized for the affine TSM, when the velocity is considered constant
in the sections, and the pre-calculation could also be done for the sections in case [C.2],
i.e. for most of the sections. But when an affine reconstruction of the velocity is used in
the section, this cannot be done so easily. Moreover, analytical formulas for the integrals
are no more valid when realistic collision efficiencies are considered. So, here, these in-
tegrals are numerically approximated by the use of quadrature. The previous proof can
still be done with these approximations, as soon as the chosen quadrature gives the exact
value of integrals of f,(S)dS and S3/2£,(S)dS on the sections. One can remark that this
condition is not rigorously satisfied by the quadrature used till now for the exponential
TSM: neither Gauss-Legendre quadrature nor adapted quadrature (corresponding to the
measure ki (S)dS) [9]. Realizability at the computational level is then still an open ques-
tion in this case. For the affine TSM, a Gauss-Legendre quadrature in the R variable is
used, with at least 4 quadrature points, ensuring then the realizability of the scheme.

5.2 Results on the purely coalescing case

In order to test the accuracy of the method for the description of coalescence, let us con-
sider a fictitious homogeneous configuration with a spray constituted of droplets initially
at a velocity depending on their size, in such a way that coalescence will occur. More pre-
cisely, the Knudsen number is Kn = 0.0273 and the initial distribution is given by (4.10),
similarly to the test case on evaporation and drag (section 4.2.2), where f is the lognor-
mal PDF defined in section 3.1.5.
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Figure 8: Size distribution (left) and velocity profile (right) for the pure coalescence test case with the lognormal
initial distribution at =0 (solid line with circles), at f=0.5 (dashed line) and at =1, 2, 3, 4, 5 (solid lines).

Computations are done with the OSM and the affine TSM models, with a constant
and an affine reconstruction of the velocity inside the sections. For OSM with a constant
reconstruction of the velocity, the coalescence source terms are computed thanks to the
analytical formulae given in [25], whereas for the other methods, a 5 or 10 point Gauss-

Legendre quadrature is used to compute the terms Qiljk, 12]*,‘( and Q‘?J’,‘( The sections are
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equidistributed for S €[0,S;4x] With Sy0x =4 and the last section is [Syax, +00][. This value
of Sy is large enough so that the mass of the last section will be small during all the
computation (0.036% of the mass corresponds to droplets of surface bigger than S,y at
the end of the computation). The sections width can vary but the time step is constant
equal to 1072 s, for a time varying between 0 and 5. Indeed, the objective here is not to
evaluate the well known ODE solver but to evaluate the model: the error induced by this
choice is less than 3.107° for the reference solution on all the variables we will look at, as
checked thanks to a computation with a ten times smaller time step. Moreover, the time
step limitation (5.2) does not directly depend on the section width and we check during
the computation that this limitation is always enforced for the chosen time step.

Since there is no analytical solution, the comparison will be done with a reference
computation. This reference is given by a computation using OSM with a constant ve-
locity reconstruction in the section. Moreover, the discretization involves 5121 sections
for S;ux =5, i.e. with an 8 times smaller width of the sections than the most refined of
the other computations. The evolution of the size distribution as well as of the velocity
profile is represented in Figure 8, using this solution.
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Figure 9: Coalescence test case with the lognormal initial distribution: L; norm of the error, depending on he

section width, on the total number (left) and Sauter mean diameter (right) divided by their initial value. The

straight lines of slope 2 and 3 are represented by black dashed lines.

The global mass and the momentum are conserved by construction of the scheme.

To evaluate the accuracy of the different methods, we look first at the evolution of some
other global variables: the total number density and the Sauter mean radius, defined by
Jy "S2f(5)ds
Ly TSf(8)ds
value) as a function of the section width divided by Sy is plotted in Figure 9. A 5 point
Gauss-Legendre quadrature is used to compute the coalescence terms, here. But when
using 10 point Gauss-Legendre quadratures, almost the same results are obtained. One
can see that the accuracy of TSM with an affine velocity reconstruction in the section is
much higher than for all the other methods, with a numerical order of accuracy almost
equal to 3 and an accuracy better than the other methods with a two times smaller section

The L; norm of the error on these quantities (normalized by their initial
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width, for most of the discretizations. With this method, 17 sections are enough so that
the error on the total number is less than 1%. One can also remark that the TSM method
with a constant reconstruction of the velocity in the section is less accurate for the eval-
uation of the mean Sauter radius than OSM. This is due to the fact that, in a section (for
an increasing velocity profile, like here), the velocity is underestimated for the largest
droplets whereas it is overestimated for the smallest ones. If the coalescence is dominant
with the biggest droplets, it means that the coalescence is underestimated for the largest
droplets whereas it is overestimated for the smallest ones and this effect is reinforced by
the affine representation of the distribution in the section.
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Figure 10: Coalescence test case with the lognormal initial distribution: L; norm of the error, depending on the
section width, on the mass (left) and on the momentum (right). The straight line of slope two is represented
in black dashed line.

We also look at the repartition of mass and momentum in the section by evaluating
the L1 norm of the errors on the number, mass and momentum:

*ZZ‘”k *ZZ‘mk iy | 22|mkuk Mgt |

nlkl nlkl nlkl

where 71}, m}}, m}il} are the number, mass and momentum given by the reference solution
and corresponding to section k of the computation. Here, the results are shown for com-
putations using a 10 point Gauss-Legendre quadrature for the coalescence terms, except
for TSM with the affine velocity reconstruction were both kinds of quadratures are used
to see their effects. One still observe the better accuracy of TSM with the affine velocity
reconstruction compared to the other methods. A saturation of the error is observed: it is
due to the use of the quadrature for the computation of the coalescence source terms. This
saturation occurs at a level that depends indeed on the number of quadrature points: the
error on the computation of the coalescence source terms becomes then significant com-
pared to the error due to the size discretization.

Finally, the results of the exponential TSM are not presented here, but it was tested
with the adapted quadrature [9] using two or three nodes. This quadrature points needs



32

to be computed for each reconstruction and for each domain D;j. Analytical formula can
be used with only two nodes but the error of this approximation becomes significant as
soon as more than 30 sections are used. Then, for similar accuracy, the cost of this model
is three times till twenty times larger than the affine TSM using 5 quadrature nodes.

6 Validation on an academic nozzle configuration featuring size-
velocity coupling

The models and the corresponding schemes have been evaluated separately for each of
the evaporation, drag and coalescence processes. Let us then compare them in a config-
uration coupling all these phenomena. In non-uniform flows the evolution of velocities
depends on sizes through the drag process while the evolution of sizes depends on the
size-conditioned velocity differences through evaporation and coalescence. A decelerat-
ing nozzle is considered as a baseline non-uniform flow since it exhibits the above cou-
pling. By assessing how efficiently this case is rendered with the various strategies, we
prove the ability of our moment method to tackle the difficulties that occur in industrial
cases such as Diesel sprays [21] and particle phases in solid rocket motors [9].

6.1 Description of the configuration

Let us consider the decelerating nozzle test case with an unsteady injection of droplets
defined in [25]. The OSM and affine TSM methods are compared on this test case where
evaporation and coalescence significantly occur. Only essential characteristics of the con-
figuration are given here, in a dimensionless way?*. A spray, transported by an incom-
pressible gas flow, is injected in a 2D axi-symmetrical diverging conical nozzle. The
streamlines of the gas as well as the trajectories of the droplets are assumed to be straight
lines, so that only the dependance in the axial coordinate z has to be considered. More-
over the effect of the droplets on the gaseous phase is not taken into account (see [25] for a
discussion of the validity of the assumptions). Then, the gaseous velocity is characterized

Z0\ 2
by its axial component u,(z) = <—0> , where zp = 3.1 is the coordinate of the nozzle inlet.

The droplets slow down because of the deceleration of the gas flow, at a rate depending
on their size and inertia, inducing velocity differences and therefore coalescence.
The NDF of the spray at the inlet is given by:

f(t,20,S,u) = fo(S)[1+0.9sin(27t)] 6 (1 —uz(zp)).

The injected droplet distribution fp was constant as a function of radius on the interval
R € [1/2,1] and zero elsewhere in [25]. But in this case, the accuracy is limited by the

iCompared to the case described in [25], dimensionless variables are defined thanks to the use of typical
values for the time (T =0.01611s, the period of the oscillations at the injection), for the droplet surface (So =
47IR(2J with Ry =30um), for the velocity (1 (zg) =4ms~!, the velocity at the nozzle inlet) and for the droplet
number density (19=2.9 10°m—3). The Knudsen number is then defined by Kn=1/(Tuz(z9)Sono).
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singularity of the distribution. To avoid that, a quite similar but regular distribution is
used: the beta PDF defined in section 3.1.5. The Knudsen number is Kn = 0.0471, the
evaporation rate is £ =0.283 and the Stokes number is characterized by A= Stg—s) =0.357.

The spatial domain is [zo,2z0] so that only a few droplets go out of this domain, most
of them being completely evaporated before they could go through the domain. The com-
putations are done for a time corresponding to 9 periods of the injected mass oscillations,
since after 8 periods, the solution becomes periodic in the whole domain.

6.2 Numerical strategy and results

Concerning the numerical strategy used for the computations with OSM or TSM, a Strang
splitting is used between the transport in the physical space and the transport in the
phase space (source terms of evaporation, drag and coalescence). All numerical schemes
have to preserve the non-negativity of the mass densities of the sections and also the
realizability conditions for TSM. For the transport in the physical space, a second order
kinetic scheme is used, based on the one given in [4] but specifically adapted to the nozzle
configuration. This scheme is described in Appendix C. Let us highlight in the particular
case of the model considering an affine reconstruction of the velocity in the section, that
the velocity is assumed to be constant in the sections for this transport operator, since it
is not the aim of this paper to develop a transport scheme for this model in the nozzle
configuration. Moreover, a scheme adapted to this model can be found in [38] for more
classical configurations, with cartesian meshes. For the transport in phase space, a split-
ting is done between drag/evaporation and coalescence. The scheme for evaporation
and drag is given in section 4.2.1 and the scheme for coalescence is given in section 5.

A 600-point uniform discretization of the spatial domain is used. The splitting time
step is equal to 0.0025 in such a way that the convective CFL is about 0.48. This choice
leads to small errors due to the time and space discretizations compared to the error
due to the size discretization. A reference solution is obtained by using OSM with 1024
sections equidistributed in surface between 0 and S,x =7.111, plus the last section. The
choice of S, allows to obtain a completely negligible mass in the last section, this section
being badly represented by OSM. For the other computations, sections with a constant
width AS=0.25 are considered in [0,S,.x], plus a last section [Sqx, +00[, with a maximal
value of the surface then depending on the number N of sections: Sj.x = (N—1)AS.
Considering OSM, a total of 20 sections are used, whereas only 12 sections are used for
TSM, with a constant or an affine reconstruction of the velocity. Indeed, adding more
sections only leads to a slight accuracy improvement for this method, which is able to
describe correctly the last section. The profiles at t =8.44 (in the ninth period) of the
total mass density, the mass averaged velocity and the Sauter mean radius are plotted
in Figure 11. One can see the accuracy of TSM compared to OSM even with a smaller
number of sections. Moreover, with the affine reconstruction of the velocity in the section,
TSM leads to even better results, very close to the reference solution.
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7 Conclusion

In this paper, we have provided a very robust affine closure for the Two Size Moment
method for polydisperse spray simulations, which allows to reduce the overall cost and
increase accuracy and stability compared to previous approaches. In the pursuance of
high order coupled methods, the velocity reconstruction has also been improved. The
new method allows an easy computation of the source terms. Moreover, robust and ac-
curate schemes were developed for simplified source terms, ensuring the realizability
of the moments and easily extendable to more complex physical models, thanks to the
flexibility of the present strategy. The verification of the method has been done on var-
ious cases, with evaporation, drag and coalescence, and especially on an unsteady 2D
case. The high order of the reconstruction and of the schemes have then been shown
in the asymptotics of a large number of sections. Also the accuracy of the method was
exhibited when a reduced number of sections is used. So the description of the spray, of
its size polydispersity, of its size-conditioned velocities, and of their evolution through
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drag, evaporation, coalescence etc., can be suitably achieved with a Two Size Moment
method based on the present affine reconstruction with a low number of sections (be-
low 10). It is important for industrial applications such as spray combustion, spray in
solid rocket motors and many other industrial needs, since the numerical cost is a cru-
cial issue. In our point of view, the present strategy is a good trade-off between com-
plexity /accuracy and flexibility /cost without renouncing to robustness, which is a key
feature of numerical simulation. In addition, this method is a good candidate for being
coupled to the Anisotropic Gaussian velocity closure introduced to treat particle trajec-
tory crossings [37]. This combination is expected to describe both the size polydispersion
and also the velocity dispersion induced by some droplet trajectory crossing especially
occurring in turbulent flows [12,13].

A Affine reconstruction in volume variable

When considering the volume variables, mass and number densities in the section are

then integer moments of the NDF: 1, = 1}211 nV(V)dV and my = ‘Z’i] VnV(V)dV. The

same kind of reconstruction as in section 3.1.2 can then be considered:

0 si Vi1 <V <V
(k)
FV)={ mct(B—m) Sy iV <v<y® (A1)
b a
0 si v <v<v

with the same three cases as for the affine in S reconstruction, meaning that f is contin-
uous inside the section. One can then easily prove the following proposition:

Proposition A.1 (Affine reconstruction from integer moments). Let 1, >0 and m €| Vy_1ny, Ving|,
for some k€{1,2,...,N}. Then, their exists on | Vs_1, V[ a unique non-negative continuous
function f; given by (3.4) and such that

Vi Vi

L RW)AV =ny, / S VW)Y =my. (A2)

Vi1 Vi1

Its parameters are given by:
Vi+2Vi_

My _ Vit 2Vi

e IfV 1< — , then Va(k) =Vi_1, Bx=0and
Ny 3
2n?
v 3™ oy o= Tk A3
f nk -1, &k 3 (mr— Vi 1p) (A.3)
2Vi_ 2 _
o 1f Vi 2Vier Mk 2VitVir o0y _y v v, and
3 Ng 3
2 2
K= [(2Vk+Vk,1)nk—3mk], ,Bk: [3mk— (Vk—i—ZVk,l)nk]. (A4)

(AVk)? (AVi)?
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2Vi+Vi_
° IfM<ﬂ<Vk, then V(k):Vk, Dckzo and
3 N b
v® —3"k 5y, B :i (A.5)
a o ke Pk 3(Ving—my) '

The same kind of analysis as in sections 3.1.3 and 3.1.4 could be done for this recon-
struction. For example, one can show that, in case 2: || f—f7 [| .= (v, , v < %AV2 1|z (0,0)-

But the evaporation with a constant rate K = Ks generates NDFs f° that are non-
necessarily zero at S =0, since the solution is shift of the initial NDF. Let us then consider
such kind of function (in fact, the gamma and regular functions defined in section 3.1.5)
and let us do its piecewise affine reconstruction f; from its moments. The corresponding
function £5(S)=3/Sf? (5%/2) is plotted in Figure 12 for 4 or 16 sections. When the initial
distribution if zero at S =0, as the gamma one, the reconstruction is good. But when
it is not the case, the accuracy is affected, especially close to zero and the evaporation
fluxes will not be accurately evaluated. This shows that this kind of reconstruction is not

adapted to an accurate resolution of the evaporation.

4 ; ; ; ; ; 2

distribution function
N
T
L
distribution function
[
L

| | | | | | | | | | | | | | | |
% 0.2 04 06 08 1 % 0.2 04 06 0.8 1

S S

Figure 12: Distributions as a function of S corresponding to a linear reconstruction in V with 4 (red curve) and
16 (blue curve) sections of the gamma function (left) and of the regular one (right).

B Backward Euler scheme for evaporation and realizability

Let us evidence the realizability problems with the use of an explicit Euler scheme di-
rectly on the purely evaporating system (4.1,4.2):

n T =nf + At [Kxyep1 (£ Sk) — K (t,Sk-1)],

s
m{tt =ml 4+ At Ksz/sz+1(t,5k)_KszﬁKk(t/Sk—l)_g s " SV2Kk(£,5)dS |
k-1
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then (n*!,m{*1) satisfies the realizability condition (2.6) if and only if

3 Sk 12 Sk
Ko [ 82 k(S) g (Sp))ds < [

§%/2—8Y/% | ki(S)dS
Sk-1 Sk—]|: k_l} k< )

and

3 Sk Sk
KAE [ 812 [i(Si 1) —ra(S)]dS </

|:SS/2 S3/2:| Kk(S)dS
Sk—1 Sk 1

Let us consider, for example «y 1 (Sx) =0, the first constraint is written

2[5 [53/2—53/2} K (S)dS
3f Sl/sz dS

KALt<

(k)

and, if m;} /n}! tends to zero (which corresponds to case 1 of the reconstruction, where S,

( (k)3/2)7 3/2

tends to Sx_1), then the right-hand side term is equivalent to 1, which tends to

3,/5k)

zero. So, in this case of an emptying section, the time step has eventilally to become very
small to ensure the realizability condition (2.6). This shows that this ODE solver, as well
as any explicit SSP Runge-Kutta method, may introduce some realizability failures and
will then not be robust.

C Transport scheme for the nozzle test case

In order to discretize the transport part of the multi-fluid system (2.8-2.10), that is, the
left-hand side of the system of conservation equations for unsteady configurations, we
consider a second-order finite volume kinetic scheme similar to the one introduced by
Bouchut et al. for pressureless gas dynamics equations [4] and already adapted for OSM
in the nozzle configuration in [25]. For the sake of simplicity, the variables of each section
k are denoted p for the mass density my, n for the number density n; and u for the axial
velocity ux. Moreover, the momentum is denoted g = pu. In the axisymetrical configu-
ration, there are no azimuthal velocity and thanks to the similarity assumption the axial
velocity only depends on the axial coordinates z and the reduced radial velocity u, /r is
u/z. The equations then reduce to the following 1D unsteady system:

(5ol
q q q

Asin [4,25], a correspondance is done with a kinetic equation, adapted here to our config-
uration. Indeed, starting at time ¢ with the functions p"(z), n"(z)=p" (z) " (z) and u"(z),
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the functions at time #"*! can be obtained by solving the transport equation derived from
the similarity assumption:

o f+2§ FHEa.f=0, 1)
f(z,8,0t")=f"(2,8,0) =M(p"(2),u" (z),u" (2),8,0),

where the Maxwellian M is defined for any p >0, (1,u,¢,{) € R* by M(p,u,u,&,{) =
p6((¢,0)—(u,u)) and by projecting the obtained distributions in order to get their new
moments. The analytical solution of the problem at the kinetic level is:

N
fein= () pe-te-men €2

The new moments are then obtained by projecting the exact solution:

pn+1(z) 1 1
W@ =@ | @) ) =[] ¢ | feenrtded
qn+1(z> M”Jrl(z) g

Let us notice here that the variable ( is just added here to be able to write the equation
on the number n. It represents the ratio n/p, ie ny/my and it then belongs to the interval

11
372,372 |+
57754

Here, a finite volume is used with a uniform spatial discretization, the size of the cells
being denoted Az and the averaged values of p"(z), n"(z) and 4" (z) on the cell j defined
by [z]-_ 1Zj1 | and denoted pj, ni =pjuj and gi =p7u;. The scheme is then:

n—+1

b g At At

i o I B et I N
S u Az ) AzLUit: "J—2
q] EI]

where the fluxes are given by
et

fr+1 .
/Rz () (2,8,Gt)dgdzds, Gi= Amxt /’12Rzz() (2,&,0;t)dEdgdedz

N\»—l

]+

N

The obtained fluxes rely, through (C.2), on the knowledge of functions p"(z), u"(z)
and u"(z), which have to be determined from the discrete values p;?, n}" and q;?. We
use piecewise constant over half-cells, as for the simplified second-order kinetic scheme
defined in [4]. If we do not write, on purpose for the sake of legibility, the n exponent,
the moments take the form

R

p@=py plE)=p, ul@=ul, z_y<z<z,
p(z):p]L+% V(Z):V]L+% M(Z):M]].i'»% Z]<Z<Z]‘+%/
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the values in each half cells being computed in the same way as in [4,25]. Let us denote

uk At uk | At uk | At ub | At
AR = J—2 ok = Jt+3 ,BR = ]2 ﬁL = Jt3
1 — 7 ‘+7_ Vi 1 — . 7 '_,'_7_ .
=2 Zj—% Jt3 ZH_% =2 Zj JT32 Zj

Under the CFL-like condition £t sup, |u"(z)|< 3, and assuming that all velocities are pos-
itive, the fluxes can be written:

1
n o _ L L L L o1 2
Fammmmig | D [P tale)
it
n_ L L yLl 1 L L (XJ‘L—% IXJ‘L—%
Gl=p; 1u; i1 1 — 1-
i =P u]L 2 og( —HX]*%) -1 6 +2(1+D¢L L)
i1 )
J=2
1 r R R R
1
+oR Uk, pe log % +log b = I 'B]_%
mrma | R zj T+aR ] 2(1+aR ) 2(1+pR )
-1 L 2 -2 =2 =2
! [ Z.. 1 ok 1 L 1
L L uk It3\ ( L ) gt | itz
+p]+%uj+% u]LJr% log< 2 > log 1+ﬁj+1 oz |1 ¢ 2048 ) |
it /b "
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