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#### Abstract

We consider two models: simultaneous CP decomposition of several symmetric tensors of different orders and decoupled representations of multivariate polynomial maps. We show that the two problems are related and propose a unified framework to study the rank properties of these models.


Keywords: coupled CP decomposition, polynomial decoupling, generic rank, X-rank

## 1 Introduction

Tensor decompositions became an important tool in engineering sciences and data analysis. Several models require tensor decompositions with additional constraints (coupled decompositions or structured tensors), but the properties of these constrained decompositions are not so well understood.

In this paper, we consider two models of this kind: i) simultaneous CP decomposition of symmetric tensors of different orders (motivated by blind source separation) and ii) decoupling of multivariate polynomials (motivated by problems of identification of nonlinear dynamical systems). We show that these two models are strongly related, and that the notion of rank in these models enjoys many properties similar to tensor rank.

First we define a source separation model in Section 1.1, and next the polynomial decomposition model in Section 1.2. Finally, the organization and contributions of the paper are described in Section 1.3 .

### 1.1 Blind source separation and independent component analysis

Consider a linear mixing model [6] in source separation

$$
\mathbf{x}=A \mathbf{s}
$$

[^0]where $A$ is an (unknown) mixing matrix
$$
A=\left(\mathbf{a}_{1} \cdots \mathbf{a}_{r}\right) \in \mathbb{K}^{n \times r}
$$
$\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$, and $\mathbf{s}=\left(s_{1} \cdots s_{r}\right)^{\top}$ is the vector of independent (real or complex) random variables. Then the cumulants of $\mathbf{x}$ up to order $d$ can be expanded as
\[

$$
\begin{align*}
\mathcal{C}_{\mathbf{x}}^{(1)} & =c_{1,1} \mathbf{a}_{1}+\cdots+c_{1, r} \mathbf{a}_{r}, \\
\mathcal{C}_{\mathbf{x}}^{(2)} & =c_{2,1} \mathbf{a}_{1} \otimes \mathbf{a}_{1}+\cdots+c_{2, r} \mathbf{a}_{r} \otimes \mathbf{a}_{r}, \\
& \vdots  \tag{1}\\
\mathcal{C}_{\mathbf{x}}^{(d)} & =c_{d, 1} \mathbf{a}_{1} \otimes \cdots \otimes \mathbf{a}_{1}+\cdots+c_{d, r} \mathbf{a}_{r} \otimes \cdots \otimes \mathbf{a}_{r},
\end{align*}
$$
\]

where $c_{j, k}$ is the $j$-th cumulant of the random variable $s_{k}$ [9].
In algebraic algorithms for blind source separation, typically a relaxed version of the decomposition problem (1) is considered. For example, in some approaches, a single cumulant (e.g., fourth order) is considered; in others the problem is reduced to decomposition of a partially symmetric tensor, see [69] for an overview. In most methods the structure of the joint decomposition (1) is lost, which we aim to avoid in this paper.

We should note that there exist few algorithms for blind source separation which use simultaneous diagonalization of symmetric tensors. In [8] a special case of $d=4, n=2$ is considered, and fourth- and third-order cumulants are simultaneously diagonalized by finding a common kernel of two matrices. In [7], a similar idea is used for combining cumulants of higher orders. (In [7] the case of $n>2$ sensors is also considered, but is treated suboptimally.) A theoretical framework for joint decomposition of cumulant tensors is also addressed in 4], but without proposing numerical algorithms.

### 1.2 Block-structured models of nonlinear systems

A common problem in nonlinear system identification is to decompose a multivariate nonlinear mapping $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ in a block-structured form as a linear map followed by univariate nonlinear transformations, the outputs of which are linearly mixed again, see Fig. 1. This problem appears in identification of nonlinear state-space models [18] and parallel Wiener-Hammerstein systems [16].


Fig. 1. Decomposition of a multivariate function in a block-structured form.

If the multivariate function is represented as a polynomial, and the scalar nonlinear functions are also polynomials, then the decomposition in Fig. 1 becomes a polynomial decomposition problem, which we describe formally below.

Let $\mathbb{K}$ be $\mathbb{R}$ or $\mathbb{C}$. By $\mathbb{K}_{d}[\mathbf{z}]$ we denote the space of homogeneous polynomials of degree $d$, and by $\mathbb{K}_{\leq d}[\mathbf{z}]$ the space of polynomials of degree $\leq d$. Consider a multivariate polynomial map $F: \mathbb{K}^{n} \rightarrow \mathbb{K}^{m}$, i.e., a vector $F(\mathbf{z})=\left(f_{1}(\mathbf{z}) \cdots f_{m}(\mathbf{z})\right)^{\top}$ of multivariate polynomials $\left(f_{i} \in \mathbb{K}_{\leq d}[\mathbf{z}]\right)$ in variables $\mathbf{z}=\left(z_{1} \cdots z_{n}\right)^{\top}$. We say that $F$ has a decoupled representation, if it can be expressed as

$$
\begin{equation*}
F(\mathbf{z})=B \cdot \mathbf{g}\left(A^{\top} \mathbf{z}\right) \tag{2}
\end{equation*}
$$

where

$$
A=\left(\mathbf{a}_{1} \cdots \mathbf{a}_{r}\right) \in \mathbb{K}^{n \times r}, \quad B=\left(\mathbf{b}_{1} \cdots \mathbf{b}_{r}\right) \in \mathbb{K}^{m \times r}
$$

are transformation matrices, and $\mathbf{g}: \mathbb{K}^{r} \rightarrow \mathbb{K}^{r}$ is defined as

$$
\mathbf{g}\left(t_{1}, \ldots, t_{r}\right)=\left(g_{1}\left(t_{1}\right) \cdots g_{r}\left(t_{r}\right)\right)^{\top}
$$

where $g_{k}$ are nonhomogeneous univariate polynomials of degree $\leq d$.
The decomposition (2) is exactly the one depicted in Fig. 1, and can be also equivalently represented as

$$
\begin{equation*}
F(\mathbf{z})=\mathbf{b}_{1} g_{1}\left(\mathbf{a}_{1}^{\top} \mathbf{z}\right)+\cdots+\mathbf{b}_{r} g_{r}\left(\mathbf{a}_{r}^{\top} \mathbf{z}\right) \tag{3}
\end{equation*}
$$

Recently, two different, but related methods were proposed for solving the decoupling problem in the case $m>1$, see [18] and [11]. Both methods are based on CP decomposition of a non-symmetric tensor constructed from the coefficients of the polynomial mapping. We also should note that there exist other tensor-based methods for identifying block-structured systems [13], which operate with structured tensors.

### 1.3 Contributions of this paper

The first aim of this paper is to show that the joint CP decomposition described in Section 1.1 is a special case of the polynomial decomposition from Section 1.2 . Next, we show that both models can be viewed as a special case of $X$-rank decomposition: a powerful concept proposed recently in [2]. This concept provides a unified framework for studying properties of rank of the models (minimal $r$ in (11) or (3)), and reformulate these questions in the language of algebraic geometry. Finally, we prove that underlying algebraic varieties are irreducible. As a consequence, the following results (proved in [2]) hold true.

1. For $\mathbb{K}=\mathbb{C}$, a generic (i.e., drawn with probability 1 ) collection of tensors (a generic polynomial), has the same rank, called complex generic rank $r_{\text {gen }, \mathbb{C}}$.
2. For $\mathbb{K}=\mathbb{R}$, the rank of a generic collection of tensors (or a generic polynomial) is at least $r_{g e n, \mathbb{C}}$.
3. For the both real and complex fields, the maximal rank is at most twice the generic complex rank, i.e., $r_{\max , \mathbb{R}}, r_{\max , \mathbb{C}} \leq 2 r_{\text {gen, } \mathbb{C}}$.

## 2 Polynomial decompositions

### 2.1 Symmetric tensors and polynomials

There is a one-to-one correspondence between symmetric $\overbrace{n \times \cdots \times n}^{s}$ tensors and homogeneous polynomials of degree $s$ [5]:

$$
\begin{equation*}
T(\mathbf{z})=\mathcal{C} \times_{1} \mathbf{z} \cdots \times_{s} \mathbf{z} \in \mathbb{K}_{s}[\mathbf{z}] \tag{4}
\end{equation*}
$$

Now assume that the tensor $\mathcal{C}$ admits a CP decomposition

$$
\begin{equation*}
\mathcal{C}=c_{1} \mathbf{a}_{1} \otimes \cdots \otimes \mathbf{a}_{1}+\cdots+c_{r} \mathbf{a}_{r} \otimes \cdots \otimes \mathbf{a}_{r} \tag{5}
\end{equation*}
$$

Then, by (4), decomposition (5) is equivalent to the decomposition

$$
\begin{equation*}
T(\mathbf{z})=c_{1} \ell_{1}^{d}(\mathbf{z})+\cdots+c_{r} \ell_{r}^{d}(\mathbf{z}) \tag{6}
\end{equation*}
$$

where $\ell_{k}(\mathbf{z}):=\mathbf{a}_{k}^{\top} \mathbf{z}$ is a linear form. The decomposition (6) is called Waring decomposition [5].

### 2.2 Decomposition of polynomials

By equivalence between (5) and (6), the system (1) can be rewritten as

$$
\begin{align*}
T^{(1)}(\mathbf{z}) & =c_{1,1} \ell_{1}(\mathbf{z})+\cdots+c_{1, r} \ell_{r}(\mathbf{z}) \\
T^{(2)}(\mathbf{z}) & =c_{2,1} \ell_{1}^{2}(\mathbf{z})+\cdots+c_{2, r} \ell_{r}^{2}(\mathbf{z}) \\
& \vdots  \tag{7}\\
T^{(d)}(\mathbf{z}) & =c_{d, 1} \ell_{1}^{d}(\mathbf{z})+\cdots+c_{d, r} \ell_{r}^{d}(\mathbf{z}) .
\end{align*}
$$

Now define the non-homogeneous polynomial $F \in \mathbb{K}_{\leq d}[\mathbf{z}]$ as

$$
\begin{equation*}
F(\mathbf{z})=T^{(1)}(\mathbf{z})+\cdots+T^{(d)}(\mathbf{z}) \tag{8}
\end{equation*}
$$

Then from (7) it is easy to see that simultaneous Waring decomposition (7) (hence, the simultaneous symmetric CP decomposition (1)) is equivalent to the following problem: Given a multivariate polynomial $F \in \mathbb{K}_{\leq d}[\mathbf{z}]$, find minimal $r, g_{k} \in \mathbb{K}_{\leq d}[t]$ (univariate polynomials) and $\mathbf{a}_{k} \in \mathbb{K}^{n}$ such that

$$
\begin{equation*}
F(\mathbf{z})=\sum_{k=1}^{r} g_{k}\left(\ell_{k}(\mathbf{z})\right) \tag{9}
\end{equation*}
$$

where $\ell_{k}=\mathbf{a}_{k}^{\top} \mathbf{z}$ and $g_{k}(t)=c_{0, k}+c_{1, k} t+\cdots+c_{d, k} t^{d}$.
Note 1. Evidently, decomposition (9) is a special case of (3) with $m=1$. Vice versa, any decomposition of the form $(3)$ with $m=1$ can be reduced to (9). Indeed, we can always assume that the linear transformation $B$ is equal to $B=$ $(1 \cdots 1)$, without loss of generality.

The authors are aware of only one work [1] which studies the theoretical properties of (9), and more precisely the maximal rank. Also, a practical algorithm for computation of the decomposition (9) was proposed recently in [17].

## $3 \quad X$-rank decompositions

Here we recall a general definition of $X$-rank [2]. We will try to show how the decompositions in Sections 1.1 and 1.2 may fit in the $X$-rank framework.

Let $W$ be a vector space over $\mathbb{K}$, and $\mathbb{P} W$ be the corresponding projective space. Let $X \subset \mathbb{P} W$ be a nondegenerate projective variety and $\widehat{X}$ be an affine cone over $X$. Then for any $v$ in $W \backslash\{0\}$ we can define the $X$-rank

$$
\begin{equation*}
\operatorname{rank}_{X}(v)=\min r: v=\widehat{x}_{1}+\cdots+\widehat{x}_{r}, \quad \widehat{x}_{k} \in \widehat{X} \tag{10}
\end{equation*}
$$

The variety $X$ (and its affine cone $\widehat{X}$ ) represents the set of rank-one terms.
Let us fix the variety $X$. The maximal $X$-rank is defined as

$$
r_{\max }:=\max _{v \in W} \operatorname{rank}_{X}(v)
$$

The typical ranks $r_{t y p, k}$,

$$
r_{t y p, 0}<\ldots<r_{t y p, n_{t y p}} \leq r_{\max }
$$

are all the numbers such that the sets $\left\{v \in W \mid \operatorname{rank}_{X}(v)=r_{t y p, k}\right\}$ have nonempty interior in Euclidean topology (see also [2]). Informally speaking, the typical ranks are the $X$-ranks that appear with non-zero probability if we draw randomly the vector $v$ from a continuous probability distribution on $W$.

For $X$-ranks, the following basic results are known [2].
Theorem 1 ([2, Theorems 1,3]). If $r_{t y p, 0}$ is the smallest typical (real or complex) rank, then $r_{\text {max }} \leq 2 r_{\text {typ }, 0}$.
Theorem $2([2$, page 1] $)$. If $\mathbb{K}=\mathbb{C}$ and $X$ is an irreducible variety, then there exists a unique typical rank (called generic rank, and denoted by $r_{\text {gen }}^{\mathbb{C}}$ ).
Theorem 3 ([2, Theorem 2]). If $\mathbb{K}=\mathbb{R}$ and $X$ is an irreducible variety, and $X_{\mathbb{C}}$ is its complexification, then the smallest typical real rank equals the generic rank, i.e., $r_{t y p, 0}^{\mathbb{R}}=r_{\text {gen }}^{\mathbb{C}}$.

It is easy to show that decompositions (3) and (9) can be viewed as special cases of 10 , as pointed out below.

1. Rank-one polynomials (9): take $W=\mathbb{K}_{\leq d}[\mathbf{z}]$ and

$$
\begin{equation*}
\widehat{X}:=\left\{f(\mathbf{z}) \in W \mid f(\mathbf{z})=g\left(\mathbf{a}^{\top} \mathbf{z}\right), g(t)=\sum_{j=0}^{d} c_{j} t^{j}, \quad \mathbf{a} \in \mathbb{K}^{n}\right\} \tag{11}
\end{equation*}
$$

2. Rank-one polynomial maps (3): take $W=\left(\mathbb{K}_{\leq d}[\mathbf{z}]\right)^{m}$ and

$$
\begin{equation*}
\widehat{X}:=\left\{F(\mathbf{z}) \in W \mid F(\mathbf{z})=\mathbf{b} g\left(\mathbf{a}^{\top} \mathbf{z}\right), g(t)=\sum_{j=0}^{d} c_{j} t^{j}, \mathbf{a} \in \mathbb{K}^{n}, \mathbf{b} \in \mathbb{K}^{m}\right\} \tag{12}
\end{equation*}
$$

Although we expressed the rank-one sets in (11) and (12), it is not immediate that we can use Theorems 1-3. We still need to prove that these sets are algebraic varieties and are irreducible. This is exactly the goal of the following section.

## 4 Irreducibility and generic rank

### 4.1 Algebraic description

Here we provide an alternative (algebraic) description of the sets (11) and 12 . For a finite-dimensional vector space $V$ over $\mathbb{K}$ we denote by $S^{d} V$ the space of symmetric multilinear forms. (In particular, if $V$ is isomorphic to $\mathbb{K}^{n}$, then $S^{d} V$ is isomorphic to $\left.\mathbb{K}_{d}\left[z_{1}, \ldots, z_{n}\right]\right)$.

Rank-one polynomials Consider the following map.

$$
\begin{align*}
\psi_{1}: V \times \mathbb{K}^{d} & \rightarrow \overbrace{V \oplus S^{2} V \oplus \cdots \oplus S^{d} V}^{W_{1}}:  \tag{13}\\
\left(\mathbf{a},\left(c_{1}, \cdots, c_{d}\right)\right) & \mapsto\left(c_{1} \mathbf{a}, c_{2} \mathbf{a}^{2}, \ldots, c_{d} \mathbf{a}^{d}\right) .
\end{align*}
$$

Next, we define $\widehat{X}_{1}$ as the image of $\psi_{1}$ :

$$
\begin{equation*}
\widehat{X}_{1}:=\psi_{1}\left(V \times \mathbb{K}^{d}\right) \tag{14}
\end{equation*}
$$

It is easy to see that (14) corresponds to (with the constant part of the polynomials removed).

Rank-one polynomial maps Now consider the following map.

$$
\begin{aligned}
\psi_{m}: \mathbb{K}^{m} \times V \times \mathbb{K}^{d} \rightarrow & (\overbrace{\left.V \oplus S^{2} V \oplus \cdots \oplus S^{d} V\right)^{m}}^{W_{m}}) \\
\left(\mathbf{b}, \mathbf{a},\left(c_{1}, \cdots, c_{d}\right)\right) \mapsto & \left(b_{1} c_{1} \mathbf{a}, b_{1} c_{2} \mathbf{a}^{2}, \cdots b_{1} c_{d} \mathbf{a}^{d}\right. \\
& \vdots \\
& \left.b_{m} c_{1} \mathbf{a}, b_{m} c_{2} \mathbf{a}^{2}, \cdots b_{m} c_{d} \mathbf{a}^{d}\right) .
\end{aligned}
$$

Next, we define $\widehat{X}_{m}$ as the image of $\psi_{m}$ :

$$
\begin{equation*}
\widehat{X}_{m}:=\psi_{m}\left(\mathbb{K}^{m} \times V \times \mathbb{K}^{d}\right)=\mathbb{K}^{m} \otimes \widehat{X}_{1} \tag{15}
\end{equation*}
$$

where $\widehat{X}_{1}$ is defined in (14). It is easy to see that 15 corresponds to (with the constant parts of the polynomial maps removed).

Note 2. Since $\widehat{X}_{1}=\psi_{1}\left(V \times \mathbb{K}^{d}\right) \subset W_{1}$ is the affine cone of a projective variety $X_{1} \subset \mathbb{P} W_{1}$, then $\widehat{X}_{m}$ is the affine cone of the image of the Segre embedding $f$ : $\mathbb{P}^{m-1} \times X_{1} \rightarrow \mathbb{P}\left(\mathbb{K}^{m} \otimes W_{1}\right)$ defined by $f([b],[x])=[b \otimes x]$, where $x \in \widehat{X}_{m} \subset W_{m}$.

### 4.2 Bundle description and irreducibility of $X$

Proposition 1. The set $\widehat{X}_{1}$ defined in (14) is an irreducible affine algebraic variety. Consequently, it is an affine cone over a projective variety.

Proof. Let $\mathbb{P} V$ be a complex projective space of dimension $n-1$. Define $\phi$ : $\mathbb{P} V \rightarrow \mathbb{P} V \times \cdots \times \mathbb{P} S^{d} V$ by $\phi([v])=\left([v], \ldots,\left[v^{d}\right]\right)$, then $\phi$ is an embedding (i.e., $\mathbb{P} V$ is isomorphic to $\phi(\mathbb{P} V))$. Denote the image of $\phi$ by $M$.

Let $T_{W}$ be the tautological line bundle (called canonical line bundle in 15 , $\S 2])$ on a projective space $\mathbb{P} W$, i.e., $T_{W}=\{([w], w) \in \mathbb{P} W \times W \mid w \in W\}$, where $\mathbb{P} W \times W$ is a trivial vector bundle over $\mathbb{P} W$.

Next, let $p_{i}: \mathbb{P} V \times \cdots \times \mathbb{P} S^{d} V \rightarrow \mathbb{P} S^{i} V$ be the $i$-th natural projection, then $D=\bigoplus_{i=1}^{d} p_{i}^{*} T_{S^{i} V}$ is a vector bundle of rank $d$ over $\mathbb{P} V \times \cdots \times \mathbb{P} S^{d} V$, where $p_{i}^{*}$ is the pull-back map induced by $p_{i}$ [15]. Let $E$ denote the restriction of $D$ on $M$, thus $E$ is a closed sub-variety of $D$.

Finally, define $\widetilde{\psi}_{1}: E \rightarrow V \oplus \cdots \oplus S^{d} V$ by

$$
\widetilde{\psi}_{1}\left([v], \ldots,\left[v^{d}\right], c_{1} v, \ldots, c_{d} v^{d}\right)=\left(c_{1} v, \ldots, c_{d} v^{d}\right)
$$

It is easy to see that $\widehat{X}_{1}=\widetilde{\psi}_{1}(E)$.
Since each $\mathbb{P} S^{i} V$ is complete ([14, Def. 7.1]) by [14, Thm. 7.22], $\mathbb{P} V \times \cdots \times$ $\mathbb{P} S^{d} V$ is complete by [14, $\left.\S 7.5\right]$, then

$$
\begin{align*}
\bigoplus_{i=1}^{d} p_{i}^{*}\left(\mathbb{P} S^{i} V \times S^{i} V\right) & \rightarrow V \oplus \cdots \oplus S^{d} V  \tag{16}\\
\left(\left(\left[\alpha_{1}\right], \ldots,\left[\alpha_{d}\right]\right), \beta_{1}, \ldots, \beta_{d}\right) & \mapsto\left(\beta_{1}, \ldots, \beta_{d}\right)
\end{align*}
$$

is proper by [14, $\S 7.16 \mathrm{a}$ ], where $\alpha_{i}, \beta_{i} \in S^{i} V$. Thus by [14, $\S 7.17$ ], the restriction to $D \rightarrow V \oplus \cdots \oplus S^{d} V$ is proper, and then $\widetilde{\psi}_{1}: E \rightarrow V \oplus \cdots \oplus S^{d} V$ is proper. By definition of properness, $\widetilde{\psi}_{1}$ is universally closed, so $\widehat{X}_{1}=\widetilde{\psi}_{1}(E)$ is closed, i.e., $\widehat{X}_{1}$ is an affine variety. Because $E$ is irreducible, $\widehat{X}_{1}$ is also irreducible.

By Note 2 from Section 4.1 we have the following corollary.
Corollary 1. $\widehat{X}_{m}$ defined in (15) is also irreducible, and is an affine cone over a projective variety.

Finally, from Proposition 1 and Corollary 1, we have that Theorems 1 , 3 can be applied for decompositions (9) and (3). In particular, for these decompositions there exists a complex generic rank (equal to the minimal real typical rank).

### 4.3 Generic rank for bivariate polynomials

Finally, in the case $n=2$ and $m=1$, the variety $X_{1}$ (corresponding to the affine cone $\widehat{X}_{1}$ defined in 144 ) is a special case of the rational normal scroll 1210 . Using the results [3] on dimension of the $r$-th secant variety $\sigma_{r}(X)$ of a rational normal scroll $X$, we can explicitly find the complex generic rank for this case.

Proposition 2. The generic rank for bivariate polynomials is equal to

$$
r_{g e n}:=\left\lceil\frac{2 d+7}{2}-\frac{\sqrt{8 d+17}}{2}\right\rceil-1
$$

Proof. By [3, p. 359], the dimension of $\sigma_{r}\left(X_{1}\right) \subset \mathbb{P}^{N}$ is $\min \left\{N, N-\frac{(d-r+1)(d-r+2)}{2}+\right.$ $r\}$ (note that there is an incorrect sign in the original paper [3]).

Thus the generic rank $r_{g e n}$ is the maximal $r \in\{1, \ldots, d\}$ such that

$$
N-\frac{(d-r+2)(d-r+3)}{2}+r-1<N
$$

which is equivalent to $r<\frac{2 d+7}{2}-\frac{\sqrt{8 d+17}}{2}$, i.e., $r_{g e n}=\left\lceil\frac{2 d+7}{2}-\frac{\sqrt{8 d+17}}{2}\right\rceil-1$.
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