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LABEL MAPS FUSION FOR THE MARGINAL
SEGMENTATION OF MULTI-COMPONENT
IMAGES

S. Alkama! Y. Chahirl D. Berkani*

Abstract: In this paper, we propose a new technique for merging the label
maps obtained by the marginal segmentation of a multi-component image. In
the marginal segmentation, each component of the multi-component image is inde-
pendently segmented by labeling the pixels of the same class with the same label.
Therefore the number of label maps corresponds to the number of components in
the image. It is then necessary to merge them in order to have a single label map,
i.e. a single segmented image. In the most merging techniques, the compatibility
links between these maps are performed a priori by making the correspondences
between their labels. However the various components are segmented and labeled
independently, label maps are considered as independent sources. It is then diffi-
cult to establish the relationship compatibilities between labels. The method we
propose does not a priori assume any compatibility links. The label maps are com-
bined by superposition. Unfortunately, an over-segmentation is produced. To cope
with this problem, the insignificant regions and classes are eliminated. Finally,
classes are grouped by using hierarchical agglomerative clustering algorithm. Tests
performed on color and satellite images show the effectiveness of this method and
its superiority compared to the vector segmentation. The self-organizing map is
used during the segmentation process in both marginal and vector segmentations.

Key words: marginal segmentation, fusion of label maps, multi-component image,
Self Organization Maps

1. Introduction

Image segmentation is a field of research which is still expanding. The techniques
of image segmentation were first developed for gray-level images (monochrome or
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mono-component), then they were extended to the multi-component images which
have a higher dimension and are provided by more complex vision systems. The
multi-components images provided by these sensors are used in various sectors such
as in medical field, remote sensing, quality control, etc. These images can be color,
multi-spectral, medical, etc.

The segmentation is a critical step in image processing because it affects the
quality of the interpretation and of the decision-making. It consists in regrouping
the pixels of the image in regions according to their characteristics or features.
Several approaches can be used for this purpose. The techniques based on the
pixel classification approach consist in assigning a class number to each pixel of the
image. The result of this operation is a segmented image called a label map where
each pixel is represented by one label which corresponds to the class number in
which this pixel has been assigned. Note that the problems of segmentation and
classification are closely linked and both words can be used to mean the same thing
as all pixels within the same class and which are connected form a region of the
image.

Our interest in this paper is the multi-component image segmentation. Three
approaches are used to segment the multi-component images [12,33,41]. The first
one, called scalar approach, consists in segmenting a single monochrome image ob-
tained by merging all components of the multi-component image. The so-called
vector approach considers each pixel as a vector where each element corresponds to
a component value and only one processing is applied to this image. The approach
described as marginal consists in applying the same segmentation technique inde-
pendently to each component of the image. This last technique provides a set of
label maps where the number of maps is equal to the number of components in the
image. These label maps must be merged in order to provide a single label map.

Contrary to the vector approach where many works deal with this field [1,6,19,
21,26, 30,49, 50], few works has been devoted to the marginal segmentation where
the major difficulty lies in the fusion of label maps. The works dealing with label
maps fusion often merge the binary maps which are edge/no-edge maps obtained
by using a contour detection. The merge of edge/no-edge maps is often performed
by logical operators such as “or” and “and” [8,18,43] or by statistical analysis of
correspondences between these maps [16].

When a label map contains more than two labels the merging problem becomes
more difficult. Some authors [10,32] perform this fusion by using the evidence the-
ory which has been originally introduced by Dempster [14], and further developed
by Shafer [45]. One difficulty of this theory is in the choice of the modeling mass
functions [9]. Another problem with this technique is in establishing the compat-
ibility links between the labels of various maps. In fact, the various components
of the image are segmented and labeled independently since the label maps are
considered as independent sources. There is no guarantee that the same label is
assigned to the same area of interest in these different maps. To complete the fu-
sion by the evidence theory, the correspondence between the labels must be made
in advance.

The fusion of the label maps can be performed also by using the majority-vote
rule [39]. This technique starts by establishing the correspondence of labels in the
different label maps. Then, the fusion of these label maps, which are semantically
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equivalent, is performed by assigning to each pixel in the final map the label that
occurs most frequently in the original label maps.

Other authors have treated the fusion of label maps differently [20, 22, 31, 33,
46, 47]. For example, Kurugollu et al. [31] propose a semi-marginal color image
segmentation by a multi-thresholding of the RG, RB and BG histograms. The
fusion of three label maps is conducted in two successive steps. The first step
performs the concordance of labels in the three maps by assigning the same value
for the labels having a maximum of occurrences. The next step performs the
maps fusion by assigning for each pixel label that is most repeated in its 5 x 5
neighborhood. Lezoray and Charrier [33] use a morphological clustering, on the
two-dimensional histograms RG, RB and BG, to create three label maps. Then,
they eliminate in each map the regions which are sized less than a structuring
element of size 3 x 3. Thereafter, they superpose these maps. The fusion map thus
generated produces a large number of the labels and regions. A region merging
technique is then performed by using a spatial adjacency graph where the adjacent
and similar regions are merged.

The fusion of label maps is also involved in the combination of several different
segmentations of the same image produced by different parameter settings of the
same segmentation algorithm or by different segmentation algorithms [15, 20, 24,
44]. Combining multiple segmentations can be viewed as a special case of the
cluster ensemble problem, i.e., the concept of combining multiple data clustering
for the improvement of the final clustering result [38]. For example, Franek et
al. [15] produce N segmentations of an image by varying some parameters or by
using different segmentation algorithms. They after generate a super-pixels image
(regions image) by combing these N segmentation label maps. They eliminate small
regions before they use an ensemble clustering method to reduce the number of
objects. Because of eliminating small super pixels before some pixels are unlabeled.
These pixels are simply merged to the neighboring region with the smallest color
difference.

The fusion of label maps is also used in the combination of the segmentation
maps obtained by different segmentations on a same image with different color
spaces [11,17,37]. The fusion model proposed in [37] and [17] combines the indi-
vidual input segmentations by applying a K-means algorithm where each pixel is
characterized by a set of local label histogram values given by each input segmen-
tation. The same strategy with the spatial FCM clustering, instead of K-means,
is used in [11].

We propose in this paper a new fusion technique of the label maps. This pro-
cedure is simple to implement, fast and can be used in various computer vision
applications. It is fully automatic contrary to other techniques that perform the
fusion by using the evidence theory or the ensemble clustering approach. Recall
that to complete the fusion by using the evidence theory or the majority-vote, the
correspondence between the labels must be made in advance, usually by an expert
user and rarely is it performed automatically. In the proposed fusion procedure,
this tedious step is eliminated and the fusion is fully automatic and no correspon-
dence between the labels is needed. Furthermore, some techniques like in [15, 33]
remove small regions in each label maps before the fusion step. This procedure
is then computed as many times as there are components in the image. After


Youssef Chahir


Youssef Chahir



combining the maps, a new removing procedure of the small regions can also be
used. This downstream processing is computationally expensive and removes re-
gions which will be removed in the upstream processing. To save time and because
an upstream processing is more relevant than a downstream processing, in our pro-
posed method only an upstream processing is performed. Indeed, the downstream
processing processes each component independently of the other components, while
the upstream processing involves the interaction of spectral components because it
did on the combined component. The other originality of the proposed fusion pro-
cedure lies in how the pixels belonging to the small (insignificant) regions and small
(insignificant) classes removed, are assigned to the remaining significant classes.

Before the fusion, the classification algorithm SOM (Self Organization Maps)
is used to segment independently each component of the multi-component image.
This algorithm has been widely used and demonstrated its effectiveness in the field
of the image segmentation [2,5,25,27,35,42]. In the proposed fusion procedure,
the label maps are combined into a single map by assigning for the same “label
combination” of label maps the same label in this resulting map. Conversely,
different “label combinations” will have different labels in the resulting map. In
this new and single map, the number of regions and classes (labels) are very high.
Insignificant regions and classes are then eliminated by assigning efficiently their
corresponding pixels to others classes which are considered as significants. Finally,
the hierarchical agglomerative clustering algorithm is used to group the remaining
classes until reach the desired number of classes. The results obtained by this
marginal segmentation technique are compared with those obtained by a vector
segmentation technique using the same SOM algorithm.

The remainder of this paper is organized into five sections. The proposed
marginal segmentation is cursory described in the Section 2. Section 3 is devoted to
the SOM classification algorithm used in the first phase of proposed segmentation.
The steps of the proposed fusion method are detailed in Section 4. The different
results, their assessments and a discussion are given in Section 5. We conclude
with a conclusion in Section 6.

2. Proposed marginal segmentation

In the marginal segmentation approach, the components of the image are processed
separately. The number of components depends on the kind of the multi-component
image. For example, it is equal to three in the case of the color images and it can
be higher in the case of the multi-spectral images.

The marginal segmentation is made in two successive phases which are the
monochrome independent segmentation of each component and the fusion of label
maps obtained in the previous phase.

In the first phase, any gray-level image segmentation technique can be used.
In this paper, the SOM algorithm is chosen to segment each component of the
image because of its effectiveness proved in the field of the image segmentation
[5,25,27,42]. This algorithm is presented in the next section. Each component of
the multi-component image is segmented by the SOM algorithm independently of
others components. A label map of each component is then generated by assigning
to the pixels of the same class a same label and to the pixels belonging to different
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classes different labels. We obtain then as much label maps as there has components
in the image. For example, for the color images, we obtain three label maps.

The second phase of this strategy is very delicate. Some works deal with the
label maps fusion [8,10,31,33]. The most of them need a priori the knowledge of
compatibility links between the label maps. In this paper we propose a new fusion
technique to merge the label maps. This technique do not a priori assume any
compatibility link between labels. It consists of four steps which are illustrated in
Fig. 1. To distinguish the different changes in these steps, an illustration on a color
image is presented. The detail of this phase is given in Section 3. Note that the
label maps are displayed as color images where each label (i.e. class) is represented
by the average color of all pixels having this label (i.e. assigned to this class) and
the boundaries are deliberately indicated in bold by white color.

3. Segmentation by self-organizing maps

Topographic maps or self-organizing maps (SOM) are neural networks that are used
for unsupervised learning. They were introduced for the first time by T. Kohonen
in 1981 [28,29]. Since then, many works deal with the SOM algorithms especially
in the image processing and image segmentation [2,3,35,48]. The most important
feature of these maps is their ability to self-organize observations into groups.

Before developing the principle of self-organizing maps, it is necessary to in-
troduce some notations. Let T be the set of the observations of D dimensions,
T c RP. The self-organizing map is a neural network that consists of two layers
(see Fig. 2):

e An input layer, which is the subset Y = {y;;4 = 1,...,n} of T consisting of
n elements of a learning set. In our case, Y represents a multi-component
image containing the pixels y; characterized by D features. It can also rep-
resent one component of a multi-component image in the case of a marginal
segmentation, in this case D is equal to 1. In this input layer, all states of all
neurons are then forced to the values of the observations ;.

e A 2D computational layer, noted ¢, which is formed of lattice neurons that
are forming the map. This neural set is denoted W = {w.;¢c=1,...,p} and
formed by p vectors of Y, which are D-dimensional. Each of these neurons is
connected to all elements of the input layer.

Let F' be an allocation function defined as an application of Y to the set
{1,...,p} (F : Y — {1,...,p}). This function F' is used to assign to each in-
put vector y; € Y a neuron with the index ¢ selected from the set {1,...,p} and
designated by the weight vector w., such as the vector w, is the most similar to y;.

F(y:) = argmin [ly; — el 1)

During the learning phase of the network, the weight w. of the winning neuron
¢ is modified as well as weights of the neurons of its neighborhood. The distances
d(e, ) which link the neuron ¢ to the other neurons r of the map allow to vary the
relative influence of the various neurons [29].
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Fig. 1 General scheme of the proposed marginal segmentation approach: (a) Orig-
inal image. Marginal segmentation into 7 classes of the components: (b) red (c)
green (d) blue. (e) Combination map (187 classes, 9063 regions). (f) Label map
without insignificant regions (90 classes, 388 regions). (g) Label map without in-
significant classes (73 classes, 814 regions). (h) Final label map (7 classes, 86
regions).

Recall that the distance § in ¢ of any pair of neurons (¢, ) of this map is defined
as the length of the shortest path between ¢ and r on ¢. For example, in Fig. 2
the distance between r and c is §(c,r) = 4.

This relative influence of the various neurons is quantified by the neighborhood
function VT (6(c,7)) which forces the weights of neurons located in the neighbor-
hood of neurone ¢ to get their values near to the input vector y;. The more a
neuron is far from the best matching neuron, the less the variation is important.
The function of neighborhood used in this paper is parameterized by a temperature
factor T' in order to take into account the size of the neighborhood and is given by

V7(5) = exp(—)
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Fig. 2 Representation of a 2D topographic map of Kohonen.

The self-organizing map algorithm minimizes the cost function noted JI _ [29]
given by

TaomW) = > > VT(S(e, Flyi))llys — well®.

;€Y ceC

The minimum is obtained by setting to zero the derivative of JI (W). In the
stochastic version of Kohonen, it is not required to find the global minimum of
JI (W), it is enough to decrease its value. Thus, at the t-th iteration, the weight
¢ of a neuron is modified according to

0JT
t t—1 t som
= + s
We We H awzfl
where
aJ;;m T
. =2 E V2 (8(e, F(yi) (yi — we).

Y; €Y

The neuron weights are updated by using the following equation:
we=we | — u'VT(8(c, F(ya)(we" = wi), (2)
where 1! is a decreasing function according to the iterations t. In this work we use
1
t_ -
YTV

The Kohonen algorithm is summarized in Algorithm 1.

The function V7T of neighborhood is parameterized by a temperature factor 7'
in order to take into account the size of the neighborhood. For large values of T,
an observation y; changes a large number of neuron weights. On the contrary, for
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Algorithm 1 Kohonen self-organizing map algorithm [28].

{1. Initialization phase}
Choose the ¢ structure, the size of the map and the initial p neuron weights W?°
(randomly).
Set the values of Ti,.x and Ty, and the number of iterations Niter, let ¢ = 0.
repeat
{2. t iterative step}
Choose an observation y; (usually randomly).
T Tiax (T‘“
Tmax
For this parameter, perform the following two phases:
Affectation phase: affect the observation y; to the neuron Fi(y;) defined by
the relation (1)
Minimization phase: change the values of W by the relation (2).
t+t+1
{3. Repeat the step 2 iteratively until ¢ = Nite,. }
until £t = Njer

> {Calculate the new value of T'}

small values of T', VT (§(c,r)) is negligible if ¢ # r: an observation influences only
the calculation of the winner neuron weight, w.. At the beginning of the learning
process, the size of the neighborhood is fairly large, but it is made to shrink during
learning. This ensures that the global order is obtained already at the beginning,
whereas towards the end, as the neighborhood gets smaller, the local corrections
of the neuron weights in the map will be more specific. For that, the factor T
decreases during learning from Ti,ax to Tmin. In this paper the size of Kohonen
map is 7 X 7 , then Tax is set to 7 and Ty to 1 (with 7 =10 ).

The self-organization, as we described it, does not solve classification problems.
Each observation is assigned to a neuron of the map, independently of any notion
of class. The classification problem is then just the labeling of each neuron of
the map by a number class. The number of neurons is generally greater than the
desired number of classes, the labeling can be done by grouping suitably these
neurons. In this paper, we propose a grouping procedure based on the hierarchical
agglomerative clustering algorithm [23]. Because of the topology of the map, only
the neighbor neurons and the neighbor sub-groups of neurons in the Kohonen map
are grouped.

After this grouping procedure, we obtain finally the desired number of neurons,
namely K. Each of these neurons is represented by one number noted k£ with
k=1,...,K. The label map is created by assigning for each pixel the number of
the neuron which it is assigned (it should be noted that the word “map” in the
self-organization map (SOM) should not be confused with the word “map” in the
label map).

The vector segmentation by the SOM algorithm provides one label map noted
T while the marginal segmentation provides many label maps, each corresponds
to one component of the image. In this case, they are noted T; withi=1,...,D,
where D is the number of image components (channels). Fig. 3 shows the results
of the vector segmentation and the marginal segmentation of the image “Peppers”
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Fig. 3 Segmentation by the SOM algorithm. (a) Original image, (b1) red compo-
nent, (b2) green component, (b3) blue component, (c) T vector label map, (d1) Ty
marginal label map of the red component, (d2) To marginal label map of the green
component, (d3) Ts marginal label map of the blue component.

by the SOM algorithm. The T label map in this figure is displayed by affecting for
each label (class) the average color of all pixels having this label (class) while the
T; label maps are displayed in a gray levels.

4. Fusion of label maps

The first phase of the marginal segmentation produces D label maps (see the previ-
ous Section). The second phase of the marginal segmentation consists in the fusion
of these label maps. In this section we propose a new fusion technique, which
consists in four steps:

1. combination by superposition of marginal maps,

2. elimination of insignificant regions,

3. elimination of insignificant classes,

4. grouping of classes.

4.1 Combination by superposition of marginal maps

Let us have some D marginal label maps, identifying the components of some
image. The goal of the first step is to create, from the label maps T1,T5,...,Tp
obtained during the marginal segmentation phase, a new label map noted 7', , such
that

Ty, = \/Ti7 (3)

where \/ is an operator which performs the combination by superposing the marginal
label maps T3, i =1,...,D.
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Fig. 4 An example of combination of three label maps: (a) Ty label map, (b) Ty
label map, (c) Ty label map, (d) correspondence of the labels, (e) Ty, label map.

This combination consists in generating the same label in T, for the same
combination of labels in the maps T;, and different labels for different combinations.
An example of the combination by superposition of three label maps (T3, T3, T3)
is illustrated in Fig. 4. Each label map T; has three labels (K = 3), see Fig. 4(a),
(b), (c), and the Ty, produced label map has six labels (classes), see Fig. 4(e).
The correspondence between the six labels in T, and the combination of labels in
(Ty, T, Ts) is given in Fig. 4(d).

Unfortunately, the combination by superposition as proposed here produces an
over-segmentation of the image. Indeed, if we have K classes in each map T;, the
combination procedure produces M; classes in Ty, map with K < M; < K D,
This number, usually high, induces a large number of regions. For instance, in the
example of Fig. 1, each T; label map has 7 classes while the T, map contains 187
classes and 9063 regions.

4.2 Elimination of insignificant regions

To cope with the problem of the over-segmentation, we begin by eliminating very
small regions because they are assumed to be insignificant regions (holes and noises)
and can’t really correspond to any object in the image. Note that the regions are
constituted of the adjacent pixels belonging to the same class. They are determined
by using a connected component analysis procedure from the label class map 7%, .
The corresponding region map is noted R with R = UR; (R; indicates the i-th
region) and R; N R; = () for i # j.

The insignificant regions are the areas with sizes that don’t exceed 0.06 % x n
pixels (n is the image size). This threshold value is chosen experimentally after
several tests with different color images and satellite images. For example, for an
image of 128 x 128 size, the threshold value is equal to 9 and for an image of
256 x 256 size, it is equal to 39.

The eliminated regions are generally merged to neighbored regions. However in
this paper we propose another strategy which consists in assigning the pixels of the
eliminated regions to classes which contain pixels neighborhood to these eliminated
regions. This new strategy is performed as follows.
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For each insignificant region R;, we compute its mean color ¥, by using the
pixel values of this region,
_ 1
Y = . Z Yjs

tjey

where n; is the number of pixels in the region R; and §2; is the set of the indices of
pixels constituting the region R;.

After that, we seek in the T, label map, the classes of neighborhood pixels of
this region R;. Let I'; be the set of these classes, I'; = {C}) : C} is the class of
neighboring pixels to the region R;}.

For each class Cy of I'; (labeled k in Ty, map), we compute its mean color 7y
as

The pixels of the insignificant region R; are then labeled by the index of that
class C} of T';, which has its mean color closest to the mean color of this region.
Let us denote this index as [. It can be obtained as

I = argmin |[7; — 7|

At the end of this step, we get another label map noted T, which contains M,
classes (Ms < M) with a reduced number of regions. For the example in Fig. 1,
the 187 classes in Ty, becomes 90 in T, and the 9063 regions in Ty, becomes 388
in Tf2.

The algorithm describing this procedure is given in Algorithm 2 and an illus-
trative example is given in Fig. 5. Fig. 5(a) shows the label class map Ty, and
Fig. 5(b) shows its corresponding region map. The region Ry is considered as in-
significant. It can be merged to one of the classes of its neighborhood among the
set {C1,Cq,C3,Cs}. If the mean color of Cy is supposed closest to the mean color
of the region Ry, then the pixels of this region are assigned to Cy (Fig. 5(c)).

Algorithm 2 Algorithm of elimination of insignificant regions.

Ty, < Ty,

Decompose the Ty, map (class map) into a region map R

Find all insignificant regions in the region map R (i.e. their size does not exceed

0.06 % of the image size)

for all insignificant regions do
Find the classes which have pixels neighboring to this insignificant region
Among these classes, find the one that have a mean color nearest to the mean
color of this insignificant region
Join the insignificant region to this class (i.e. give to the pixels of the insignif-
icant region in T, the same label of the class found before)

end for
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(c)

Fig. 5 Ezample of elimination of insignificant regions: (a) Ty, label map, (b) R
region map, (c) Ty, label map.

4.3 Elimination of insignificant classes

In the previous step, the number of regions is substantially reduced, but it can still
be high. In order to reduce this number once again, we propose to eliminate all the
classes which have a number of pixels relatively small. Indeed, we consider that
the classes with a number of pixels less than 0.5% x n are non-significative. This
threshold value is also determined after several tests on different color and satellite
images. For an image of 128 x 128 size, this value is equal to 81 and for an image
of 256 x 256 size, it is equal to 327.

The pixels of these insignificant classes are assigned to remaining classes by
using the same rule described in the previous section. More precisely, the regions
formed by the adjacent pixels and belonging to an insignificant class are determined.
Then, the pixels of each of these regions are affected to the class of its neighborhood
pixels which has a mean color closest to the mean color of this region. The results
of this procedure is another label map denoted T',, where the number of classes is
M3 with M3 < M,. The number of classes M3 as well as the number of regions in
T}, is often reduced. In the example in the Fig. 1, the number of classes 90 in T,
becomes 73 in Ty, and the number of regions 388 in T, becomes 314 in Tf,. This
procedure is summarized in the Algorithm 3.
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(a) (b)

Fig. 6 Ezample of elimination of insignificant classes: (a) Ty, label map, (b) T},
label map.

The example in the Fig. 6 illustrates the steps of this procedure. The class
(5, composed of three regions (Fig. 6(a)), is supposed insignificant. Each of these
three regions will be treated independently by using the same rule described in the
previous section. The rightmost region of Cs will obviously assigned to class Cs,
the left-most region to the class Cy and the region which is in the center, will be
assigned to the class that has a mean color closest to the mean color among the
three classes C3, Cy, C5. In this example it is assumed that it is the class Cs (see
Fig. 6(b)).

Algorithm 3 Algorithm of elimination of insignificant classes.
Ty, < T},
Find the insignificant classes, i.e. those having a size less than 0.5% x n
for all insignificant classes do
Find the corresponding regions
for all corresponding regions do
Find the neighboring classes to this region
Among these classes, find the one that have a mean color nearest to the
mean color of this region
Join this region to the class found before (i.e. give to the pixels of this region
in T, the same label of the class found before)
end for
end for

Although only significative classes and significative regions remain at the end
of this procedure, the number of classes can be larger than the desired number of
classes. To leave to the desired class number, a grouping of classes procedure is
performed in the next step.
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4.4 Grouping of classes

The last step of the proposed fusion technique aims to group iteratively the Mjz
classes which have the closest mean color until achieve the desired number of classes
K (K < Ms). This grouping procedure is performed by using the hierarchical
agglomerative clustering algorithm [23] which is outlined in Algorithm 4. The
results of this procedure is a final segmented image noted T%,, see Fig. 1.

The number of classes and regions in T, is greatly reduced. In the example in
the Fig. 1, the number of classes 73 in Ty, becomes 7 in the final label map 7%,
and the number of regions 314 in T, becomes 86.

Algorithm 4 Algorithm of class grouping.
Ty, < T,
while the number of classes in T}, is greater than K do
Find the two classes that are the most similar in T,
Label them with the same class number in T,
Readjust the labels in T,
end while

5. Experiment results and discussion

In this section, we will evaluate the performance of the proposed marginal multi-
component image segmentation. To assess its effectiveness, we compare the results
of this technique with those of the vector segmentation based on the same classifi-
cation algorithm SOM.

This evaluation is based on the criterion proposed by Borsotti et al. [7]. It is an
unsupervised evaluation criterion, which does not require any “ground truth” and
the quality of segmentation results is estimated from statistics calculated on each
detected area. It is initially developed for the color imagery and can be applied to
the multi-spectral imagery by extending the dimension. Moreover the Borsotti et
al. function does not require any adjustment parameter, it gives an indication on
the quality of the results which is in adequacy with our visual perception and it
avoids the inconvenient of its predecessors functions like the Liu and Yang function
[34] and their revised version [7,52]. Indeed, the Liu and Yang function tends to
evaluate very noisy segmentations favorably when the number of regions built is
important and their revised function is not sensitive enough to small segmentation
differences [7,51,52].

The Borsotti et al. function is defined by

E? R(B,)?
Cr = 1()4 Z (1 + log(card(B,)) * card(Br)2> ’

where Ng is the number of regions obtained in the segmented image, n is the image
size, . the sum of distances between the pixels of the region B, in input image and
the multi-component values attributed to the region B, in the segmented image
and R(B,) is the number of regions having exactly an area equal to that of B,.
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The first term in the sum is high only for the non-homogeneous regions (typ-
ically, large ones), while the second is high only for the regions whose area B, is
equal to the area of many other regions in the segmented image (typically, small
ones). This function penalizes the segmentation that produces many regions and
having non-homogeneous regions. The lower the Cg value, the better the segmen-
tation.

Two types of multi-component images are used to conduct this evaluation. The
first one contains color images which are presented by three color components.
The second type is constituted of one multi-spectral image coming from Meteosat
MSG2 satellite. The components of this image correspond to five infra-red channels
of this satellite (see [36] and [1]).

Fig. 7 shows the results of the segmentation of six color images (one synthetic
and five real). The original color images are presented on the first column, the
results of the vector segmentation are presented on the second column and those
of the proposed marginal segmentation are given on the last column.

Fig. 8 shows the results of the segmentation of a Meteosat MSG?2 satellite image.
This image describes the north-west African region. It presents different cloudy
areas and non-cloudy areas (lads, sea, ...). The five infra-red channels of this
image are displayed in gray levels (see Fig. 8(a) to Fig. 8(e)). The segmented
image by the vector approach is shown in Fig. 8(f) and the one provided by our
method is given in the Fig. 8(g). The segmentation results are displayed with false
colors. Let us note that the colors are affected randomly to classes, this implies
that the same color in the segmented images obtained by the marginal and vector
approaches does not correspond necessarily to the same class.

The values of the Borsotti function are estimated on all test images and are
grouped in the Tab. I. The number of classes K as well as the number Ng of the
detected regions by each segmentation method are specified in Tab. I.

Class number Borsotti’s Cr Number of regions Ny

Image K Vector Marginal Vector Marginal
Synthetic 6 517 44 779 6
Peppers 7 527 317 1079 86
Plane 2 584 216 34 4
Flowers 5 3628 1210 1108 61
Church 6 1681 295 1505 36
Elephant 7 9948 778 4330 75
Meteosat 15 10311 243 7687 891

Tab. I Values of Borsotti criterion and number of detected regions. Vector: Vector
segmentation. Marginal: Proposed marginal segmentation.

From the results of vector and marginal segmentations displayed in Fig. 7 and
Fig. 8, we can see that the proposed marginal technique provides good results.
Indeed, for example, in the case of the synthetic color image, many pixels of the
orange square region are badly assigned to the yellow and pink regions when we
use the vector segmentation, whereas the proposed marginal segmentation affects
them correctly. We also find that the little green circle is confused with the large
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(4)

(5)

(6)

Fig. 7 The results of the color image segmentation. Rows: (1) Synthetic, (2)
Peppers, (3) Plane, (4) Flowers, (5) Church, (6) Elephants. Columns: (a) Original
images, (b) Vector segmentation, (c) Proposed marginal segmentation.

circle in the case of the vector segmentation, whereas in the case of the marginal
segmentation just some pixels of this object are misclassified. We can also cite the
case of the plane image where a part of the sky is badly detected by the vector
segmentation and it is convenably detected by the marginal segmentation. The


Youssef Chahir


Youssef Chahir



) ] g)

Fig. 8 The results of the segmentation in 15 classes of the Meteosat image taken
at noon December 15, 2006. The original image components: (a) IR8.7 (b) IR9.7
(¢) IR10.8 (d) IR12.0 €) IR13.4. Segmentation results: (f) Vector segmentation
(9) Marginal segmentation.

improvement of results of the marginal segmentation comparatively to the vector
segmentation is also observed on the other images in Fig. 7. This observation is
confirmed by the values of Borsotti criterion Cr given in Tab. I, where they are
always better for the marginal segmentation. As regards the Meteosat satellite
image, we can see that the clouds are well detected in both cases (the different blue
ones and the purple one in the case of the vector segmentation and the different
blue ones without the darkest and the clear green in the case of the marginal
segmentation). However, we remarque, in the case of the vector segmentation,
that many low size regions (even that have one pixel size) are detected. This is
a disadvantage which is eliminated by the proposed marginal segmentation. The
Borsotti function given for this image in Tab. I is also clearly improved by our
marginal segmentation.

In the marginal approach, the dependence between the components is com-
pletely ignored. At prior, we can expect to best results with the vector segmen-
tation since all the dependencies between the components are taken into account.
However, after experiment we found, in spite of this, the proposed marginal tech-
nique provides better results than those of the vector segmentation. We conclude
that the developed fusion technique is effective due to different processing steps
notably, to the step where the small regions are eliminated. These regions are
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assimilated to noise and, as stipulated by Borsotti et al. [7], they penalize their
function. Effectively, when we observe the results of the Tab. I, we note that the
number of detected regions Ny is reduced in the marginal segmentation compara-
tively to the vector segmentation. The proposed fusion technique always removes
the insignificant regions and classes and reveals only the most important regions
and classes.

The originality of the proposed fusion procedure lies in the two procedures of
elimination of insignificant regions and classes and especially how the pixels belong-
ing to these removed regions and classes are assigned to the remaining significant
classes.

Indeed, the elimination of the insignificant regions and classes allows to find,
at the end of the fusion procedure and after the class grouping step, only the
significant classes. For example, if these two steps are not performed, some small
classes (which correspond to noise) can be founded in the final result and several
classes corresponding to various areas of interest can be grouped, giving then a bad
segmentation.

A priori, we would think that the elimination of the insignificant classes may be
sufficient, but this can leave small regions (which correspond to the noise). Indeed,
a significant class, which will not be eliminated by this step, can be formed by
several regions, where some of them may be insignificants.

The succession in which the insignificant regions and classes are eliminated does
not matter because the final result is substantially identical. Indeed, in these two
steps, the elimination is performed by assigning the regions to the appropriate
classes.

During the elimination of insignificant classes, each region of these classes is
treated independently. The pixels of these regions are not necessarily assigned to
the same significant class. Indeed, if we observe the example in Fig. 6, it seems
obvious that the three regions of the insignificant class Cy will be added to different
significant classes.

In this paper, we compared the results obtained by using the proposed marginal
fusion procedure with those of the vector segmentation to establish the effective-
ness of the proposed fusion method for the marginal segmentation. It is obvious
that segmentation algorithm used in the marginal segmentation and in the vec-
tor segmentation must be the same. In this paper, the segmentation algorithm
is performed by using Self Organizing Map (SOM) and fine-tuned with Hierar-
chical Agglomerative Clustering (HCA) algorithm. Others classical classification
algorithms like Expectation-Maximization (EM), Fuzzy C-Means (FCM), k-means,
Markov Random Field (MRF) can also be used. Preliminary works, which are not
given in this paper, show the efficiency of the SOM comparatively to the above
cited algorithms. Other methods using the SOM algorithm combined with an-
other algorithm such as Fuzzy C-Means (FCM) [40], Learning Vector Quantization
(LVQ) [13], Hybrid Genetic Algorithm (HGA) [4] can also be used. However, it
is evident that when one method of segmentation provides better results in vec-
tor segmentation, it provides also better results in marginal segmentation but the
comparison of the segmentation methods is not the purpose of this paper.
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6. Conclusion

In this paper, we used two approaches to segment multi-components images, the
marginal approach and the vector approach. The same SOM algorithm is used to
segment the components of the image in the case of the marginal approach and
the multi-component image in the case of the vector approach. In the marginal
approach, we developed a new method for the fusion of label maps.

To assess the effectiveness of the proposed marginal segmentation, several tests
are performed on two types of the multi-components images, color and satellite
images.

The quantitative evaluation, performed on these images, shows that the marginal
technique proposed provides better results comparatively to the vector approach.

Although, in its structure, the marginal approach ignores the dependency that
exist between the different components, neglecting therefore the information that
can participates in improving the performance of treatments, we observe that the
results obtained by this proposed marginal approach are much better than those
obtained by the vector approach. We conclude that the developed fusion technique
is effective due to its different processing steps, notably to the manner in which the
small and insignificant regions and classes, produced by the superposition step, are
eliminated then reassigned.
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