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Abstract. The Hit or Miss Transform is a fundamental morphologi-
cal operator, and can be used for template matching. In this paper, we
present a framework for adaptive Hit or Miss Transform, where struc-
turing elements are adaptive with respect to the input image itself. We
illustrate the difference between the new adaptive Hit or Miss Transform
and the classical Hit or Miss Transform. As an example of its useful-
ness, we show how the new adaptive Hit or Miss Transform can detect
particles in single molecule imaging.
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1 Introduction

At its early development, mathematical morphology was dedicated to binary
images using the notion of structuring element [1–3]. A structuring element was
a fixed shape used to probe every point in the image. Morphological operators
defined with these fixed structuring elements are still very commonly used for
many different problems in image analysis. Nevertheless, the basic morphologi-
cal operators can be extended to adaptive morphological operators using adap-
tive structuring elements, which are structuring elements that change size and
shape according to local characteristics of the image. The construction of dif-
ferent adaptive structuring elements and consequently adaptive morphological
operators has attracted a lot of attention in the last decade [4–10]. Theoreti-
cal advances and limitations of adaptive mathematical morphology have been
explored by several researchers [11–14]. Adaptivity can be included into mor-
phological operators in different ways [15], and the recent overview paper on
adaptive mathematical morphology presents a comparison of different methods
for adaptive structuring elements [16].

Despite adaptive mathematical morphology has been developed extensively
in the last decade, its development is mostly based on the construction of new
types of adaptive structuring elements. These structuring elements are then ap-
plied to basic morphological operators (erosions, dilations, openings and closings)



or noise filtering techniques. More complex operators or filters have not been ex-
tensively studied. In this paper, we focus on one such operator, the Hit or Miss
Transform (HMT).

The HMT has most often been used for detecting a given pattern in a binary
image (this problem is also called template matching) and has a number of
different applications [17–19]. Two survey papers on HMT have been presented
recently [20, 21]. HMT relies on a pair of disjoint structuring elements, where
one fits the foreground (object) and the other fits the background. The common
approach to ensure robustness to variations in the shape or size of the sought
pattern is to consider a set of structuring element pairs; a match is allowed if
one of the pairs match the considered pattern [17]. Instead of using a limited,
pre-defined set of structuring element pairs, we propose to use a single adaptive
structuring element pair in order to limit the computation burden.

In this paper, we propose a framework for adaptive Hit or Miss Transform,
where the HMT is defined for gray level images using the notion of adaptive
structuring elements. We present a way to define the adaptive HMT, and exper-
imentally show its advantages over the classical HMT (i.e. with fixed structuring
elements). In the rest of this paper, we will denote as classical HMT the HMT
defined using fixed structuring elements, and as adaptive HMT the HMT defined
using adaptive structuring elements. In addition, we illustrate the usefulness of
adaptive HMT to a real life imaging problem, i.e. finding fluorescent dots in
single molecule imaging.

2 Background

In this section, we recall the basics of HMT and adaptive mathematical mor-
phology with adequate definitions and notations. First, we present the HMT for
binary images as well as its extension to gray level images. Second, we recall
the main concepts of adaptive mathematical morphology and briefly present the
method for adaptive structuring elements that will be used in this paper.

2.1 Hit or Miss Transform

The Hit or Miss Transform aims to extract objects (i.e. parts of the image) that
fit two distinct criteria. These criteria are defined as structuring elements that
are respectively associated with foreground (object) and background. Several
equivalent formulations have been given to define the HMT, and we use the
following one to denote the HMT of an image I by the couple of structuring
elements (SEO, SEB):

HMTSEO,SEB
(I) = εSEO

(I) \ δSE′
B

(I), (1)

where εSEO
(I) and δSEB

(I) represent erosion and dilation of I with structuring
elements SEO and SEB respectively, and A′ : x → −x denotes the reflexion of
the structuring element A with respect to the its origin.
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Fig. 1. Example of 1D function f where SEO fits the region (foreground) around the
point x0 and SE′

B fits the neighbourhood (background) of the same point.

Conversely to the binary case, various non equivalent definitions have been
given for the gray scale HMT. The reader will find in [22] a common theoretical
framework, and in [20] a review of these existing works. In this paper, and for
the sake of illustration, we will consider the definition from Soille [23] assuming
flat structuring elements (see Fig. 1), i.e.,

HMTSEO,SEB
(I)(x) = max

{
εSEO

(I)(x)− δSE′
B

(I)(x), 0
}
, x ∈ D (2)

where D is the image domain.
Let us note, however, that nothing prevents the method proposed in this pa-

per to be applied to other HMT definitions, including those that are dealing with
structuring functions, since adaptive structuring functions have been explored
before [24,25].

2.2 Adaptive Structuring Elements

As mentioned in the introduction, adaptive mathematical morphology has at-
tracted a lot of attention in recent years and is a topic of ongoing research.
Adaptive structuring elements adapt to the image structures by taking into ac-
count different image attributes such as gray level values, geodesic distances
between points in the image, the image gradient, the Hessian, etc. There exist
many ways to include these information in the construction of adaptive structur-
ing elements, and hence there exist many different methods to construct adaptive
structuring elements [16].

Any of these existing methods could be used to define an adaptive HMT.
However, for the sake of illustration, we will use adaptive structuring elements
that have a fixed shape and varying size [26]. We have chosen these adaptive
structuring elements since they can be computed in linear time with respect to
the number of pixels in the image. The size of the structuring element is adjusted
using the salience map SM.

The salience map SM is computed from the salience distance transform [27]
of the edge image, where edges are weighted according to their importance, i.e.,



salience, containing information about the important structures in the image.
To preserve most of the edges in the image, we use the gradient estimation and
non-maximal suppression from the Canny edge detector [28]. To compute the
non-maximal suppression, we use Gaussian derivatives to estimate the gradi-
ent in the input image, but exclude the hysteresis thresholding from the Canny
edge detector. This approach preserves even the edges with a small response in
the gradient image. Formally, NMS(f) is the image obtained by computing the
gradient magnitude and non-maximal suppression of the input image f . The
edge pixels are initialized with the negative values of their salience and the non-
edge pixels are set to infinity [27]. The salience distance transform is computed
with the classical two-pass chamfering algorithm [29]. After the salience distance
transform is propagated from −NMS(f), the distance image is offset to all pos-
itive values. Then, by inverting these values, we obtain the salience map SM(f),
which can be formally written as

[SM(f)](y) = Offset +
∨
x∈D

(
NMS(f)(x)− d(x, y)

)
, y ∈ D, (3)

where
Offset =

∧
y∈D

∨
x∈D

(
NMS(f)(x)− d(x, y)

)
, (4)

and d(x, y) is a spatial distance.
This salience map SM contains the information about the spatial distance

between points in the image and preserves the information about the salience
of the edges in the image, where the largest values in the salience map SM
correspond to the strongest edges and lower values to weaker ones, and its value
decreases with the distance to the edges in the image [9].

In this paper, we consider adaptive structuring elements that preserve better
strong edges than weak ones [26]. We find the value of the largest local maximum
of SM, and the value of its largest local minimum, denoted here with M and
m respectively. Then, the size (radius) of the adaptive structuring element is
defined by

r(x) =

∣∣∣∣SM(x)− m+M

2

∣∣∣∣ · c, for all x ∈ D, (5)

where c is a constant that additionally adjusts the size of the structuring ele-
ments.

3 Method

The selection of appropriate structuring elements determines the performance of
the HMT and its applications to template matching. Template matching using
the HMT is often not trivial for the case of binary images, and it is even more
complicated for gray level images [17].

A specific object in the image can be extracted using the HMT with two
structuring elements: one defines the object and another defines what is not the
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Fig. 2. Example of structuring elements SEO, SEB used for the extraction of objects.

object (the object’s surrounding, or often called background). Here, the following
steps are necessary:

1. The structuring element representing the object is fully defined (SEO), as
well as the structuring element dedicated to background (SEB).

2. HMT is defined using adaptive structuring elements that depend on the
object and it properties. In order to be able to match the object even with
discretization artefacts (e.g., stairing effect), it might be necessary to define
an uncertainty area located between the two structuring elements [30] (see
Fig. 2).

In this paper, we consider the adaptive structuring elements such that the
size of adaptive structuring elements SEO and SEB is defined in the following
way (see Fig. 2)

SEO(x) = {y ∈ D : |x− y| < r(x)} (6)

SEB(x) = {y ∈ D : r(x) + u ≤ |x− y| < r(x) + u+ b} (7)

where the adaptive radius r(x), x ∈ D is computed using the definition by
Eq. (5), and u and b define the size of the uncertainty area and the size of the
background area, respectively.

Note that, in this paper, we keep the uncertainty area u and the background
b fixed for all points in the image. These two parameters that determine the
position and size of the background structuring element SEB can also have dif-
ferent values dependent on the image. We feel that selection of these parameters
issue deserves further studies, and therefore is placed high on our list of future
work.



4 Experiments and Results

Three experiments have been conducted to test the proposed method for adap-
tive HMT. While the first one considers a synthetic image of circular shapes with
different sizes and image contrasts, the two latter deal with microscopy images
of single molecules in bacteria cells. For all performed experiments, adaptive
structuring elements are the Euclidean disks with adaptive radius computed by
Eq. (5).

In the first experiment (Experiment 1), we consider an image of disks of dif-
ferent sizes and contrasts, where the shapes in each row have the same size and
different contrast (see Fig. 3(a)). We examine the performance of the adaptive
HMT and compare it with performance of the classical HMT. For the compar-
ison, we defined the radius of the fixed structuring element pair as the mean
radius of the adaptive structuring elements pair over the whole image, i.e., the
size of the fixed structuring elements is assigned to mean{r(x) : x ∈ D}.

The adaptive HMT treats differently objects that have the same size but
different contrast, which is not the case for the classical HMT, as depicted in
Fig. 3. While the latter finds objects of the same size (Fig. 3(b) and (c)), the
former detects object with respect to their contrast and not their size (Fig. 3(d)
and (e)).

In the next two experiments (Experiment 2 and 3), we consider a realistic use
of adaptive HMT dealing with microscopy images of the single molecules in living
cells, in particular in bacteria E-coli (see Figs. 4 and 5). Single molecules appear
visible as fluorescent dots and are brighter than the very noisy inhomogeneous
background. For live cell imaging, for which fluorescence microscopy is often
used, the signal-to-noise ratio (SNR) if often very low, making automated spot
detection a very challenging task [31]. Also, since these are images of single
molecules, fluorescent spots are only a few nanometers wide; however, due to
diffraction limit, they appear as spots that cover a few pixels.

In Experiment 2, we examine how the size of adaptive structuring elements
influences the performance of adaptive HMT. We use an adaptive structuring
element defined by Eq. (5), and consider different values for the constant c that
determines the size of the adaptive structuring element. For this experiment, we
have no uncertainty region between two structuring elements SEO and SEB ,
i.e. u = 0. Also, we keep the size of the background structuring element SEB

fixed with b = 3. The results are shown in Fig. 4. Despite the fact that ground
truth does not exist for these data, it is obvious that the two fluorescent dots
can be found in the presented image (see Fig. 4(a)): one of them is close to the
top edge of the image, the other is near the middle. These two fluorescent dots
are only found when c = 0.1 (Fig. 4(b)), while for larger c the dimmer of the
two fluorescent dots cannot be found (see Fig. 4(c) and (d)). In contrast, for
the classical HMT there is no parameter setting that allows it to find both dots
simultaneously.

In Experiment 3, we investigate how the selection of the background struc-
turing element SEB influences the adaptive HMT. We vary the size of the un-
certainty region, which is the region between the foreground structuring element
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Fig. 3. Comparison between the classical HMT and adaptive HMT using different
radii r(x), and for u = 2 and b = 1. The radius of fixed structuring element is equal
to mean{r(x) : x ∈ D}. (a) Input image; (b) Classical HMT that is compared to the
adaptive HMT in (d); (c) Classical HMT that is compared to the adaptive HMT in
(e); (d) Adaptive HMT with c = 0.2; (e) Adaptive HMT with c = 0.4.
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Fig. 4. Adaptive HMT for u = 0 and b = 3, with various values for size parameter c.
(a) Input image; (b) Adaptive HMT, c = 0.1; (c) Adaptive HMT, c = 0.5; (d) Adaptive
HMT, c = 1. Note that the classical HMT can find at most one dot at the time.
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Fig. 5. Adaptive HMT for different sizes of the uncertainty region between structuring
elements SEO and SEB , i.e., for different values of u. Here, c = 0.1 and b = 2; (a)
Input image; (b) Adaptive HMT, u = 1; (c) Adaptive HMT, u = 2; (d) Adaptive HMT,
u = 3. Note that the classical HMT can find at most one dot at the time.



SEO and the background structuring element SEB (see Fig. 2). The size and
shape of the uncertainty region determines how far SEO and SEB will be apart
from each other, and it can significantly influence the result of HMT, as this
region gives the operator flexibility to accept more objects. For this experiment,
we fixed c = 0.5, and vary u and b, which define the uncertainty region and the
background structuring element SEB . Out of the four fluorescent dots in the
image, three were detected in all three cases, whereas the fourth was detected
only with a small uncertainty region.

We can conclude that besides the background and foreground size parameters
c and b, the width of the uncertainty area u also impacts the properties of
the pair of adaptive structure elements (foreground, background) and thus the
result of the adaptive HMT. Similarly to any template matching solution, these
three parameters are context-dependent and need to be set depending on the
application considered.

5 Summary and Conclusions

We have proposed the Hit or Miss Transform (HMT) that is defined with an
adaptive structuring element pair. We used adaptive structuring elements based
on the salience information in the image [26]. Nevertheless, any other method
for adaptive structuring elements can be used. Our approach uses an isotropic
structuring element that scales with the distance to and strength of edges in the
image. Closer to a strong edge, the structuring element is smaller. The result is
an adaptive HMT that detects small, bright objects, and larger, dimmer objects
at the same time. This operator, in contrast to the classical HMT, does not
detect objects based on size and shape alone, but at the same time includes
information of their contrast.

We have presented an application for the adaptive HMT operator in the
context of template matching, illustrating the usefulness of such an operator.
Experiments on both synthetic and real images show that the adaptive HMT
outperforms the classical HMT with fixed structuring elements. The results ob-
tained on microscopy images illustrated the potential of this new operator.

Our approach to adaptive HMT requires the definition of three constants: r
scales the object structuring element, b scales the background structuring ele-
ment, and u scales the uncertainty area, the space in between the two structuring
elements. The best values for these three parameters are application dependent.

We have used Soille’s definition for gray scale HMT [23]. There exist other
definitions for gray scale HMT in the literature and we plan to explore these
other definitions, as well as alternative methods for adapting the structuring
elements. We are also thinking about how to apply the adaptive HMT to color
and multivariate images.
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8. Verdú-Monedero, R., Angulo, J., Serra, J.: Anisotropic morphological filters with
spatially-variant structuring elements based on image-dependent gradient fields.
IEEE Transactions on Image Processing 20(1) (2011) 200–212
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