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Abstract

The aim of this paper is to review and classify the different methods that
have been developed to enable stable long time simulations of the Vlasov-
Maxwell equations and the Maxwell equations with sources. These methods
can be classified in two types: field correction methods and sources correc-
tion methods. The field correction methods introduce new unknowns in the
equations, for which additional boundary conditions are in some cases non
trivial to find. The source correction consists in computing the sources so
that they satisfy a discrete continuity equation compatible with a discrete
Gauss’ law that needs to be defined in accordance with the discretization of
the Maxwell propagation operator.
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1. Introduction

The collisionless evolution of the distribution of charged particles of a
species s is governed by the relativistic Vlasov equation

∂fs
∂t

+ vs(p) ·∇xfs + qs(E + v(p)×B) ·∇pfs = 0, (1)

where vs(p) = p
msγs

, the Lorentz factor being defined by γs =
√

1 + p2

msc2

with c the speed of light. Macroscopic quantities relevant to the plasma are
obtained as moments in p of the distribution function fs for each particle
species. In particular the total charge and current densities are defined as

ρ =
∑
s

qs

∫
fs(t,x,p) dp, J =

∑
s

qs

∫
vs(p)fs(t,x,p) dp. (2)

Integrating the Vlasov equation (1) over p and summing over the species
yields the following continuity equation that will play a major role in this
paper:

∂ρ

∂t
+ divJ = 0. (3)

The self-consistent electromagnetic fields E and B appearing in the Vlasov
equation satisfy the following Maxwell equations in (0, T )× Ω,

∂E

∂t
− c2 curlB = −J/ε0, (4)

∂B

∂t
+ curlE = 0, (5)

divE = ρ/ε0, (6)

divB = 0, (7)

in addition to initial and boundary conditions. Taking the divergence of the
Ampere equation (4) and using the Gauss law (6), we obtain ∂ρ

∂t
+ divJ = 0

which means that the continuity equation (3) is a compatibility condition
for Maxwell’s equations, those being ill-posed when the continuity equation
is not satisfied. Moreover it can be shown that provided the divergence
constraints (6)-(7) are satisfied at the initial time, they remain satisfied for
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all times by the solution of Ampere (4) and Faraday (5), which have a unique
solution by themselves provided adequate initial and boundary conditions.

At the continuous level, the continuity equation is thus a consequence of
the Vlasov equation and all is fine for the Vlasov-Maxwell system. However,
for a given discretization of the Vlasov-Maxwell system there is no reason
that a discrete continuity equation holds, and that it should be compatible
with the discrete Maxwell equations in a certain sense. Even though this
is generally the most acute problem in electromagnetic PIC simulations, in
some cases problems can appear even without sources: the way in which the
Gauss laws (or divergence contraints) are satisfied needs to be compatible
with the discrete Ampere and Faraday equations. Handling these compat-
ibility issues is one way to solve the problem. Another is to modify the
Maxwell equations, so that they are well posed independently of the sources,
by introducing two additional scalar unknowns that can be seen as Lagrange
multipliers for the divergence constraints. These should become arbitrarily
small when the continuity condition is close to being satisfied.

The aim of this paper is to review the different methods that have been
proposed in the literature and classify them in one of the two above cate-
gories: using a structure preserving discretization with compatible discrete
Gauss laws and continuity equation or using a generalised set of Maxwell
equations with additional unknowns that are easier to discretize. Indeed the
infinite dimensional kernel of the curl operator and the lack of compactness
of the inverse Maxwell operator has made it particularly hard to find good
discretization for Maxwell’s equations, especially for the eigenvalue problem
[4, 5, 9, 14, 26]. Moreover, we will give an overview of classical and new
test cases that highlight our problem and the difficulties of the numerical
methods.

Although the compatibility problems of discrete Vlasov-Maxwell solvers
has been widely discussed in the PIC literature it also exists for grid based
discretizations of the Vlasov equations and the same recipes apply there as
discussed in [18, 39].

This article is organised as follows: In Section 2 we recall the classical
PIC algorithm and the generalised Maxwell equations in Section 3, which
can be used to correct the fields. Section 4 is then devoted to presenting the
structure preserving methods in which the sources of Maxwell’s equations are
corrected. This will be discussed in the framework of finite differences, finite
elements and discontinuous Galerkin discretizations. Finally the problem
and its solutions will be illustrated using different numerical test cases in
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Section 5.

2. The Particle in Cell (PIC) method

The principle of a particle method is to approximate the distribution
function f solution to the Vlasov equation by a sum of Dirac masses with
weights wk and positions (xk(t),pk(t)) in phase space, 1 ≤ k ≤ N . Based on
these N macro-particles, the approximated distribution function then writes

fN(t,x,p) =
N∑
k=1

wkδ(x− xk(t)) δ(p− pk(t)).

Positions x0
k, momenta p0

k and weights wk are initialised such that fN(0,x,p)
is an approximation, in some sense, of the initial distribution function f0(x,v).
The time evolution of the approximation is done by advancing the macro-
particles along the characteristics of the Vlasov equation, i.e., by solving the
system of differential equations

dxk
dt

= v(pk)

dpk
dt

= q(E(xk, t) + v(pk)×B)

with xk(0) = x0
k, pk(0) = p0

k.

These differential equations are numerically solved by standard ODE solvers
like the Runge-Kutta method or preferably a symplectic solver, given the
Hamiltonian structure of the equations. We shall not dwell on that as this is
not the central theme of the article.

To start the PIC algorithm, the initial distribution function is discretized
using a Monte Carlo approach, i.e., the initial phase space positions of the
particles are drawn randomly using a pseudo-random or quasi-random num-
ber generator according to the probability density associated to f0, which
is just f0 normalised so that its integral over phase space is one. As f0 is
positive this defines a probability density.

The particle approximation fN of the distribution function does not nat-
urally give an expression for this function at all points of phase space. Thus
for the coupling with the field solver which is defined on the mesh a regu-
larizing step is necessary. To this aim, a standard choice is to use a smooth
convolution kernel S which could typically be a Gaussian or preferably in
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practice a smooth piecewise polynomial spline function which has the advan-
tage of having a compact support. For a Finite Element discretization of the
field, the smoothing kernel is naturally provided by the Finite Element basis
functions and no additional smoothing is required.

The sources for Maxwell’s equations ρ and J are then naturally defined
from the numerical distribution function fN and the regularisation kernel S,
for a particle species of charge q, by

ρS(t,x) = q
N∑
k=1

wkS(x− xk), JS(t,x) = q
N∑
k=1

wkS(x− xk)v(pk). (8)

This is obtained by direct discretization. When a structure preserving dis-
cretization is needed, in this case a discrete continuity equation, some care
must be taken in the full discretization of the current as we shall see later.

With these ingredients the classical PIC loop can be performed at each
time step:

1. Compute the fields at the particles positions.

2. Advance the phase space positions of the particles, by numerically in-
tegrating the characteristics.

3. Compute the source for Maxwell’s equations, namely the current J and
in some cases the charge density ρ.

4. Numerically solve Maxwell’s equations on a grid.

When a structure preserving method is used, special compatibility conditions
between steps 3 and 4 are necessary.

3. Generalised Maxwell’s equations: correcting the fields

Even though, provided the divergence constraints are satisfied at the ini-
tial condition, they are satisfied at all times for the continuous Maxwell’s
equations, this is not true for the classical PIC method when only Ampere
(4) and Faraday’s equations (5) are numerically solved. This has been recog-
nised early in the PIC literature and the first solution proposed by Boris [7],
the so-called Boris correction, consists in correcting a posteriori, after each
field solve, the electric field E into Ẽ = E + ∇ϕ such that ∇ · Ẽ = ρ/ε0.
This yields the Poisson equation

−∆ϕ = ∇ ·E − ρ

ε0

.
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In order to avoid a costly Poisson solve, Marder [31] proposed the following
correction of the electric field

Ẽ
n+1

= En+1 + ∆tgrad(ν(∇ ·En − ρn/ε0))

with ν a diffusion parameter chosen small enough for stability. This method
has been further improved by Langdon [28]

Ẽ
n+1

= En+1 + ∆tgrad(ν(∇ ·En+1 − ρn+1/ε0))

which can also be seen as one Jacobi iteration for solving the Poisson equation
proposed by Boris. A comparison of these methods is performed in [30].

These classical methods can all be interpreted as imposing the divergence
constraint on the electric field by using a Lagrange multiplier using the fol-
lowing generalised formulation of Maxwell’s equations introduced in [36]

∂tE− c2 curl B + c2∇p = − J

ε0
,

∂tB + curl E = 0,

g(p) + div E =
ρ

ε0
,

div B = 0.

This implies ∂g(p)
∂t
− c2∆p = 1

ε0
(∂ρ
∂t

+ div J).
A mathematical study of this system has been performed in [2]. The Boris

correction corresponds to the case g = 0, and the resulting Lagrange multi-
plier p satisfies a Poisson equation with source ∂ρ

∂t
+ divJ . The Marder and

Langdon corrections are equivalent to two different discretizations of these
equations with g(p) = p in which case p satisfies a heat equation transporting
the continuity error ∂ρ

∂t
+ divJ out of the domain. It then becomes natural

to also consider the case g(p) = ∂tp in which case the Lagrange multiplier
satisfies a wave equation and the generalised Maxwell’s equations become
hyperbolic and even strictly hyperbolic if a Lagrange multiplier is also used
for the divB constraint. This set of generalised Maxwell’s equations reads

∂tE− c2 curl B + c2∇p = − J

ε0
,

∂tB + curl E +∇p̃ = 0,
∂p

∂t
+ div E =

ρ

ε0
,

∂q

∂t
+ div B = 0.
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This is called the hyperbolic correction and was introduced in [35]. The error
is transported out of the domain fast enough to avoid accumulation. For this,
absorbing boundary conditions are needed.

The idea has also been adapted for imposing the divB = 0 constraint
in MHD by Dedner, Kemm, Kröner, Munz, Schnitzer and Wesenberg with
considerable success [19].

The hyperbolic generalised Maxwell operator has a compact inverse which
can be used to prove the existence and uniqueness of solutions [29], which is
not the case for the standard Maxwell’s equations. In this case the compact-
ness of the evolution operator is guaranteed for divergence free functions.
Hence the Gauss laws enforce that the solution remains in the correct do-
main. This is what will need to be reproduced at the discrete level. For a
generalised formulation such a problem does not exist, which makes it robust
for any kind of consistent discretizations. However this comes at some ex-
penses: First two new scalar unknowns are introduced and thus the system
to be solved becomes larger. Then these unknowns need boundary conditions
which must be found according to the physics problem, which might not al-
ways be easy, finding good boundary conditions that dissipate the error is
particularly challenging for the hyperbolic correction. Moreover all the gen-
eralised Maxwell’s equations introduce new non physical propagation speeds
in the equations which need to be tuned so as not to distort the physics,
which is not always easy. In particular for elliptic and parabolic corrections
these wave speeds are infinite. A situation where this is particularly prob-
lematic is laser plasma interactions where instabilities can be triggered before
the laser hits the plasma due to these spurious wave speeds. This motivates
the need of structure preserving algorithms.

4. Structure preserving discretizations: correcting the sources

At the continuous level, we have seen that the Gauss law was preserved
thanks to the fact that taking the divergence of the Ampere equation (4)
and using the continuity equation (3) yields ∂

∂t
(divE − ρ/ε0) = 0. Here we

have used in addition to the continuity equation that the divergence of a curl
always vanishes, i.e.,

div curl = 0. (9)

The idea of structure preserving discretizations is to get a discrete version
of these relations. Thus, we shall look for (semi-) discrete approximations of
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the Maxwell equations of the form
∂Eh

∂t
− curlhBh = − 1

ε0

Jh

∂Bh

∂t
+ curlhEh = 0

(10)

with the following properties:

a) the approximate sources must satisfy a discrete continuity equation

∂ρh
∂t

+ divh Jh = 0 ; (11)

b) the underlying discrete operators must satisfy a property analogous to
that of the continuous ones, namely

divh curlh = 0. (12)

Clearly, the resulting field will then preserve the corresponding Gauss law,

divhEh =
ρh
ε0

(13)

and a similar procedure can be applied for the magnetic field. Numerical
methods satisfying the above properties are often said to be charge conserving
because no spurious charges appear in the longitudinal (i.e., curl-free) part
of Eh. As we shall see, this program will be sufficient for a large class
of methods but will need to be further specified in the general case, see
Section 4.3. Note that to simplify the presentation we will restrict ourselves
to the skew-symmetric case for the Maxwell equations where

curlh = (curlh)
∗ (14)

which typically corresponds to periodic or metallic boundary conditions.

4.1. Enforcing a “natural” discrete continuity equation

The typical cases where the program outlined above gives satisfactory
results is provided by Finite Differences (Yee) schemes and curl-conforming
Finite Elements which can be seen as an extension of the former method
to higher orders and unstructured meshes. In all these methods, the charge
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density is computed in the classical way described previously but the current
density is computed differently. Consistent with the physical interpretation,
the current is deposited on all cell faces through which a particle passes.

In the scope of Finite Differences the core idea has been introduced by
Villasenor and Buneman [42] for the classical cloud in cell method, where
particles with hat function shapes (piecewise Q1 basis functions) are coupled
with the Yee scheme [43], and generalised to arbitrary B-spline shape func-
tions by Barthelmé and Parzani [3]. Using a splitting technique, Esirkepov
could simplify and accelerate the procedure forcing particle displacements
along the axes [23]. In the same spirit Umeda and co-workers [41] introduced
a fast procedure for the lowest order scheme. As in this case only the end
points of the trajectory are involved in the definition of the charge density,
they modify the trajectory between the end points so that the particles cross
cell boundaries only through the grid points.

In the framework of the Finite Element method a conservative current
deposition scheme has been introduced by Eastwood [21, 22] and generalised
in [11] to curl-conforming Finite Elements of arbitrary orders on unstructured
meshes. A variant of this algorithm has been proposed recently in [33]. We
denote by Th a triangulation of the computational domain. Let us specify
the construction in the quite general case of so-called edge-elements where
the approximate electric field is sought in the Nedelec space

Np−1(Th; Ω) := {u ∈ H0(curl; Ω) : u|T ∈ P2
p−1 ⊕

(
−y
x

)
P̃p−1, T ∈ Th} (15)

which degrees of freedom involve moments of the tangential traces on the
edges of the mesh, see e.g. [37] or [6] for a description in 2d. Based on this
space, the standard Finite Element approximation of the time-dependent
Maxwell equations consists of finding Eh(t) in the space Np−1(Th; Ω) and
Bh(t) in the fully discontinuous space

Pp−1(Th) := {u ∈ L2(Ω) : u|T ∈ Pp−1, T ∈ Th}, (16)

so that the system 〈∂tEh,ϕ〉 − 〈Bh, curlϕ〉 = − 1

ε0

〈Jh,ϕ〉 ϕ ∈ Np−1(Th; Ω)

〈∂tBh, ϕ〉+ 〈curlEh, ϕ〉 = 0 ϕ ∈ Pp−1(Th)
(17)

holds for all t, where we denote by 〈α, β〉 the L2 scalar product as well for
scalars as for vectors. We note that this method corresponds to defining the
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discrete curl operators in (10) by

curlh : Np−1(Th; Ω) 3 u 7→ curlu ∈ Pp−1(Th)

and
curlh := (curlh)

∗ : Pp−1(Th)→ Np−1(Th; Ω),

where we recall that the latter amounts to setting 〈curlh u,v〉 := 〈u, curlh v〉
for all v ∈ Np−1(Th; Ω). Given these operators, charge-conserving PIC
schemes are based on computing the current density Jh from the particles
in such a way that a discrete continuity equation in Finite Element form

〈∂tρh, ϕ〉+ 〈Jh,−gradϕ〉 = 0 ϕ ∈ Lp(Th; Ω) (18)

holds with continuous test-functions in the (“Lagrange”) finite element space

Lp(Th; Ω) := {u ∈ H1
0 (Ω) : u|T ∈ Pp, T ∈ Th}

and for some approximation ρh of the charge density ρS carried by the parti-
cles, see (8). It is then easily verified that this method satisfies the program
outlined in (10)-(12): First, the finite element continuity equation (18) corre-
sponds to (11) with a discrete divergence operator defined by duality, setting

gradh : Lp(Th; Ω) 3 u 7→ gradu ∈ Np−1(Th; Ω)

and then
divh := (−gradh)

∗ : Np−1(Th; Ω)→ Lp(Th; Ω). (19)

Second, the “structure” relation (12) holds true in this context: indeed for
u ∈ Pp−1(Th) we have divh curlh u ∈ Lp(Th; Ω) and

〈divh curlh u, ϕ〉 = −〈curlh u,gradϕ〉 = −〈u, curl gradϕ〉 = 0

holds for all ϕ ∈ Lp(Th; Ω). In particular the resulting scheme will preserve
the discrete Gauss law corresponding to (13), namely

〈Eh,−gradϕ〉 = 〈 1

ε0

ρh, ϕ〉 ϕ ∈ Lp(Th; Ω) (20)

and we note that this is a “natural” discretization of the continuous Gauss
law in this Finite Element setting, since it fully characterizes the electrostatic
fields of the form Eh = −gradφh with φh ∈ Lp(Th; Ω).
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In practice the particle current must be deposited in such a way that a
fully discrete version of (18) is satisfied, which is essentially done by averaging
in time the current (8) carried by the particles. In a leap-frog time scheme
for instance, defining

J
n+ 1

2
S (x) :=

∫ tn+1

tn

JS(x, t)
dt

∆t
=

N∑
k=1

qwk

∫ tn+1

tn

S(x− xk(t))v(pk(t))
dt

∆t

(21)
yields [11, Lemma 3.3]

〈ρn+1
S − ρnS, ϕ〉+ ∆t〈Jn+ 1

2
S ,−gradϕ〉 = 0 ϕ ∈ Lp(Th; Ω),

where the time-discrete charge density is just ρnS(x) := ρS(tn,x). Thus a fully

discrete version of (18) holds with ρnh and J
n+1/2
h defined as the orthogonal

projections of ρnS and J
n+1/2
S on the continuous and curl-conforming finite

element spaces, respectively. As for the source vector involved in the matrix
form of (a fully discrete version of) the Finite Element Method (17), its

entries are the moments of the discrete current J
n+1/2
h against the basis

functions ϕi of Np−1(Th; Ω). A sketch of the particle trajectory is Figure 1.
In the case of point particles (S = δ) their value is

J
n+ 1

2
i := 〈Jn+ 1

2
h ,ϕi〉 = 〈Jn+ 1

2
S ,ϕi〉 =

N∑
k=1

qwk

∫ tn+1

tn

v(pk(t))ϕi(xk(t))
dt

∆t

(22)

and for piecewise affine trajectories the function t 7→ v
n+ 1

2
k ·ϕi(xk(t)) is itself

polynomial on every time interval [τ, τ + ∆τ ] ⊂ [tn, tn+1] that a particle
spends inside a cell. In particular a Gauss formula with enough quadrature
points is exact, i.e.∫ τ+∆τ

τ

ϕi(xk(t))
dt

∆t
=

∆τ

2∆t

q∑
j=1

λj ϕi

(
xk(τj)

)
where q needs to be chosen in compliance with the degree of the Finite
Element functional space (for instance, with the above choice of Nedelec
elements one must take q ≥ p+1

2
if a Gauss-Legendre quadrature is used).

Remark 1. The case of Finite Difference schemes can be described with
the same arguments, since at lowest order (p = 1) the above Finite Element
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method applied on a cartesian mesh with the mass lumping procedure of Cohen
and Monk [16] is equivalent to the Yee scheme [32]. The above deposition
method then coincides with that of Villasenor and Buneman [42].

4.2. Where enforcing a naive discrete continuity equations is not enough

If the above procedure gives satisfactory results when applied to Finite
Difference and curl-conforming Finite Element schemes, it is no longer the
case when applied to more general solvers such as the Discontinuous Galerkin
method [15, 25].

To understand the reasons of this failure and propose a more robust
path for designing charge conserving schemes, we may consider as a typical
example the DG method with centered fluxes studied in, e.g., [24, 26]. There,
the electric and magnetic fields are sought in fully discontinuous spaces such
as (16) (thus, in Pp−1(Th)2 and Pp−1(Th) respectively), as the solutions to

〈∂tEh,ϕ〉 − 〈Bh, c̃urlhϕ〉+
∑
e∈Eh

〈{Bh}, [ϕ]〉e = − 1

ε0

〈Jh,ϕ〉

〈∂tBh, ϕ〉+ 〈Eh, c̃urlhϕ〉 −
∑
e∈Eh,I

〈{Eh}, [ϕ]〉e = 0
(23)

for all test functions ϕ and ϕ in Pp−1(Th)2 and Pp−1(Th). Here the operators

c̃urlhu :=
∑
T∈Th

curlu|T and c̃urlhu :=
∑
T∈Th

curlu|T

correspond to “broken curls” in the discontinuous spaces, and standard nota-
tions are used for tangential jumps and averages: on interior edges (e ∈ Eh,I)
shared by two cells T±e with outward normal unit vectors n±e we let

[u]e := (n−e × u|T−
e

+ n+
e × u|T+

e
)|e and {u}e :=

1

2
(u|T−

e
+ u|T+

e
))|e

and on boundary edges (e ∈ Eh \ Eh,I) shared by a single cell Te we denote

[u]e := (ne × u|Te)|e and {u}e := (u|Te)|e.

For scalar-valued functions u the definitions are formally the same, keeping
in mind that n× u now corresponds to the vector (nyu,−nxu)T.
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It is then easily verified that this (semi-discrete) system preserves a dis-
crete Gauss law similar to that of the curl-conforming FEM (17). To do so
we define

curldg
h : Pp−1(Th)2 → Pp−1(Th) and curldg

h : Pp−1(Th)→ Pp−1(Th)2 (24)

by the relations

〈curldg
h u, ϕ〉 = 〈u, c̃urlhϕ〉 −

∑
e∈Eh,I

〈{u}, [ϕ]〉e, ϕ ∈ Pp−1(Th) (25)

and

〈curldg
h u,ϕ〉 = 〈u, c̃urlhϕ〉 −

∑
e∈Eh

〈{u}, [ϕ]〉e, ϕ ∈ Pp−1(Th)2, (26)

so that (23) corresponds to the abstract system (10) with discrete curls given
by (24)-(26). Here a standard computation involving Green formulas yields

curldg
h = (curldg

h )∗ (27)

so that the associated evolution operator is skew-symmetric because of the
different signs in Ampère and Faraday’s laws. Setting then

graddg
h : Lp(Th; Ω) 3 u 7→ gradu ∈ Pp−1(Th)2 (28)

(which is legitimate since gradLp(Th; Ω) ⊂ Pp−1(Th)2) and

divdg
h := (−graddg

h )∗ : Pp−1(Th)2 → Lp(Th; Ω), (29)

we observe that the “structure” relation (12) holds also true in this DG
context: for u ∈ Pp−1(Th) we have indeed divdg

h curldg
h u ∈ Lp(Th; Ω) and

〈divdg
h curldg

h u, ϕ〉 = −〈curldg
h u,gradϕ〉 = −〈u, curldg

h gradϕ〉 = 0

for all ϕ ∈ Lp(Th; Ω), by using (27) and the fact that curldg
h coincides with

the regular curl on the curl-conforming finite element field gradϕ.
In particular, arguing as in Section 4.1 we find that by discretizing the

current density as in (22) we preserve the Gauss law divdg
h Eh = ρh/ε0, i.e.,

〈Eh,−gradϕ〉 = 〈 1

ε0

ρh, ϕ〉 ϕ ∈ Lp(Th; Ω). (30)
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While this could seem at first glance a quite natural discretization of the
continuous Gauss law, one intuitively feels that by taking test functions in
the same space as in the conforming case (20) with Eh now belonging to
a presumably larger discontinuous space will result in a discrete Gauss law
(30) that is too weak. And indeed, the corresponding scheme is known to be
unstable over large simulations times, as small errors accumulate into large
deviations, see e.g. [40] and the numerical results presented in Section 5.

4.3. Enforcing a “strong enough” discrete continuity equation

To answer the question raised in the previous Section – namely: is a given
discrete Gauss law strong enough to ensure long-time stability? – we may
observe that in the skew-symmetric case (14) where Im curlh = (ker curlh)

⊥,
the “structure” relation (12) identified above can be restated as

(ker curlh)
⊥ ⊂ ker divh . (31)

However, while this embedding is needed to guarantee that a Gauss law
involving the discrete operator divh will be preserved by the scheme, it does
not say anything on the strength of this law. Specifically, the latter should
allow to characterize the discrete longitudinal part of the electric fields, i.e.,
the fields in ker curlh, since their temporal growth is not controlled in the
evolution equation (10). Thus, we see that in order for the discrete Gauss
law to be strong enough to ensure long-time stability, the discrete divergence
operator should satisfy

ker curlh ⊂ (ker divh)
⊥

as it is the case for the continuous operators. Since this embedding is just
the opposite to (31), in the program (10)-(12) the proper “structure” relation
should be

(ker curlh)
⊥ = ker divh (32)

and it is not difficult to verify that numerical schemes satifsying these prop-
erties are stable over large simulation times.

Note that when applied to the curl-conforming method (17) the above
relation amounts to

ker curlh = Im gradh

which simply expresses the fact that Lp(Th; Ω)
grad−→ Np−1(Th; Ω)

curl−→ P(Th)
is an exact sequence, a property known for long as essential to the spectral
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correctness of the scheme [8, 14, 17, 38, 1]. However (32) does not hold for
the discrete operators defined by (25) and (29) in the DG case.

To design charge-conserving current deposition schemes that are consis-
tent with general solvers we are thus left with the following tasks:

i) characterize the kernel of the discrete curl operator defined by the
Maxwell solver (10);

ii) find a discrete divergence operator that satisfies the structure relation
(32);

iii) define the discrete current Jh seen by the Maxwell solver in such a
way that a discrete continuity equation (11) based on this consistent
divergence is satisfied.

However recent this approach has already proven successful [12, 34], and
when applied to the above DG solver it leads to depositing the current with
a “corrected” Galerkin projection, see Section 4.5 below.

4.4. A shortcut: discretizing the sources and the curl in a compatible way

In the case of a pure Maxwell problem where the exact current density
J is known, the above analysis still applies but a conceptually shorter path
to long-time stability is available. In [13] it was indeed realised that it was
possible to characterize approximation operators J 7→ Jh that provide long-
time stability properties to the scheme (10), without any explicit reference to
either a discrete continuity equation or a discrete Gauss law (despite the fact
that the motivation for such a characterization is driven by a compatibility
issue with the Gauss law).

Again, the starting point is to consider the spectral structure of the evo-
lution operator involved in the Maxwell system. At the continuous level first,
this is conveniently done in the skew-symmetric (perfect conductor bound-
aries) and source-free case by rewriting the Ampere and Faraday equations
in a compact form

∂U

∂t
−AU = 0 with U =

(
E
cB

)
, A = c

(
0 curl

−(curl)∗ 0

)
and the associated Gauss laws as

DU = 0 with D =

(
(grad)∗ 0

0 div

)
.
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Using the skew-symmetry of A we can see that ImA = (kerA)⊥ ⊂ kerD,
which expresses the fact that the Gauss law is preserved (DA = 0). But
again, more important is the stronger property

(kerA)⊥ = kerD.

Indeed, using again the skew-symmetry of A we may decompose

L2 = kerA ⊕ (kerA)⊥ with

{
kerA = {U : ∂U

∂t
= 0}

(kerA)⊥ = Span({U : ∂U
∂t

= iωU} : ω 6= 0)

so that the Gauss laws actually mean that the admissible solutions are those
which contain no stationary mode. We may now want to reproduce this
geometric property at the discrete level. Considering a scheme

∂Uh
∂t
−AhUh = 0

where the approximation Ah of A satisfies Ah = −A∗h as in the FEM and
DG examples shown above, we may state that in the absence of sources, Uh
satisfies a “fundamental” discrete Gauss law if it contains no stationary mode
with respect to Ah, namely

Uh ∈ (kerAh)⊥.

Now, using the skew-symmetry of Ah one readily sees that this is in fact
equivalent with a property of the initial data, U0

h ∈ (kerAh)⊥. Turning to
the case with a source term

∂U

∂t
−AU = F :=

(
− 1
ε0
J

0

)
,

a less obvious step is to find a characterization for the solutions of

∂Uh
∂t
−AhUh = Fh := ΠhF (33)

that is compatible with the above interpretation of the divergence constraints.
A minimal requirement is to ask that in the case where the exact solution con-
tains no (continuous) stationary mode, its approximate counterpart should
contain no (discrete) stationary mode as well. Thus, we may ask that

U ∈ (kerA)⊥ =⇒ Uh ∈ (kerAh)⊥
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and using once again the skew-symmetry of A and Ah this can be expressed
equivalently on the data, as

U0, F ∈ (kerA)⊥ =⇒ U0
h ,ΠhF ∈ (kerAh)⊥.

Now, since (kerA)⊥ = ImA and (kerAh)⊥ = ImAh, the latter condition es-
sentially means that for any continuous field W , there should exist a discrete
Wh ≈ W such that ΠhAW = AhWh. This leads to call Gauss-compatible
(on a given space V̂ in the domain of A) a scheme of the form (33) for which
there exists an approximation operator Π̂h such that

ΠhA = AhΠ̂h holds on V̂ . (34)

Quite surprisingly, this minimal characterization suffices to provide long time
stability. Indeed in [13] it is shown that Gauss-compatible schemes satisfy
the error estimate

‖(Uh − Π̂hU)(t)‖ ≤ ‖U0
h − Π̂hU

0‖+

∫ t

0

‖(Πh − Π̂h)∂tU(s)‖ ds, t ≥ 0,

which implies that Uh cannot deviate from the stationary solutions to (33).
And, as was the case for the structure preserving properties identified in
Section 4.3, it can be shown that the compatibility condition (34) is satisfied
for the curl-conforming finite element methods discussed above and in the
Discontinuous Galerkin case suitable projectors can be defined, see [13, 10,
34].

We finally note that condition (34) amounts to saying that the following
diagram commutes,

V̂ AV̂

Vh Vh

Π̂h

A

Πh

Ah

(35)

where Vh denotes the discrete space where the solution Uh is sought. This
enforces the fundamental property that continuous oscillatory modes are ap-
proximated by discrete oscillatory modes and continuous stationary modes
by discrete stationary modes, which means more precisely that for V ∈ kerA
we have Π̂hV ∈ kerAh and for V ∈ (kerA)⊥ we have Π̂hV ∈ (kerAh)⊥.
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4.5. Application to DG and DG-PIC schemes: current correction
When applied to a centered DG discretization of the 2d Maxwell system

as described in Section 4.2, both the above strategies (be it the “charge-
conserving” one described in Section 4.3 or the “Gauss-compatible” one de-
scribed in Section 4.4) lead to defining the DG current density Jh ∈ Pp−1(Th)2

as a corrected projection of the exact current, of the form

〈Jh,ϕi〉 := 〈J ,Phϕi〉 for ϕi ∈ Pp−1(Th)2. (36)

Here Ph denotes a finite element interpolation on the Nedelec space (15)
that is extended to DG fields by local averaging of the edge-based degrees of
freedom. For a detailed description we refer to [12, 34] for the cartesian case.

In practice, it is possible to implement this corrected projection in two
steps as follows.

• first, perform a standard Galerkin (i.e., orthogonal) projection of the
current on some (e.g., DG) space Ṽh ⊃ Np−1(Th; Ω) by computing the
products

J̃ j := 〈J , ϕ̃j〉 for ϕ̃j ∈ Ṽh ; (37)

• then post-process the resulting values to compute the products of the
compatible current Jh defined in (36) with

J i := 〈Jh,ϕi〉 =
∑
j

c̃i,jJ̃ j for ϕi ∈ Pp−1(Th)2 (38)

where the coefficients c̃i,j are such that Phϕi =
∑

j c̃i,jϕ̃j. This is al-

ways possible given that Ṽh contains the curl-conforming Nedelec space.
Moreover it should be emphasized that (38) corresponds to applying a
sparse (band) matrix to the array J̃ , since the projection Ph is local.

For a DG-PIC scheme the same approach can be used to deposit the
current from the particles, and the above steps are then to be applied to
J = JS. Note that in a fully discrete setting the latter should be defined
using time-averages, as described in Section 4.1.

Remark 2. In order to justify that (36) is indeed a Gauss-compatible ap-
proximation for the current, one uses the fact that for a well-designed pro-
jection operator Ph, the centered DG curl operator defined in (25) satisfies

curldg
h = curlPh : Pp−1(Th)2 → Pp−1(Th).

see [12, 34]. In the 3d-case things are slightly different, as an additional
projection must be added after the curl, see [13].
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5. Numerical illustrations

5.1. Maxwell’s equations with analytical source (Depeyre-Issautier test case)

As a first test case we consider the Maxwell equations with an analytical
current source that has been proposed to study the numerical charge conser-
vation properties in [27, 20] and also considered in [40] to assess the stability
of 3d DG solvers with hyperbolic field correction.

Here the problem is posed in a metallic cavity Ω = [0, 1]2, with articifial
permittivity ε0 and light speed c equal to one. The given current source is

J(t, x, y) = (cos(t)− 1)

(
π cos(πx) + π2x sin(πy)
π cos(πy) + π2y sin(πx)

)
− cos(t)

(
x sin(πy)
y sin(πx)

)
and an exact solution for this source is

E(t, x, y) = sin(t)

(
x sin(πy)
y sin(πx)

)
and

B(t, x, y) = (cos(t)− 1)
(
πy cos(πx)− πx cos(πy)

)
.

Note that for this solution the associated charge density reads

ρ(t, x, y) = sin(t)
(

sin(πx) + sin(πy)
)
.

In Figure 2 we show different results obtained with a centered DG scheme
of the form (23) using piecewise Q1 elements on a 8× 8 cartesian mesh and
several correction methods. To assess the charge conservation properties
of the resulting schemes we plot the time evolution of Ex and the error
on the Gauss law divE − ρ (computed inside every cell where the field is
locallyH(div)). Here we compare the results given by the basic non-corrected
scheme where Jh is defined as the standard orthogonal projection of J on
the DG space (top row) with those obtained either with a hyperbolic field
correction scheme (center row), or with a source correction computed with
the technique described in Section 4.5 (bottom row). The advantage of using
a correction methods is blatant. Time-wise, we note that while the source
correction scheme consumes about the same amount of resources than the
basic one, the field correction method requires a significant increase of 33%
in cpu time.
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5.2. Electromagnetic PIC test cases

5.2.1. The beam test case

In order to test the behaviour of Maxwell solvers coupled with particles
we next show simulations of a beam test case which is known to strongly rely
on the Gauss law being well satisfied, see for instance [3, 40]. In this test
case the domain Ω := [0, 1]2 \ (B+ ∪ B−) consists of a square of 1 m width
minus two disks of radius 0.2 m with respective centers at (1, 1) and (1, 0), see
Figure 3. A bunch of electrons is emitted with current density 500 Am−2 on
the left boundary (a metallic cathode) and accelerated by a strong external
field Eext = −gradφext created by the fixed potential maintained between
the cathode (where φ = 0 V) and on the anode (the two metallic arcs where
φ = 105 V). The right, top and bottom boundaries are absorbing. After a
first transient phase the beam propagates towards the right boundary with
a steady-state self-consistent field, as depicted in Figure 3.

In Figure 4 we then display the Ex field obtained with three different
schemes: in the left panel we show the field computed by the curl-conforming
scheme (17) with edge-elements of maximal degree p = 2, coupled with
the conservative current deposition scheme described in Section 4.1. In the
center and right panels we then plot the fields obtained with the centered
DG scheme (23) using discontinous elements of degree p = 1. Here the
center panel corresponds to the uncorrected case where the current density is
deposited with a standard method as in Equation (37) alone, which is neither
Gauss-compatible nor charge-conserving in the sense specified in Sections 4.3
and 4.4. Finally the right panel shows the field computed with a Gauss-
compatible current deposition corresponding to the combined steps (37) and
(38). The effectiveness of the latter method is obvious, and is also supported
by longer simulations.

5.2.2. 2D matter-photons interaction inside a metallic cavity

We next consider a metallic cavity Ω = [−0.5, 0.5]× [0.5, 0.5] whose lower
side is hit by a flux of photons during 20 [ns] as depicted in Figure 5. Here
the energy of the photons is such that electrons are extracted from the wall,
and we simulate the electrons within the cavity. During the emissive phase
we inject 200 numerical particles per time step, using an emitting surface of
width 600 [mm] and a current density of 1800 Am−2. The initial velocity of
the electrons is normal to the wall and corresponds to a kinetic energy of
10 keV.
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Before describing the numerical results, we emphasize that there is a
property that any qualitatively correct simulation should satisfy. Indeed,
since all the emitted electrons are bound to eventually hit and be absorbed
by a boundary of the metallic cavity, we observe that all the positive charges
created on the cavity surface by the initial loss of these electrons will be
eventually neutralized. It follows that there should be no static field at the
end of the correct simulations.

In Figures 6 and 7 we compare the results obtained with a centered DG
scheme of the form (23) using piecewise Q1 elements on a 60× 60 cartesian
mesh and several correction methods, namely the uncorrected scheme (stan-
dard projection of the current density carried by the particles), a scheme with
hyperbolic field correction and a scheme with source correction as described
in Section 4.5.

Here to assess the quality of the simulations we first plot in Figure 6 the
Ey field at a point x ≈ (0, 0.5) in the emissive area, for the three versions of
the scheme. During the emission time the three curves are almost identical,
but after the electrons are emitted the curve corresponding to the uncorrected
scheme (in red) does not oscillate around zero, which indicates a physically
incorrect behavior as was noticed above. We interpret this phenomenon as
being typical of a bad preservation of the Gauss law. Indeed at the continuous
level the solutions are only composed of genuinely oscillating fields, at least
when all the electrons have been absorbed back by the metallic walls of the
cavity. On the other hand, we observe that both correction methods produce
the expected behavior, i.e., an field oscillating around zero.

The same phenomenon is visible in Figure 7 where the Ey field is shown
in the entire domain together with the numerical particles at 5 ns, 10 ns
and 50 ns. The latter snapshot corresponds to a time where the all the
electrons have left the domain, however a strong residual field can be seen
close to the emitting area. In the corrected DGTD-PIC schemes this residual
field is absent which shows the effectiveness of both correction techniques to
numerically preserve the charge, be it the hyperbolic field correction or the
source correction method.

5.2.3. 2D matter-photons interaction outside a metallic object

In this test case we consider a metallic object whose upper side is hit
by a flux of photons during 20 ns, in such a way that the electrons are now
extracted out of the object and propagate away from it, as depicted Figure 8.
The emitting object is now a square of 0.2 m width, and for computational
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purposes it is enclosed inside a larger metallic square of 1 m width. Again,
the emissive phase is modelled by injecting 200 numerical particles per time
step corresponding to a current density of 1800 Am−2, and the initial velocity
of the electrons is normal to the wall and corresponds to a kinetic energy of
10 keV.

Unlike in the previous test case where all the emitted electrons would
eventually be absorbed back by a metallic surface in contact with the emis-
sive area, a significant fraction of the charge is now expected to leave the sim-
ulation domain (or be absorbed by the surrounding metallic surface) without
coming back. In particular, a net positive charge should remain on the sur-
face of the emitting metallic object and a non-zero static field is expected to
be observed around it.

As above, Figures 9 and 10 allow to compare the results obtained with
different versions of a centered DGTD-PIC scheme of the form (23) using
piecewise Q1 elements on a 60× 60 cartesian mesh: the uncorrected scheme,
the scheme with hyperbolic field correction and the scheme with the source
correction described in Section 4.5.

In Figure 9 we show the Ey field at a point x ≈ (0, 0.1) in the emis-
sive area, for the three versions of the scheme. Again, the values are almost
identical during the emission time, but after the electrons are emitted the
behavior of the three curves is very different. First, we see that the curve cor-
responding to the uncorrected scheme oscillates around a nonzero value which
does not match the expected value (determined with a reference FDTD-PIC
code). Moreover this value is not stable, as longer simulations show that
it decreases with time: this reflects the bad conservation of charge in the
uncorrected scheme. Turning to the hyperbolic correction curve, we observe
that it eventually oscillates around zero. As was explained above, this is not
qualitatively correct and can be interpreted as a numerical evidence of a bad
preservation of the Gauss law. Finally, the curve produced by the source
correction method has the expected behavior. Indeed, after 20 ns it oscil-
lates around a constant value of 7.5 V/m which is confirmed by a reference
FDTD-PIC scheme.

These findings are confirmed in Figure 10 where the Ey field is shown in
the entire domain together with the numerical particles at 5 ns, 10 ns and
50 ns.

Again, notable differences are visible in the latter snapshot which corre-
sponds to a time where the electrons have left the computational domain: in
the uncorrected scheme (top row) a strong unphysical field is present close to
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the emissive area, in the field corrected scheme (center row) the residual field
is close to zero which does not match with the presence of positive charges on
the inner metallic object, and finally the source correction scheme (bottom
row) computes a qualitatively correct field.

We note that the reason why the field correction method does not give
charge-conserving results for this test case lies in the fact that the boundary
conditions are not properly taken into account in the propagation of the
corrected field. To do so it would be necessary to represent the surface
charge density on the emitting object, which requires additional steps in the
discretization process that are not straighfoward. In particular, this test-case
reflects the advantage of the source correction method for DGTD-PIC codes,
as it overcomes the need of properly representing the surface charge density.

6. Conclusion

In the numerical approximation of Maxwell’s equations an adequate dis-
cretization of the divergence constraints (or involutions) plays a major role
in getting accurate and stable solutions over long simulation times. This
problem becomes even more important in the presence of sources. Because
these constraints put additional requirements on the discrete solutions there
are essentially too options: either relax them by adding additional degrees
of freedom, or make them compatible with the discretization. The former
choice corresponds to field correction methods and we have described the
latter as source correction methods. In this paper we set the framework for
both techniques, reviewed different implementations and also provided some
numerical illustrations highlighting the problem and its solutions.
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Figure 1: Charge-conserving current deposition on an unstructured grid
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Figure 2: Depeyre-Issautier test case. On the left is shown the time evolution of Ex at a
point for the exact solution (in blue) and the numerical ones (in red). The relative errors
on the Gauss law are shown on the right. The rows correspond to different versions of a
centered DG scheme (23) with Q1 elements on an 8×8 cartesian mesh: uncorrected (top),
with hyperbolic field correction (center) and with source correction (bottom).
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Figure 3: Beam test case. The self-consistent E field (left) and the numerical particles
accelerated towards the right boundary (center) show the typical profile of the solution in
the steady state regime. The external field Eext is shown on the right panel.

Figure 4: Beam test case. Snapshots of the self-consistent Ex field obtained with different
schemes: a curl-conforming scheme with Nedelec elements Np−1 of maximal degree p = 2
(left) and a centered DG scheme with discontinuous elements of degree p = 1 using either
a standard current deposition method (center) or a compatible current (right).
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Figure 5: Illustration of the matter-photons interaction inside a metallic cavity.
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Figure 6: Matter-photons interaction inside a metallic cavity. Time evolution of the Ey

field at a point x ≈ (0, 0.5) in the emissive area obtained with three DGTD-PIC schemes
(no correction, hyperbolic field correction and source correction).
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Figure 7: Matter-photons interaction inside a metallic cavity. Snapshots of Ey at t = 5 ns
(left), 10 ns (center) and 50 ns (right) for three versions of the centered DG scheme (23)
using Q1 elements on a 60×60 cartesian mesh. Top: uncorrected, center: with hyperbolic
field correction, bottom: with source correction.
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Figure 8: Illustration of the test-case of matter-photons interaction outside a metallic
cavity
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Figure 9: Matter-photons interaction outside a metallic object. Time evolution of the Ey

field at a point x ≈ (0, 0.1) in the emissive area obtained with three DGTD-PIC schemes
(no correction, hyperbolic field correction and source correction).
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Figure 10: Matter-photons interaction outside a metallic object. Snapshots of Ey at
t = 5 ns (left), 10 ns (center) and 50 ns (right) for three versions of the centered DG
scheme (23) using Q1 elements on a 60 × 60 cartesian mesh. Top: uncorrected, center:
with hyperbolic field correction, bottom: with source correction.
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