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Limit Theorem and diffusion approximation

Thomas Bonis
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Abstract

We present a way to apply Stein’s method in order to bound the Wasserstein distance

between a, possibly discrete, measure and the Gaussian measure using what we call stable

measures. We apply this construction to obtain convergence rates in terms of Wasserstein

distance, for orders p ≥ 2, in the Central Limit Theorem in dimension 1 under precise moment

conditions. We also establish a similar result for the Wasserstein distance of order 2 in the

multidimensional setting. In a second time, we generalize our construction to more general

target measures and we show how it can be applied to stationary distributions of Markov

chains in the context of diffusion approximation.

1 Introduction

Let dγ be the Gaussian measure on R
d. A measurable map τν is said to be a Stein kernel for the

probability measure ν of Rd if, for every smooth test function φ,

∫

Rd

−x.∇φ(x)dν +

∫

Rd

< τν(x), Hess(φ)(x) >HS dν = 0, (1)

where < ., . >HS and ‖.‖HS correspond to the usual Hilbert-Schmidt scalar product and norm
respectively. Standard integration by parts formula gives us that τγ = Id, the identity matrix
in R

d; intuitively, the closer τν and τγ , the closer ν and γ. Whenever such a kernel exists, this
proximity is characterized by a quantity named the Stein discrepancy of ν with respect to γ

S(ν) =

(∫

Rd

‖τν − Id‖2HSdν

)1/2

.

Both the Stein kernel and the Stein discrepancy are at the centre of Stein’s method, see for example
the books from Nourdin and Peccati [11] or from Chen, Goldstein and Shao [8]. Following the work
from Nourdin, Peccati and Swan [12], Ledoux, Nourdin and Peccati [10] have shown how this
construction can be used to bound the entropy of the measure ν using both the Stein discrepancy
and the Fisher information of the measure. They also derived an inequality involving both the Stein
discrepancy and the entropy of a measure to bound the Wasserstein distance of order 2 between
ν and γ (the WSH inequality). Remember that the Wasserstein distance of order p between two
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measures µ and ν is defined as

Wp(µ, ν) = inf
π

(∫

Rd×Rd

‖x− y‖p2dπ(x, y)
)1/p

where π has marginals µ and ν. One interesting property of the WSH bound is it finiteness even
when the Fisher information of ν is infinite (for example when ν is discrete): in this situation, the
inequality becomes

W2(ν, γ) ≤ S(ν). (2)

However, one of the main restriction of this approach is the existence of a Stein kernel for ν.
Let us consider a measure which does not admits a smooth density with respect to γ such as the
Rademacher measure ν = 1

2 (δ−1 + δ1) in R; in order to derive a Stein kernel for this measure, we
should find a function τν such that, for any smooth test function φ,

1

2
(φ′(1)− φ′(−1)) =

1

2
(τν(1)φ

′′(1) + τν(−1)φ′′(−1)).

This is impossible as we can find a smooth function φ such that φ′′(1) = φ′′(−1) = 0 and
φ′(−1) = −φ′(1) = 1. Hence, in general, a measure with atoms does not admit a Stein kernel.
One solution proposed by Azmodeeh, Peccati and Poly in [2] to circumvent this issue, in the case
of the Rademacher measure, is to compute the Stein kernel for a smoothed version of the measure.
Yet, it is unclear whether such a smoothing procedure could be derived for general measures.

In this work, we propose a new approach to apply Stein’s method which can deal with discrete
measures by introducing a new tool we call stable measure.

Definition 1. An application τν(., dy, .) of R
d × R

+ into the space of probability measures of Rd

is a stable measure for ν if, for every t > 0,

• For all k > 0, x ∈ R
d →

∫

Rd ‖y‖k2τν(x, dy, t) is in L1(ν);

• For any smooth test function φ,
∫

Rd×Rd φ(x+ y)τν(x, dy, t)dν(x) =
∫

Rd φ(x)dν(x).

Remark first that, for any measure ν, τν(., dy, .) = δ0(dy) is always a stable measure for ν. The
role t will be made clear later on. Consider a smooth test function φ and some t > 0, a simple
application of Taylor’s theorem on

∫

Rd×Rd

(φ(x + y)− φ(x))τν (x, dy, t)dν(x)

yields, for any integer i ≥ 1,

∫

Rd×Rd

(

∑

0<k<i

[<
y⊗k

k!
,∇kφ(x) >HS ]+ <

y⊗i

(i− 1)!
, Di

x,yφ >HS

)

τν(x, dy, t)dν(x) = 0, (3)

where ∇kφ is viewed as a map from R
d to R

dk

, (y⊗k)j1,...,jk = Πk
l=1yjl and

(Di
x,yφ)j1,...,ji =

∫ 1

0

(1− α)i−1 ∂iφ

∂xj1 . . . xji

(x + αy)dα.
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Thus, as in the case of the Stein kernel, the existence of a stable measure ensures the existence of
an operator T such that, for any smooth test function φ,

Eν [T (φ)] = 0.

Following the spirit of the Stein method, one can expect that if this operator is close to −x.∇+∆,
then ν and γ are close. We prove such a result in Section 2 where the proximity between ν and γ
is characterized by the Wasserstein distance of order 2. We also show that a similar result for the
Wasserstein distance of order p ≥ 1 holds for measures in R.

In Theorem 5, as an application of our results, we provide convergence rates for the Central Limit
Theorem in terms of Wasserstein distances under various moment conditions. More precisely, if we
consider i.i.d random variablesX1, ..., Xn in R

d with E[X1] = 0 and E[X1X
T
1 ] = Id admitting a finite

moment of order 2+m for m ≤ 2, then the Wasserstein distance of order 2 between νn, the measure
of Sn = n−1/2

∑n
i=1 Xi, and γ decreases in n−1/2+(2−m)/4. Moreover, if d = 1 and X1 admits a

finite moment of order p + m for some m ≤ 2 ≤ p, then Wp(νn, γ) decreases in n−1/2+(2−m)/2p.
This completes a result obtained by Rio [14] who considered the case 1 ≤ p ≤ 2,m = 2 and
generalizes a result obtained by Sakhanenko [15] treating the case p > 2,m = 0. More recently,
Bobkov [4] recovered the case p = 2,m = 2 using an entropic approach. To our knowledge, the
multidimensional result is new although the entropic approach from Bobkov is claimed to work in
the multidimensional setting but with stronger assumptions on the moment of the variables.

In Section 3, following the approach developed in Section 4 [10], we generalize our construction
to more general target measures µ assumed to be the invariant measures of diffusion processes with
generators Lf = b.∇f+ < a,Hessf >HS . Under suitable conditions on L, we show that if τν is
a stable measure for ν, then the Wasserstein distance of order 2 between ν and µ can be bounded
using the proximity between L and the operator T defined in Equation (3). We apply this result in
the case of diffusion approximation in Section 3.1. Consider a Markov chain Ms with state space
Ss, transition kernel Ks and invariant measure πs which we see as a discrete approximation, with
time-step s, of the diffusion process with generator Lf = b.∇f+ < a,Hessf >HS : we show how
to build a stable measure using Ks and, under suitable conditions on L, obtain bounds on the
convergence of πs to µ.

Finally, the proofs of our results are displayed in Section 4.

2 The Gaussian case

Let dγ = (2π)−d/2e−
|x|2

2 dx be the Gaussian measure in R
d and consider a measure ν ∈ R

d.
Following the approach of [10], we show how one can bound the Wasserstein distance of order 2
between ν and γ using the stable measure framework. As mentioned in the introduction, if ν admits
a stable measure τν , then one can expect that if, for some i > 2, the quantities

1

s

∫

Rd

yτν(x, dy, t) + x;

1

s

∫

Rd

y⊗2

2
τν(x, dy, t)− Id;

k ≤ i,
1

s

∫

Rd

y⊗k

k!
τν(x, dy, t),
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are small, then W2(ν, γ) will be small. Consider a function f : Rd → R
di

for i > 0 and q ≥ 0 we
define

‖f‖2H(q,i,ν) =

∫

Rd

∑

k∈[1,d]i

‖Hk‖2q,γ |fk(x)|2dν(x),

where Hk is the multidimensional Hermite polynomial of index k, i.e.

∂iγ

∂xk1 . . . ∂xki

= (−1)iHkγ.

In this context, the generalization of Equation (2) to the stable measure framework is given by
the following result.

Theorem 2. Let ν be a measure of Rd with finite second moment admitting a stable measure τν .
Then, for any s > 0 and i > 2,

W2(ν, γ) ≤
∫ ∞

0

e−t‖1
s

∫

Rd

yτν(x, dy, t) + x‖H(2,1,ν)dt

+

∫ ∞

0

e−2t

√
1− e−2t

‖1
s

∫

Rd

y⊗2

2
τν(x, dy, t)− Id‖H(2,2,ν)dt

+

∫ ∞

0

∑

2<k<i

e−kt

(1− e−2t)(k−1)/2
‖1
s

∫

Rd

y⊗k

k!
τν(x, dy, t)‖H(2,k,ν)dt

+

∫ ∞

0

e−it

(1− e−2t)(i−1)/2
‖1
s

∫

Rd

[ |y|⊗i

(i− 1)!

∫ 1

0

(

(1− α)i−1e
3‖αy‖22e−2t

4(1−e−2t)

)

dα

]

τν(x, dy, t)‖H(4,i,ν)dt.

As we mentioned in the introduction, τν(., dy, .) = δ0(dy) is always a stable measure for any
measure ν. Using our result for this (trivial) stable measure yields the (trivial) bound W2(ν, γ) ≤
∫

Rd ‖x‖22(dν + dγ). Now, if we were to apply our result to a non-trivial stable measure constant
with respect to t, we would encounter integrability issues for small t. Hence, one has to build stable
measures by interpolating between the trivial stable measure at small t and a more refined one for
large t. Finally, the parameter s is a simple renormalization factor.

We now turn ourselves to deriving a bound for the Wasserstein distance of order p between ν
and γ. In Section 3.2 [10], it has been shown that the W2 bound presented in Equation (2) can
be generalized to Wasserstein distance of order p ≥ 1 under a stronger version of the Stein kernel
verifying

∫

Rd

[−xφ(x) + τν(x)∇φ(x)] dν = 0.

for every smooth function φ. With this definition they have shown that, for p ≥ 1,

Wp(ν, γ) ≤
{

d1−1/p
∫

R
xdγ1Sp if 1 ≤ p ≤ 2

d1−2/p
∫

R
xdγ1Sp if p > 2

,

where γ1 is the Gaussian measure on R and

Sp(ν) =

(∫

Rd

‖τν − Id‖ppdν
)1/p

.
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Unfortunately, we cannot show that stable measures satisfy a generalization of the strong Stein
kernel assumption. However, in dimension 1, the strong Stein kernel assumption is equivalent to
the standard Stein kernel presented in Equation (1). Thus, in this case, one can apply the stable
measure framework to obtain the following result.

Theorem 3. Let p ≥ 1 and ν be a measure of R admitting a stable measure τν . Then for any
s > 0, i > 2,

Wp(ν, γ) ≤
∫ ∞

0

e−t‖1
s

∫

R

yτν(x, dy, t) − x‖p,νdt

+

∫ ∞

0

e−2t

√
1− e−2t

‖1
s

∫

R

y2dτν(x, y, t)− Id‖p,νdt

+

∫ ∞

0

∑

2<k<i

‖Hk‖p,γ
e−kt

(1 − e−2t)(k−1)/2
‖1
s

∫

R

ykτν(x, dy, t)‖p,νdt

+

∫ ∞

0

e−it

(1− e−2t)(i−1)/2
‖Hi‖2p,γ‖

∫

R

[∫ y

0

( |z|i−1

s(i− 1)!
e

(2p2−3p+1)z2e−2t

(2p)(1−e−2t)

)

dz

]

τν(x, dy, t)‖p,νdt,

Remark 4. [9] gives the asymptotic of the p-norm of Hermite polynomials with respect to the
Gaussian measure. In particular, in dimension 1, we have that, for any k ∈ [|1, d|]i, ‖Hk‖p = o(i!3/4).
It is thus possible to set i to infinity in both Theorems.

As an application of our previous results, we use the stable measure framework to obtain rates
of convergence for the central limit theorem in terms of Wasserstein distance.

Theorem 5. Let X1, . . . , Xn be i.i.d random variables in R
d with E[X1] = 0 and E[X2

1 ] = Id. If
X1 admits a moment of order p+m (E[‖X1‖p+m

2 ] < ∞) for some m ∈ [0, 2] then

W2(νn, γ) = O(n−1/2+(2−m)/4).

Moreover, if d = 1 then for any p ≥ 2, if X1 admits a finite moment of order p + m for some
m ∈ [0, 2] then

Wp(νn, γ) = O(n−1/2+(2−m)/2p).

3 General target measures

We now turn ourselves to the case of general measures. Let E be a domain of Rd and µ be a measure
with support E. Assume that µ is the unique stationary distribution of a diffusion process with
infinitesimal generator L = b.∇+ < a,Hess >HS where b and a are C∞ on E and a is symmetric
positive-definite on all of E. Let (Pt)t≥0 be the Markov semigroup associated to this diffusion

process. For any k > 0 and any function φ : Edk → R and matrix A, we define

‖φ‖2A =
∑

0≤j1,...,jk≤d

∑

0≤l1,...,lk≤d

φj1,...,jkφl1,...,lkΠ
k
i=1Aji,li .

In this context, and under suitable assumptions on the operator L, the stable measure framework
can be used to bound W2(ν, µ).
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Theorem 6. Let ν be a measure in E admitting a stable measure τν , assume that the following
holds for some i > 2

• (i) There exists (fk)0<k<i : R+ → R
+ such that for any smooth test function φ : E → R,

‖∇kPtφ‖a ≤ fk(t)
(

Pt‖φ‖2a
)1/2

.

• (ii) There exists fi : R+ × R
d → R

+ such that for any smooth test function φ : E → R

and any x, y ∈ E × R
d such that the segment [x, x + y] belongs to E, ‖∇iPtfφ‖a(x + y) ≤

fi(y, t)
(

Pt‖φ‖2a
)1/2

(x).

• (iii) For any t > 0, x, y ∈ E × R
d, if y belongs to the support of τν(x, ., t), then the segment

[x, x+ y] belongs to E.

• (iv) For any t > 0, dνt has finite Fisher information with respect to µ (i.e. νt = htdγ and
‖∇h‖22/h ∈ L1(dµ)).

Then, for any s ≥ 0,

W2(ν, µ) ≤
∫ ∞

0

f1(t)

(∫

E

‖1
s

∫

Rd

ydτν(x, dy, t)− b(x)‖2a−1dν(x)

)1/2

dt

+

∫ ∞

0

f2(t)

(∫

E

‖1
s

∫

Rd

y⊗2

2
dτν(x, dy, t)− a(x)‖2a−1dν(x)

)1/2

dt

+

∫ ∞

0

∑

2<k<i

fk(t)

(∫

E

‖1
s

∫

Rd

y⊗k

i!
dτν(x, dy, t)‖2a−1dν(x)

)1/2

dt

+

∫ ∞

0

‖1
s

∫

Rd

fi(y, t)
‖y⊗i‖a−1

i!
dτν(., dy, t)‖2,νdt

Assumption (iv) of this theorem is linked to the smoothing properties of the diffusion operator L;
for example, [6, 5] give conditions ensuring the finiteness of the entropy and the Fisher information
with respect to the Lebesgues measure of νt for t > 0; this result along with a proper control
of the Fisher information of µ with respect to ν (which corresponds to ν having a finite second
moment in the Gaussian case) can be used to prove assumption (iv). In order to verify whether
the assumptions (i) and (ii) of this theorem are checked for a specific diffusion operator L, one can
use the framework of Γ-calculus described in [3]. This approach relies on the study of the iterated
gradients Γi defined recursively for any smooth test functions f, g by

Γ0(f, g) = fg;

Γi+1 =
1

2
[L(Γi(f, g))− Γi(Lf, g)− Γi(f,Lg)] .

In particular, the diffusion operator L is said to satisfy a curvature-dimension inequality if there
exists ρ ∈ R such that

Γ2 ≥ ρΓ1.

In such a case and if ν = hdµ, according to Theorem 5.5.2 [3],

Iµ(ν
t) ≤ 2ρ

1− e−2ρt
(Pt(h log h)− Pth log(Pth))

6



Remark 7. Under a curvature-dimension inequality, it is sufficient to show that νt has finite entropy
with respect to µ for t > 0 for assumption (iv) to be verified.

It is worth noting that a result similar to Theorem 6 was derived in [10] using conditions on
Γ1,Γ2 and Γ3 which can be too restrictive. Here we propose to show that, in a simple case, that
assumptions (i) and (ii) hold using weaker conditions.

Proposition 8. Let µ be a measure on R with density e−u/2 and suppose that it is the invariant
probability measure of the following diffusion operator

L(f) = f ′′ − u′.f ′.

If

H1 ∃ρ > 0, u′′ ≥ ρ ;

H2 ∃A, ∀x ∈ R
d, |u(3)(x)|, |u(4)(x)| ≤ Au′′ ;

then for any measure ν with finite second moment, assumption (iv) of Theorem 6 is verified. More-
over, there exists constants C1, C2 such that the following functions verify assumption (i) and (ii)
of Theorem 6

f1(t) = e−ρt;

f2(t) =
C1

(eρt − 1)1/2
;

f3(t, y) =
C2e

ρ(−t/2+y2/(2(eρt−1))

eρt/4 − 1
.

3.1 Diffusion approximation

As an application of this extension, we study of the convergence of the stationary measures of a
family of Markov chains toward µ, the invariant measure of the diffusion process with infinitesimal
generator L = b.∇+ < a,Hess >HS . Let s > 0 and Ms be a family of Markov chains with
states spaces Ss, transition kernels Ks and invariant measures πs. The measures πs admits stable
measures which can be expressed using Ks.

Proposition 9. Suppose that for any x,k > 0,
∫

E×E
‖y−x‖k2Ks(x, dy)dπh(x) < ∞. Then, for any

T > 0, the measure
τπs

(x, dy, t) = 1t<T δ0(dy) + 1t>TKs(x, d(y + x))

is a stable measure for πs. Moreover, if the Ms are reversible (that is if Ks(x, dy)dπ(x) =
Ks(y, dx)dπ(y)) then, for any positive function r(t),

τπs
(x, dy, t) =

[

∫

‖x−y‖2>r(t)

Ks(x, dy)

]

δ0(dy) + 1‖y−x‖2≤r(t)Ks(x, d(y + x))

is a stable measure for πs.

7



Proof. We first deal with the general case. Let φ be a smooth function on R
d, by definition of the

stationary measure πs, we have
∫

Ss×Rd

φ(x + y)Ks(x, d(x + y))dπs(x) =

∫

S2
s

φ(y)Ks(x, dy)dπ(x) =

∫

Ss

φ(y)dπs(y).

We now deal with the reversible case, recall that Ms is said to be reversible if

∀x, y ∈ Ss,Ks(x, dy)dπ(x) = Ks(y, dx)dπ(y).

Let R > 0, we have
∫

x,y∈Ss,‖x−y‖2≤R

φ(y)Ks(x, dy)dπs(x) =

∫

x,y∈Ss,‖x−y‖2≤R

φ(y)Ks(y, dx)dπs(y)

=

(

1−
∫

‖x−y‖2>R

Ks(x, dy)

)

∫

y∈Ss

φ(y)dπs(y).

Applying Theorem 6 to this stable measure yields the following result.

Corollary 10. Under the assumptions of Theorem 6, we have, for T > 0, s > 0,

W2(πs, µ) ≤
∫ T

0

f1(t)‖b‖a−1,πs
dt+

∫ ∞

T

f1(t)

(∫

Rd

‖1
s

∫

y∈Ss

(y − x)Ks(x, dy) − b(x)‖2a−1dν(x)

)1/2

dt

+

∫ T

0

f2(t)dt+

∫ ∞

T

f2(t)

(∫

Rd

‖1
s

∫

y∈Ss

(y − x)T (y − x)

2
Ks(x, dy)− a(x)‖2a−1dν(x)

)1/2

dt

+

∫ ∞

T

∑

2<k<i

fk(t)

(∫

Rd

‖1
s

∫

y∈Ss

(y − x)⊗k

k!
Ks(x, dy)‖2a−1dν(x)

)1/2

dt

+

∫ ∞

T

(

∫ d

R

[

1

s

∫

y∈Ss

fi(y − x, t)
‖(y − x)⊗i‖a−1

k!
Ks(x, dy)

]2

dν(x)

)1/2

dt.

It is worth noting that the quantities involved in this Corollary are natural and appears in
standard results obtaining weak convergence of Ms to the diffusion process. An example of such
result can be found in [16] which states that if

lim
s→0

sup
x∈Ss

1

s

∫

y∈Ss

(x− y)Ks(x, dy) = b;

lim
s→0

sup
x∈Ss

1

2s

∫

y∈Ss

(x − y)T (x− y)Ks(x, dy) = a;

∀r > 0, lim
s→0

sup
x∈Ss

1

s

∫

y∈Ss,|x−y|>r

Ks(x, dy) = 0;

lim
s→0

M0
s = X0.

then, for any T > 0, Ms converges weakly to X , the diffusion process with generator Lf = b.∇f+ <
a,Hess(f) >HS , in C([0, T ],Rd).

8



4 Proofs

4.1 Proof of Theorem 2

The proof is based on the proofs of Proposition 2.4 and Proposition 3.1 from [10] which rely on the
heat flow interpolation along the Ornstein-Uhlenbeck semigroup (Pt)t≥0 with infinitesimal generator

L = ∆− x.∇.

We refer the reader to [3] Section 2.7.1 for a throughout presentation of the Ornstein-Uhlenbeck
semi-group properties. Let f be a smooth test function of Rd → R, according to the Mehler’s
formula we have

Ptf(x) =

∫

Rd

f(e−tx+
√

1− e−2ty)dγ(y).

In particular,
∂

∂xk1 ...∂xki

(Ptf)(x) = e−itPt(
∂

∂xk1 ...∂xki

f)(x).

On the other hand, integrating by parts multiple times by parts with respect to the Gaussian
density yields

∂

∂xk1 ...∂xki

Pt(f)(x) =
e−it

(1 − e−2t)
i−1
2

∫

Rd

Hk1,...,ki
(y)f(e−tx+

√

1− e−2ty)dγ(y),

whereHk1,...,ki
is the multidimensional Hermite polynomial with index (k1, ..., ki) defined by ∂

∂xk1
...∂xki

γ =

(−1)iHk1,...,ki
γ. Applying Cauchy-Schwartz inequality,

| ∂

∂xk1 ...∂xki

Pt(f)(x)| ≤
e−it

(1− e−2t)
i−1
2

‖Hk1,...,ki
‖2,γ(Ptf

2)1/2. (4)

Now, consider u ∈ R
d, we have

∂

∂xk1 ...∂xki

Pt(f)(x + u) =
e−it

(1− e−2t)
i−1
2

∫

Rd

Hk1,...,ki
(y)f(e−t(x+ u) +

√

1− e−2ty)dγ(y),

let v = e−tu√
1−e−2t

, using the change of variable z = y + v,

∂

∂xk1 ...∂xki

Pt(f)(x+ u) =
e−it

(1 − e−2t)
i−1
2

∫

Rd

Hk1,...,ki
(z − v)f(e−tx+

√

1− e−2tz)dγ(z − v)

=
e−it

(1 − e−2t)
i−1
2

∫

Rd

Hk1,...,ki
(z − v)f(e−tx+

√

1− e−2tz)ev.z−
‖v‖22

2 dγ(z).
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Therefore, applying Cauchy-Schwartz inequality twice yields

| ∂

∂xk1 ...∂xki

Pt(f)(x+ u)| ≤ e−it

(1− e−2t)
i−1
2

(

Ptf
2(x)

∫

Rd

H2
k1,...,ki

(z − v)e2v.z−‖v‖2

dγ(z)

)1/2

≤ e−it

(1− e−2t)
i−1
2

(

Ptf
2(x)

∫

Rd

H2
k1,...,ki

(z − v)ev.z−
‖v‖2

2 dγ(z − v)

)1/2

≤ e−it

(1− e−2t)
i−1
2

(Ptf
2(x))1/2‖Hk1,...,ki

‖4,γ
(∫

Rd

e2v.z−‖v‖2

dγ(z − v)

)1/4

≤ e−it

(1− e−2t)
i−1
2

(Ptf
2(x))1/2‖Hk1,...,ki

‖4,γe3
‖v‖22

4

(∫

Rd

dγ(z − 3v

2
)

)1/4

.

We have thus obtained the following inequality

| ∂

∂xk1 ...∂xki

Pt(f)(x+ u)| ≤ e3
‖v‖22

4
e−it

(1 − e−2t)
i−1
2

‖Hk1,...,ki
‖4,γ(Ptf

2)1/2 (5)

Finally, remark that L satisfies the following integration by parts formula for f, g two smooth
test functions,

∫

Rd

fLgdγ = −
∫

Rd

∇f.∇gdγ.

In a first time, we assume that ν admits a strictly positive smooth density with respect to γ
and and we write dν = hdγ and dνt = Pthdγ, we also assume that ν has finite Fisher information
with respect to γ. Our objective is to bound the Fisher information of dνt, where

Iγ(ν) =

∫

Rd

‖∇h‖22
h

dγ =

∫

Rd

∇h.∇(log h)dγ.

If we write vt = log(Pth), applying the previous equations to dνt yields

Iγ(ν
t) =

∫

Rd

∇Pth.∇(logPth)dγ.

Hence, we can use the integration by part formula to obtain

Iγ(ν
t) = −

∫

Rd

L(logPth)Pthdγ.

Finally, using the symmetry of Pt,

Iγ(ν
t) = −

∫

Rd

L(vt)Pthdγ = −
∫

RRd

L(Ptvt)hdγ = −
∫

Rd

L(Ptvt)dν

=

∫

Rd

x.∇Ptvt− < Id, Hess(Ptvt) >HS dν.
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For t, s > 0, let us pose

τν,1(x, t) =
1

s

∫

Rd

yτν(x, dy, t) + x;

τν,2(x, t) =
1

s

∫

Rd

y⊗2

2
τν(x, dy, t)− Id;

τν,k(x, t) =
1

s

∫

Rd

y⊗k

k!
τν(x, dy, t).

By Equation (3), we have

Iγ(ν
t) =

∫

Rd

[

∑

0<k<i

< τν,k(x, t),∇kPtvt(x) >HS +
1

s

∫

Rd

<
y⊗i

(i− 1)!
, Di

x,yφ >HS τν(x, dy, t)

]

dν(x)

≤
(∫

Rd

Pt(|∇vt|2)dν
)1/2

[
∑

0<k<i

e−kt‖τν,k(., t)‖H(2,k,ν)

(1− e−2t)(k−1)/2

+
e−it

(1− e−2t)(i−1)/2
‖1
s

∫

Rd

[ |y|⊗i

(i − 1)!

∫ 1

0

(

(1 − α)i−1e
α2 3‖y‖22e−2t

4(1−e−2t)

)

dα

]

dτν(., y, t)‖H(4,i,ν)],

where the last line is obtained using Equations (4) and (5) on ∇vt and applying a Cauchy-Schwartz

inequality. On the other hand, remark that Iγ(ν
t) =

(∫

Rd Pt(|∇vt|2)dν
)1/2

: we have thus bounded

Iγ(ν
t)1/2.
The convergence of νt to γ can then be quantified by the following estimate from [17]

d+

dt
W2(ν, νt) ≤ Iγ(ν

t)1/2.

Since νt →t→∞= γ, we can integrate our previous upper bound of Iγ(ν
t)1/2 for t between 0 and ∞

to conclude the proof whenever ν admits a smooth density with respect to γ.
We now extend the result to discrete measures using a regularization procedure similar to the

one employed to derive Proposition 3.1 in [10]. For any ǫ > 0, we define the random variable Fǫ =
e−ǫF +

√
1− e−2ǫZ where Z and F are independent with respective laws ν and γ. The distribution

νǫ of Fǫ admits a strictly positive smooth density with respect to γ with finite Fisher information
with respect to γ since F admits a finite second moment (see Remark 2.1 [12]). Moreover, for any
smooth test function φ,
∫

Rd

√

1− e−2ǫ∇φ(x) + (1 − e−2ǫ)∆φ(x) +
∑

0<k<i

< e−kǫτν,k(x, t, h),∇kPtv
ǫ
t (x) >HS dνǫ

+

∫

Rd

1

s
<

(e−ǫy)⊗i

(i − 1)!
, Di

x,ye−ǫφ >HS τν(x, dy, t)dν
ǫ = 0,

which implies

W2(ν
ǫ, γ) ≤

∫ ∞

0

∑

0<k<i

e−kt‖τν,k(., t)‖H(2,k,ν)

(1− e−2t)(k−1)/2
dt

+
e−it

(1− e−2t)(i−1)/2
‖
∫

Rd

|y|(i)
h(i− 1)!

∫ 1

0

(1 − α)i−1e
α2 3‖y‖22e−2t

4(1−e−2t) dαdτν(., y, t)‖H(4,i,ν)dt.
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Finally, as ǫ → 0, W2(ν
ǫ, ν) → 0 and we deduce the result by a simple triangular inequality.

4.2 Proof of Theorem 3

The proof of this Theorem is based on the proofs of Lemma 2.9 from [12] and Proposition 3.4 from
[10].

Let us pose

τν,1(x, t) =

∫

R

1

s
yτν(x, dy, t) + x;

τν,2(x, t) =

∫

R

1

s

y2

2
τν(x, dy, t)− Id;

τν,k(x, t) =

∫

R

1

s

yk

k!
τν(x, dy, t).

Similarly to the proof of Theorem 2, we first assume that ν admits a smooth density h with

respect to γ. Let t > 0, as before we write vt = log(Pth) and for z ∈ R
d we note g(t, z) = ze−t

√
1−e−2t

.

Consider the function ρt defined for any x ∈ R as follows

ρt(x) = E[
∑

0<k<i

e−kt

√
1− e−2t

k−1
τν,k(F )Hk−1(Z)

+
e−it

√
1− e−2t

i−1

∫

R

∫ y

0

zi−1

(i− 1)!
Hi−1(Z − g(t, z))eZg(t,z)− g(t,z)2

2 dzτν(F, dy, t)|Ft = x]

where F and Z are independent with respective laws ν and γ and Ft = e−tF+
√
1− e−2tZ. Consider

a smooth test function φ : R → R, by successive integrations by parts with respect to Z, we obtain

E[(ρt(Ft)− Ft)φ(Ft)] = −E[Ftφ(Ft)] + E[(
∑

0<k<i

e−kt

√
1− e−2t

k−1
τν,k(F, t)Hk−1(Z)

+
e−it

√
1− e−2t

i−1

∫

R

∫ y

0

zi−1

(i− 1)!
Hi−1(Z − g(t, z))eZg(t,z)− g(t,z)2

2 dzτν(F, dy, t))φ(Ft)]

= −E[Ftφ(Ft)] + E[(
∑

0<k<i

e−ktτν,k(F, t)φ
(k−1)(Ft)

+ e−it

∫

R

∫ y

0

zi−1

(i− 1)!
φ(k−1)((F + z)e−t +

√

1− e−2tZ)dzτν(F, dy, t))]

= −E[Ftφ(Ft)] + e−t

∫

R

(
∑

0<k<i

τν,k(x, t)Pt(φ)
(k)(x)

+

∫

R

∫ y

0

zi−1

(i − 1)!
Pt(φ)

(i−1)(x+ z)dzτν(x, dy, t))dν(x).
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Since φ is a smooth test function, we can Equation (3) to obtain

E[(ρt(Ft)− Ft)φ(Ft)] = −E[Ftφ(Ft)] + e−t

∫

Rd×Rd

xPt(φ)(x) −∇Pt(φ)(x)dν(x)

= E[(−Ft + e−tF )φ(Ft)− e−2t∇φ(Ft)]

= E[−(1− e−2t)∇φ(Ft)− e−2t∇φ(Ft)]

= −E[∇φ(Ft)].

Therefore, ρt satisfies the characterization of ∇vt presented in Equation 2.28 [12]. In other words:
ρt is a version of ∇vt.

From here, a simple modification of the proof of Lemma 2 from [13] yields the general estimate

d+

dt
Wp(ν, ν

t) ≤
(∫

R

|∇vt|pdνt
)1/p

,

which, after integration gives

Wp(ν, γ) ≤
∫ ∞

0

(∫

R

|∇vt|pdνt
)1/p

dt =

∫ ∞

0

E[|ρt(Ft)|p]1/pdt.

Applying Jensen’s inequality to get rid of the conditional expectation along with a triangular
inequality, we obtain

Wp(ν, γ) ≤
∫ ∞

0

∑

0<k<i

e−kt

√
1− e−2t

k−1
‖Hk−1(Z)‖p,γ‖τν,k(F )‖p,νdt

+

∫ ∞

0

e−it

√
1− e−2t

i−1
E[|
∫

R

∫ y

0

zi−1

(i − 1)!
Hi−1(Z − g(t, z))eZg(t,z)− g(t,z)2

2 dzτν(F, dy, t)|p]1/pdt.

In order to bound this last quantity, we use an approach similar to the proof of Young’s inequality.

Suppose that τν admits a smooth density with respect to the Lebesgue measure. Let η = 2p2−3p+1
2p ,

α(y, z) = 1z∈[0,y]
zi−1

(i−1)!e
ηg(t,z)2τν(F, y, t) and β(x, z) = Hi−1(x − g(t, z))eZg(t,z)−(η+ 1

2 )g(t,z)
2

. Using

Hölder inequality,

∫

R2

α(y, z)β(x − g(t, z))dydz =

∫

R2

|α(z)|1/p|β(x− g(t, z))||α(y, z)|
p−1
p dydz

≤ ‖|α(y, z)|1/pβ(x − g(t, z))‖p‖α(y, z)‖
p−1
p

1 ,

and we thus have
∫

R

(∫

R2

α(y, z)β(x − g(t, z))dydz

)p

dγ(x) ≤ ‖α(y, z)‖p−1
1

∫

R

‖|α(y, z)|1/pβ(x− g(t, z))‖ppdγ(x).
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We pose δ = x− g(t, z), using a Cauchy-Schwartz inequality,
∫

R

‖|α(y, z)|1/pβ(δ)‖ppdγ(x) =
∫

R3

|α(y, z)β(δ)p|dzdydγ(x)

=

∫

R3

|α(y, z)|Hp
i−1(δ)e

(p−1)xg(t,z)+( 1
2−p(η+ 1

2 ))g(t,z)
2

dγ(δ)dydz

≤ ‖Hi−1‖p2p,γ
∫

R2

|α(y, z)|
(∫

R

e2(p−1)xg(t,z)+(1−2p(η+ 1
2 ))g(t,z)

2

dγ(δ)

)1/2

dydz

≤ ‖Hi−1‖p2p,γ
∫

R2

|α(y, z)|
(∫

R

e−
x2

2 +(2p−1)xg(t,z)− (2p−1)2

2 g(t,z)2dx

)1/2

dydz

≤ ‖Hi−1‖p2p,γ
∫

R2

|α(y, z)|
(∫

R

dγ(x− (2p− 1)g(t, z))

)1/2

dydz

≤ ‖Hi−1‖p2p,γ
∫

R2

|α(y, z)|dydz.

Therefore, we have shown that

E[|
∫

R

∫ y

0

zi−1

(i− 1)!
Hi−1(Z − g(t, z))eZg(t,z)− g(t,z)2

2 dzτν(F, dy, t)|p]1/p

≤ ‖Hi−1‖2p,γ‖
∫

R

∫ y

0

|z|i−1

(i− 1)!
e

2p2−3p+1
2p g(t,z)2dzτν(F, dy, t))‖p,ν .

Simple limit arguments are sufficient to deal with cases where neither τν nor ν admit a smooth
density with respect to the Lebesgue measure.

4.3 Proof of Theorem 5

We prove the results for d = 1 and p ≥ 2, the proof for d > 1, p = 2 is similar.
LetX1, ..., Xn be i.i.d random variables such that E[X1] = 0 and E[X2

1 ] = 1, let ν be the measure
of X1. Let τν be a stable measure for ν, then

τνn(x, dy, t) = E[
n
∑

j=1

τν(Xj , d
y√
n
, t) | Sn = x]

is a stable measure for νn, the measure of Sn. For a measure µ, we note

τµ,1(x, t) =

∫

R

yτµ(x, dy, t)− x;

τµ,2(x, t) =

∫

R

y2

2
τµ(x, dy, t)− 1;

τµ,k(x, t) =

∫

R

yk

k!
τµ(x, dy, t).

Let a(t) = 1t≥ 1
n

√
tn. The following measure is a stable measure for ν

τν(x, dy, t) =

{

1x+y∈[−a(t),a(t)]dν(x + y) + P (X ∈ [−a(t), a(t)]C)δ0 if x ∈ [−a(t), a(t)]

δ0 otherwise
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and

τν,1(x, t) = −1[−a(t),a(t)]cx− 1[−a(t),a(t)]

(

xP(X ∈ [−a(t), a(t)]c) +

∫

[−a(t),a(t)]

ydν(y)

)

;

τν,2(x, t) = −1 + 1[−a(t),a(t)]

∫

[−a(t),a(t)]

1

2
(y − x)2dν(y);

τν,k(x, t) = 1[−a(t),a(t)]

∫

[−a(t),a(t)]

1

k!
(y − x)kdν(y).

Applying Theorem 3,

W2(ν
n, γ) ≤

∫ ∞

0

3
∑

k=1

e−kt

(1− e−2t)(k−1)/2
‖Hk−1‖p,γ‖τνn,k‖p,νn +

e
2p2−3p+1

2p e−4t

(1− e−2t)3/2
‖H3‖2p,γ‖τνn,4‖p,νndt.

Hence, we want to bound the ‖τνn,k‖p,νn . By Jensen’s inequality,

‖τνn,k(., t)‖p,νn = E[τνn,k(Sn, t)
p]1/p ≤ E









n
∑

j=1

n−k/2τν,k(Xj , t)





p



1/p

.

Moreover, since theXi are independent, using Rosenthal’s inequality (see [7]), there exists a constant
Cp such that,

‖τνn,k(., t)‖p,νn ≤ Cp

(

n1−k/2|E[τν,k(X, t)]|+ n1/2−k/2
E[τν,k(X, t)2]1/2 + n1/p−k/2

E[τν,k(X, t)p]1/p
)

.

Now, all we are left to is bounding |E[τν,k(X, t)]|, E[τ2ν,k(X, t)] and E[τpν,k(X, t)] using the mo-
ments of order smaller than p+m of ν and a. We pose l = min(4−(p+m), 2). In the following, X is
a random variable with measure ν. Let us start with τν,1: by symmetry, we have E[τν,1(X, t)] = 0.
On the other hand, since E[X ] = 0, using Bienaymé-Tchebychev inequality,

E[|τν,1(X, t)|p] =
∫

[−a,a]c
|x|pdν(x) +

∫

[−a,a]

∣

∣

∣

∣

∣

−P(X ∈ [−a, a]c)x+

∫

[−a,a]

ydν(y)

∣

∣

∣

∣

∣

p

dν(x)

≤
∫

[−a,a]c
|x|pdν(x) + 2p−1

[

a−2p

∫

[−a,a]

|x|pdν(x) +
∣

∣

∣

∣

∣

∫

[−a,a]

xdν(x)

∣

∣

∣

∣

∣

p]

≤
∫

[−a,a]c
|x|pdν(x) + 2p−1a−2p

E[|X |p] + 2p−1

∣

∣

∣

∣

∣

−
∫

[−a,a]c
xdν(x)

∣

∣

∣

∣

∣

p

≤ 2p
∫

[−a,a]c
|x|pdν(x) + 2p−1a−2p

E[|X |p]

≤ 2p

[

a−m

∫

[−a,a]c
xp+mdν(x) + a−2p

E[|X |p]
]

≤ 2p
[

a−m
E[|X |p+m] + a−2p

E[|X |p]
]

≤ 2p+1a−m
E[|X |p+m],
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similarly,
E[τν,1(X, t)2] ≤ 8a−l

E[|X |2+l].

Thus, there exists C1,p,ν such that

E[|τνn,1(Sn, t)|p]1/p ≤ C1,p(E[|X |p+m]n1/p−1/2a−m/p + E[|X |2+l]1/2a−l/2)

≤ C1,p,ν(t
−m/2p + t−l/4)n−1/2+(2−m)/2p.

Coming back to the quantity of interest, there exists C′
1,p,ν such that

∫

R+

e−t‖H0‖p,γ1E[|τνn,1(., t)|p]1/pdt ≤
1

n
+

∫

t≥ 1
n

e−tC1,p,ν(t
−m/2p + t−l/4)n−1/2+(2−m)/2pdt

≤ C′
1,p,νn

−1/2+(2−m)/2p.

We now deal with τν,2. Since E[X ] = 0 and E[X2] = 1,

|E[τν,2(X, t)]| =
∣

∣

∣

∣

∣

−1 +

∫

[a,a]2

1

2
(y − x)2dνX(x)dνX(y)

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

−1 +

∫

[−a,a]

x2dνX(x) −
(

∫

[−a,a]

xdνX(x)

)2
∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

−
∫

[−a,a]c
x2dνX(x) −

(

−
∫

[−a,a]c
xdνX(x)

)2
∣

∣

∣

∣

∣

∣

≤ 2

∫

[−a,a]c
x2dνX(x)

≤ 2a−l
E[|X |2+l].

On the other hand,

E[|τν,2|p] = P(X ∈ [−a, a]c) +

∫

(

∫

[−a,a]

1− 1

2
(y − x)2dνX(y)

)p

dνX(x)

≤ 1 +

∫

[−a,a]2

(

1− 1

2
(y − x)2

)p

dνX(y)dνX(x)

≤ 1 +

∫

[−a,a]2

(

2p−1 +
(y − x)2p

2

)

dνX(y)dνX(x)

≤ (1 + 2p−1) + 2p−1

∫

[−a,a]

x2pdνX(x)

≤ (1 + 2p−1) + 2p−1ap−m
E[|X |p+m]

≤ 2p+1ap−m
E[|X |p+m],

and,
E[τν,2(X, t)2] ≤ 8a2−l

E[|X1|2+m].
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putting everything together, there exists C2,p,ν such that,

E[|τνn,2(Sn, t)|p]1/p ≤ C2,p,ν(a
−l + n1/p−1a1−m/p + n−1/2a1−l/2)

≤ C2,p,ν((tn)
−l/2 + n−1/2+(2−m)/2p(t1−m/p + t1−l/2)).

Hence,

∫

R+

e−2t

√
1− e−2t

‖H1‖p,γ1E[|τνn,2(., t)|p]1/pdt ≤
1√
n
+

∫

t≥ 1
n

e−2t

√
1− e−2t

C2,p,ν((tn)
−l/2 + n−1/2+(2−m)/2p(t1−m/p + t1−l/2))dt.

Since
√
1− e−2t ∼t→0

√
2t,

∫

R+

e−2t

√
1− e−2t

‖H1‖p,γ1E[|τνn,2(., t)|p]1/pdt ≤ C′
2,p,νn

−1/2+(2−m)/2p.

Similarly,

E[τν,3(X, t)] = 0;

E[|τν,3(X, t)|p] ≤ CE[|X1|p+m]a2p−m;

E[τν,3(X, t)2] ≤ CE[|X1|2+l]a4−l;

E[τν,4(X, t)] ≤ CE[|X1|2+l]a2−l;

E[|τν,4(X, t)|p] ≤ CE[|X1|p+m]a3p−m;

E[τν,4(X, t)2] ≤ CE[|X1|2+l]a6−l.

Hence, there exists C′
3,p,ν and C′

4,p,ν such that

∫

R+

e−3t

1− e−2t
‖H2‖p,γ1E[|τνn,3(Sn, t)|p]1/pdt ≤ C′

3,p,νn
−1/2+(2−m)/2p,

and
∫

R+

e−4t

(1− e−2t)3/2
‖H3‖p,γE[|τνn,4(Sn, t)|p]1/pdt ≤ C′

4,p,νn
−1/2+(2−m)/2p,

which concludes the proof.

4.4 Proof of Theorem 6

The proof of this Theorem is quite similar to the proof of Theorem 2, the main difference being
using assumptions (i) and (ii) in order to replace Equations (4) and (5).

Suppose first that ν = hdµ and consider some t > 0, as before we pose vt = log(Pth). Similarly
to the proof of Theorem 2, the Fisher information of νt with respect to µ is

Iµ(ν
t) =

∫

E

Pt‖vt‖2adµ =

∫

E

L(Ptvt)dµ,
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and is finite by assumption. For s > 0, we pose

τν,1(x, t) =
1

s

∫

Rd

yτν(x, y, t)− b(x);

τν,2(x, t) =
1

s

∫

Rd

y⊗2

2
τν(x, y, t)− a(x);

τν,k(x, t) =
1

s

∫

Rd

y⊗k

k!
τν(x, y, t).

Using assumption (iii), we can obtain an equivalent on E to Equation (3) and applying Cauchy-
Schwartz inequality yields

Iµ(ν
t) =

∫

E

∑

0<k<i

< ∇kPtvt, τν,k > dν +
1

s
< Di

x,yφ,
y⊗i

(i − 1)!
>

≤ I(νt)1/2

(

∑

0<k<i

fk(t)‖‖τν,k‖a−1‖2,ν +
1

s
‖
∫

Rd

fi(y, t)
‖y⊗i‖a−1

i!
dτν(., dy, t)‖2,ν

)

,

where the last line is obtained thanks to assumptions (i)− (ii). Finally, we conclude the proof for
the continuous case by integrating I(νt)1/2 between 0 and ∞.

From a limit argument similar to the ones use in Theorem 2, we can generalize this result to
the case where ν does not admit a smooth density with respect to µ using assumption (iv).

4.5 Proof of Proposition 8

First, remark that assumption H1 implies that L satisfies a curvature-dimension inequality with
constant ρ. Hence, according to Theorem 1.3 [1], νt has finite Entropy with respect to µ if ν has a
finite second moment and, by Remark 7, finite Fisher information. Moreover, the existence of f1 is
directly given by Theorem 3.3.18 [3].

Let us now deal with the definition of f2. Using similar notations as previously, for some M ≥ 0,
let us define

ΛM (s) = Ps((g
′′)2 +M(g′)2).

Taking the derivative yields,

Λ′
M (s) = 2Ps

(

(g(3))2 + (M + u′′)(g′′)2 +Mu′′(g′)2 + u(3)g′g′′
)

≥ Ps

(

(2u′′ − |u(3)|
A

)(g′′)2 + (2Mu′′ −A|u(3)|)(g′)2
)

.

By assumption H2 and with an adequate choice of M , we have

Λ′
M (s) ≥ ρΛM (s),

and thus
ΛM (0) ≤ e−ρsΛM (s).
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Therefore, for any t > 0,

((Ptf)
′′)2 =

ρ

eρt − 1

∫ t

0

eρs((Ptf)
′′)2ds

≤ ρ

eρt − 1

∫ t

0

eρsΛM (0)ds

≤ ρ

eρt − 1

∫ t

0

ΛM (s)ds

≤ ρ

eρt − 1

∫ t

0

d

ds
(Ps((g

′)2)) +MPs((g
′)2)ds.

≤ ρ

eρt − 1

(

Pt((f
′)2) +Mt((Ptg)

′)2)ds
)

.

≤ ρ

eρt − 1
(1 + tMe−2ρt)Pt((f

′)2),

and we have obtained f2. With a similar treatment,

((Ptf)
(3))2 ≤ C2Pt/2((Pt/2f)

′)2

(e
−ρt
4 − 1)2

.

Now, by Theorem 3.2.4 [3], we have |(Pt/2f)
′| ≤ e

−ρt
2 Pt/2|f ′|, thus we can use the Harnack inequality

from Theorem 5.6.1 [3], we obtain

Pt/2((Pt/2f)
′)2 ≤ e

−ρt+ ρy2

eρt−1Pt(f
′)2,

which gives us the expression of f3 and concludes the proof.
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