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Abstract

Image deconvolution and reconstruction are inverse problems which are encountered in a
wide array of applications. Due to the ill-posedness of such problems, their resolution generally
relies on the incorporation of prior information through regularizations, which may be formu-
lated in the original data space or through a suitable linear representation. In this article, we
show the benefits which can be drawn from frame representations, such as wavelet transforms.
We present an overview of recovery methods based on these representations: (¢) variational for-
mulations and non-smooth convex optimization strategies, (ii) Bayesian approaches, especially
Monte Carlo Markov Chain methods and variational Bayesian approximation techniques, and
(éii) Stein-based approaches. A brief introduction to blind deconvolution is also provided.

1 Introduction

Image deconvolution and reconstruction belong to the class of inverse problems. They consist of
recovering, from observed data, a signal/image which is the most “similar” to the original one.
This constitutes a difficult task since the observed data are often degraded by various physical
processes (both linear and nonlinear) during their acquisition, storage, or transmission, and they
are subject to uncertainties related to the presence of random noises and the fact that the image
itself is unknown. Generally, it is possible to describe such problems by the following generic

observation model:
z = Dy (A7), (1)

where
e z=(zj)1<j<m € RM is the vector containing the observed values, often corresponding to an
image of size M = My x Mo,

o 7= (7;)1<i<n € RY is the vector consisting of the (unknown) values of the original image of
size N = N x Ny arranged in a lexicographic order,

o A= (Aji)1cjmacicn € RM*N is the matrix associated to a linear degradation operator,
e Dy: RM s RM models other degradations such as nonlinear ones or the effect of the noise,

parameterized by a.

Many practical situations can be described by (1). In what follows we briefly discuss some of
the most frequently encountered ones.

1.1 Image formation models

For many image modalities such as optical remote sensing imaging and microscopy, the observation
model reduces to the linear additive noise model:

2= Aj+b (2)



where A is a blurring operator corresponding to a square matrix (M = N) and b is a vector of
realizations of a zero-mean noise with variance «, which is often Gaussian distributed. A motion
between the scene and the camera, the defocus of an optical imaging system, lense imperfections,
and atmospheric turbulences lead to a blur in the acquired images. In such cases, we say that an
image restoration problem has to be solved. When A reduces to an identity matrix, we deal with
the special case of a denoising problem. Several models of blurring operators A can be found in the
literature [122]. If the blur is spatially invariant, the product Ay can be expressed as a convolution
of the original image y with the Point Spread Function (PSF) of the sensor size Q1 x Q2 [60]. If
this PSF has finite size Q; x Q2, it can be modeled by a matrix a € RQP1*%2, More precisely,
under zero-end conditions, the unknown image 3 and the kernel are considered as zero outside
their respective domains [0, N7 — 1] x [0, N2 — 1] and [0, @1 — 1] X [0, Q2 — 1]. Then, extended image
7° and kernel a® of size My x Ms are defined by zero padding of ¥ and a, respectively. By using a
two-dimensional indexing of the image intensity values, this can be expressed as

7 . = Viri, 10<i3 < Np—land0<ig < Ny—1 5
i1,i2 0 if Ny <ip <My —1and Ny <ig < My —1,
R e fO<ii <Qr—1land0<ia <@y —1 W
11,12 0 ilegilSMl—landQ2<12gM2_17

where My > N1+ Q1 — 1 and My > Ny + Q2 — 1. Similarly, an extended discrete noise term b° is
obtained. Finally, the degradation model can be expressed as follows:

M1—1My—1

. F— e —e (63
21,52 = E : § : Ay —iy,jo—iaYiy o +bj1,j27 (5)

11=0 1i2=0

where j; € {0,..., M1 —1} and j € {0, ..., Ma—1}. Then, for each row of index j1 € {0,..., My —
1} of a®, a Teeplitz matrix A;, with My columns is constructed:

e e e e
i 0 G M1 Y Mp—2 - G5
e e e e
a; a; a; e a;
bt J1,1 71,0 J1,M2—1 J1,2 Mo x Mo
Aj = . . i ) | €R . (6)
e e e e
@iy Ma—1 Yy Mo—2 Yy Mp-3 -0 D50

Each matrix fljl is called a circulant matrix since each row is obtained by a circular shift of the
previous one and, the first row corresponds to a circular shift of the last one. By stacking the rows
of (2j,.j2)0<j1 <My 0<ja<Ms, (1) is finally obtained where A has been partioned into M7 partitions
of size My x Ms:

i /:10 AZ\/{l—l %M1—2 —
Ay Ao Amy—r . Ao
A= AQ Al AO A Ag . (7)
|Avi—1 Any—2 An—z ... Aol

As the structure of A with respect to its blocks (Aj, Jo<j, <, is circulant, A is a block-circulant
matrix [6].



An example of remote sensing image degraded by a uniform blur and corrupted by a white

zero-mean Gaussian noise is displayed in Fig. 1 [1]. Several values for the blurring kernel size
and the variance have been considered. In these experiments, the noise level is evaluated with a
signal-to-noise-ratio (SNR) measure defined as 1010g10(%). The object edges are all
the more smoothed as the kernel size is becoming larger, while sharper details are also harder to
distinguish when the noise variance « increases.
However, in some practical contexts such as in astronomy, the blur may be spatially variant. This
property (known as anisoplanatism) is mainly due to the optical distortions of the mirrors which
vary in the field [21]. Spatially variant blur can also be produced by external phenomena such as
atmospheric turbulences in ground-based astronomy [142] or the use of adaptive optics [141].

In low-photon level imagery techniques, a more accurate model for the acquired data is given by
a Poisson random process since the latter is a counting process suitable to express the distribution
of the number of photons received by the sensor in a given time interval. In this case, each scalar
observation z; with j € {1,..., M} can be viewed as a realization of a Poisson random variable of
intensity \; (expected value) given by

N
Aj=a Z Aj Y (8)
i=1

where A and 7 are assumed to have nonnegative components. The variance of observation z; is
then equal to \; and thus depends on the intensity of Ay. Confocal laser scanning microscopy, a
successful technique for 3D imaging of biological specimens is a low-photon count imagery technique
since the amount of light detected by the photomultiplier is significantly reduced by the confocal
pinhole [150]. It also involves a linear out-of-focus blurring operator due to the diffraction limited
nature of optical microscopy [150].

Note that a recent trend is to resort to more realistic noise models. In this respect, attention is
paid to Poisson-Gaussian probabilistic models in several areas such as astronomy [125], microscopy
[149, 46], and medical engineering [181]. This is motivated by the fact that the Poisson component
reflects the photon-counting during the acquisition step whereas the Gaussian one corresponds to
the thermal noise induced by the electronics of the imaging system (typically CCD sensors).

In image recovery applications, the linear operator A is not always a blur operator correspond-
ing to the PSF of the instrument. In a wide range of tomography problems, the matrix A indeed
corresponds to a projection matrix. In such a case, we say that an image reconstruction problem
needs to be solved. A two-dimensional visual representation of the raw data is usually provided
under the form of a sinogram: each column corresponds to the number of particles detected by
a line (or a tube) of sensors in a given orientation. For instance, Positron Emission Tomography
(PET) involves a projection operator A having fewer rows than columns (M < N) in the presence
of Poisson noise. Generally, PET data are acquired directly into sinograms. Fig. 2 provides two
examples of sinograms for two values of the noise scale parameter . The smaller «, the stronger
the degradation is, as it can be observed in Figs 2(b) and 2(c).

Image reconstruction techniques can also be employed when some information is missing in
the observed image, due to a low resolution acquisition (super-resolution problem), a subsampling
(interpolation problem), or some occultation process (inpainting problem). In compressed sensing,



Original 7 Degraded images z (Gaussian noise and uniform blur)

blur: 3 x 3 blur: 9 x 9 blur: 3 x 3
SNR = 27.3 dB SNR = 27.3 dB SNR = 7.34 dB
a=10% a=10% a =103

Figure 1: Degradation of a remote sensing image of size N = 1280 x 307. The second row focuses
on the red area.

the objective is to exactly recover the image (assumed to have some sparsity properties) from a
very small number of data. Then, the matrix A often models a random measurement matrix with
M < N and the noise is assumed to be additive and Gaussian [28]. Application of this technique
to Parallel Magnetic Resonance Imaging (PMRI) is described in [85] and the references therein.



(a) Original image Sinogram z € R288x144
7y € R0 (b) with o = 0.1  (c) with o = 0.01

Figure 2: Example of degradation encountered in positron emission tomography. 7 models the
activity in the Zubal brain phantom [202]. Hot color is associated with high activity. Two sino-
grams are presented for different levels of Poisson noise. Small scaling parameter o means high
degradation. The Poisson noise is signal dependent, thus areas with high intensity (warm colors)
are more degraded than cool color areas (blue-black areas).

1.2 Ill-posedness, ill-conditioning, and regularization

The goal is to find an estimate 7j(z) € RY of the “clean” image ¥ from the measurements z. The
solution is considered as supervised when A and the statistics of the noise are known, otherwise it
is unsupervised or blind. In the latter case, the identification of the degradation characteristics is
carried out prior to or in conjunction with the estimation procedure [123, 120]. In what follows,
we mainly focus on supervised strategies.

It must be emphasized that restoration techniques differ from image enhancement methods in that
they account for a quantitative image formation model specifying the underlying degradations. In
other words, image restoration/reconstruction constitute methodologies exploiting prior informa-
tion on the degradation process.

Let us first assume that the image formation process is noise free. The problem z = Ay is said
to be well-posed if it fulfills the Hadamard conditions [105] namely:

1. existence of a solution, i.e. the range ran A of A is equal to RM,

2. uniqueness of the solution, i.e. the nullspace ker A of A is equal to {0},

3. stability of the solution ¥ relatively to the observation i.e.

(V(z2)e ®RM)?)  z=Z =0 = |§(z) -5 0.



The existence condition means that every vector z in RM is the image of a vector y in R™. The
uniqueness condition means that, if 7(z) and 7/(z) are two solutions, then they are necessarily
equal since y(z) — §’(z) belongs to ker A. The stability condition allows us to ensure that a small
perturbation of the observed image leads to a slight variation of the recovered image.

In the following, we will relax the notation y(z) as y. Several situations may arise in practice.

e In the case of a square matrix with full rank » = M = N, a solution always exists as
ran A = RY. Moreover, it is unique as A is injective. However, A may be ill-conditioned.
If (1;)1<i<r denote the singular values of A sorted in a descending order, a high value of its
condition number (the ratio n;/ny) indicates a bad conditioning of A. A common example
consists of a convolution operator A whose frequency response tends to vanish in some
frequency band (typically a low-pass filter).

To illustrate this concept, we consider the image formation described by (2). In the case of
an invertible matrix A, a naive solution consists of applying the inverse degradation model
to the observation z that is

g=A1(Ag+b) =7+ A b (9)

In the case of the convolution degradation operator (7), A is block-circulant and, it may be
diagonalized by the 2D Discrete Fourier Transform (DFT) matrix, which drastically reduces
the computation cost of the inversion when the dimensions of A are power of 2 thanks to the
fast Fourier transform algorithm [6, 100].

However, if A is ill-conditioned (whatever it is block-circulant or not), the inverse filtered
noise A~'b may become very large so that its effect becomes of paramount importance. Thus,
the inverse filtering amplifies the noise leading to an irregular image.

Fig. 3 displays three degraded versions of the remote sensing image presented in Fig. 1.
Three configurations are displayed. Fig. 3-(a) illustrates the image degraded by a blur only,
Fig. 3-(b) presents the situation where the original image is degraded by a blur and a small
noise while in Fig. 3-(c) the noise is stronger. It clearly appears that inverse filtering is not
robust even when the noise is light but it works perfectly when no noise degrades the image.

e If A is not invertible, it is possible to compute its generalized (or pseudo) inverse. More
precisely, if the recovery is good enough, the degraded version Ay of the solution y can be
expected to be close to the observed vector z. In other words, the Euclidean distance between
Ay and z should be minimized:

7 € Argmin || Ay — 2| (10)
yERN

Thus, the problem reduces to a least squares problem [112] and, two configurations have to
be studied. If A has a rank » = M < N, the problem is under-determined. Then, A is a
“wide” matrix and the second Hadamard condition is not fulfilled. There exists an affine
space of solution in the direction of ker A and, very often, the solution with minimum norm
is retained:

g=AT(AAT) 1z (11)
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Degraded Restored Degraded Restored Degraded Restored

Uniform blur: 9 x 9 Uniform blur: 9 x 9 Uniform blur: 9 x 9
(a) no noise (b) Gaussian noise (c) Gaussian noise
SNR = 27.3 dB SNR = 7.34 dB
a =102 a =103

Figure 3: Three examples of image restoration with inverse filtering for a similar blur and different
noise levels. The second row focuses on the red area. The inverse filtering is not robust to noise,

even if the noise level is small.

The generalized inverse of A is thus equal to AT (AAT)~1,
In case of a rank r = N < M, A is a “tall” matrix and the first Hadamard condition is not

fulfilled. So, there is no exact solution if z &€ Im A. The least squares problem however has
a unique solution given by

g=(ATA)1AT 2 (12)
The generalized inverse of A is then equal to (AT A)"'AT.
Note that in both cases, the generalized inverse filter often leads to irregular solutions as the

inverse filter does.

10



In conclusion, whatever the dimensions and the rank of A are, the need to stabilize the solution
or to guarantee its uniqueness motivates the following alternative problem formulation:

y € Argmin ||[Ay — 2| + x¢(y) (13)
yERN

where ¢: RV = ]—o00, +-00] denotes the regularization term [184] and, x > 0 is the regularization
parameter that adjusts the tradeoff between the data fidelity and the degree of regularity.

1.3 Methodology for solving inverse problems

This subsection aims at describing some commonly used regularized criteria for solving inverse
problems. Their definition requires prior knowledge about (i) the noise and the linear degradation
operator, and (i) the reference image y (piecewise constant image, texture image, --- ).

1.3.1 Bayesian interpretation

To better cope with the criterion to be minimized for solving the generic inverse problem corre-
sponding to (1), it seems suitable to resort to a Bayesian formulation. To this end, ¥ and z are
considered as realizations of random vectors Y and Z. The estimation can be performed based
on the Maximum A Posteriori (MAP) strategy. The objective is to find the estimate y which
maximizes the posterior probability distribution 1y | 7=z Thanks to Bayes theorem, 1y | 7= _(y) can
be expressed in terms of the likelihood function p Z|7:y(z), the prior distribution py-(y), and the
marginal distribution pz(2), here assumed to be nonzero. Therefore, the problem reduces to find
¥ such that

_ - 1y (y)
y € Argmax u7|Z:Z(y) &y € Argmax NZ|7=y(Z) Y(z)
yERN yERN nz
& Y € Argmax py v, (2)uy(y)- (14)
yERN

The monotonicity of the logarithm function allows us to rewrite (14) as follows

Y € Argmin ( — log ,uz‘yzy(z) — log uy(y)). (15)
yeRN
The first term in (15) quantifies the fidelity to the observed data z and, depends on the underlying
degradation model. The second one is related to the prior information on the original image 3.
Thus, if ¢/(2a) with ¢: RN +— ]—o00,4+00] and @ > 0, and Y¢ with ¢: RY + ]—o00, +oc] and
X > 0 denote potentials associated with the likelihood and the prior distribution, respectively (up
to some possible additive constants), the optimization task amounts to find

- o1 -
y € Argmin 2—~¢(y) + X0 (y). (16)
yERN (6%

11



1.3.2 Fidelity to data

When D, models a white Gaussian noise with variance o = o2, the likelihood ,uZ|7:y(Z) is the
following Gaussian function:

1 _llAy—=|?
7%6 502 . (17)
2

Mz|7:y(2) = (2702)

Hence, the data-dependent term corresponding to the neg-logarithm of p Z\?:y(z) is quadratic:

1 , 1
—log ngpy—y(2) o 53 llAy — 2" = 559 (). (18)

Combining (16) and (18) leads to the minimization problem (13) where x = 202¥.

In a similar way, when D, describes a Poisson noise model with scale parameter «, the likelihood
is given by

— a(4y);)

|
Zj

M
pav—y (z <) = [ [ o (a(Ay);)™. (19)
j=1

where (2;)1<j<m are nonnegative integer values. Therefore, the data-dependent term is related to
the discrete generalized Kullback-Leibler divergence [186] denoted by Dgxkr.:

M

—log puyy, ()1<jem) < Y —2;log (a(Ay);) + a(Ay); < Dk (z, ady). (20)
j=1

At this point, it is important to note that it is much more difficult to account for Poissonian
statistics than Gaussian ones since the data-dependent term is not finite for every value of y, but
only when, for every j € {1,..., M}, (Ay); > 0. In addition, this term does not have a bounded
second-order derivative on its domain, which may limit the choice of methods to minimize Crite-
rion (16) in the Poissonian case. These difficulties will be discussed in Section 3.7.

Note also that if no penalization is introduced, the estimation reduces to a mere maximum likeli-
hood estimation:

g € Argmax log pizjy—y ((2j)1<j<m)- (21)
yeRN

In the case of Poisson statistics, ¥ cancels the derivative of the Poisson data fidelity term given by
(20). Therefore, its N components (¥;)1<j<n should satisfy the following condition:

M

1 Z
Wie{l....NY) —=r— 2 Ay =1L (22)
ad iAo T = Ay

This nonlinear equation cannot be solved in a straightforward manner. In this respect, the iterative
Expectation-Maximisation (EM) is used [178, Annexe I]. It is very often called the Lucy-Richardson
algorithm in the fields of astronomy and microscopy [169, 131] and Expectation-Maximisation

12



Maximum Likelihood (EM-ML) in PET applications [67, 178, 124]. A nonlinear iterative method
is then adopted to determine a sequence of approximations (ﬂ["})neN of the target image:

~[n] M
n Y, Zi
jefl,...N}) = —TF S 4" (23)
ARSI Sl Aiyy)

It is easy to check that the iterates 3™ are never negative-valued provided that the initial estimate
is not. Under some assumptions, the sequence of vectors (ﬂ["})neN converges towards a maximizer
of the Poissonian likelihood [178, 124]. Nevertheless, this algorithm is known to have a slow
convergence rate. In order to alleviate this drawback, fast versions such as the Ordered Subsets
Expectation Maximization (OSEM) [110] have been developed. Anyway, because of the lack of
regularization, the image recovery process is not very stable and may be dominated by noise.
Consequently, resorting to regularization is recommended.

In what follows, we will present some of the most frequently used regularization terms.

1.3.3 Regularization in the image domain

A first example of regularization corresponds to the Tikhonov one [184] for which the likelihood is
assumed to be Gaussian (see (17)) and the penalty term has the following form:

¢(y) = [1Ayl3 (24)
with A € RV*N | Cancelling the gradient of the criterion leads to the following optimal solution:
T=(ATA+XATA)TAT 2, (25)

provided that AT A+ YATA is invertible. As ¥ is linear with respect to z, it is possible to interpret
7 as the output of a linear recovery filter. Moreover, it is possible to express the solution in terms
of the generalized Singular Value Decomposition (SVD) of (A4,A) [99]. However, for large-scale
problems, the direct matrix inversion is not always feasible and alternative approaches have to
be followed. For instance, if both A and A are block-circulant, it is possible to diagonalize them
by DFT matrices [6, 100]. Hence, the solution is sought in the Fourier transform domain with a
reduced computational load.

Many choices are possible for the linear operator A and, this degree of freedom makes Tikhonov
regularization very flexible. For instance, if A = Id, solutions with low energy are promoted. In
practice, A often corresponds to a high-pass filter operator such as a gradient or Laplacian operator.
A weighted sum of the first and second order derivative operators may also be considered. In this
way, a smooth solution with limited high frequency energy is searched while keeping the difference
Ay — z small, and the parameter Y controls the smoothness of the solution. Indeed, in the case
of a Gaussian likelihood, if ¥ decreases, the solution tends to be irregular and close to the inverse
filter output, whereas if y is large, the solution is approaching zero.

An alternative choice consists of choosing A such that

ATA = o?R7! (26)

13



where Ry- is the autocorrelation matrix of Y defined as
Ry =EYY']. (27)

The related recovery filter is known as the parametric Wiener filter. If XY = 1/2, it reduces to the
standard Wiener filter [195] which is defined as the linear filter that minimizes the mean square
error between the estimate and the target image.

Tikhonov regularization leads to estimators 7 that are linear with respect to the observation z.
Despite their simple closed form, these estimators may suffer from some limitations. For instance,
the over-smoothing of significant edges may lead to an unacceptable quality of the recovered im-
ages [89]. To alleviate such shortcomings, resorting to nonquadratic regularization appears as an
appealing alternative. Nonquadratic functions of the image derivatives can also be introduced,
which often outperform the quadratic ones [91, 89, 121, 90]. Entropy and divergence based reg-
ularizations are also employed in order to promote energy concentration [79]. One of the most
popular regularizations proposed by Rudin, Osher, and Fatemi (ROF) [172] is related to total
variation. More precisely, let 2 be an open set of R? and let W' () denote the Sobolev space of
summable functions defined on €2 such that their derivatives in the sense of distributions with an
order less than or equal to 1 are also summable. The total variation is then defined as

(vy e WHL(Q)),  tv(y) = / IDy(w)ll2 dw (28)
Q

where Dy(w) € R? is the gradient of y at location w. In finite dimension, several definitions of the
total variation are possible depending on the choice of the discrete differentiation operator. The
most employed one [32] is expressed as

N1 No

(y e RN o) = tvi) = 30 S (V1 i)’ + (V2 i) (29)
i1=11ip=1
with
(V1 D) = {f)’“ e .
and
(V2 V)i = {;’“ e -

The popularity of the total variation penalization may be accounted for by its good denoising
performance especially if the underlying image contains large uniform regions (cartoon-like image).
However, for natural images, this method exhibits staircasing effects [130]. Another difficulty raised
by this regularization is that it does not correspond to a proper prior distribution uz (in the sense
that exp(—tv(-)) is not a summable function over RV1*N2) if a Bayesian viewpoint is adopted. Note
that one may also think of employing nonconvex penalizations [45], which however may introduce
difficulties in the solution of the associated minimization problem, e.g. the presence of spurious
local minimas.

Fig. 4 displays restored images of the remote sensing image presented in Fig. 1 using three
possible regularizations in the spatial domain. The performance of Tikhonov regularization is
compared with total variation regularization. Total variation based restoration leads to visually
better performance but it leads to piecewise constant artefacts (staircasing effect).
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(a) Degraded (b) Inverse filtering Quadratic regularization (e) Total variation
Uniform blur 9 x 9 (c)A=1d (d) A = Laplacian
Gaussian noise

Figure 4: Illustration of image restoration with different regularizations in the image domain.
(a) Degraded image (SNR = 27.3 dB), (b) Inverse filtering, (c¢) Tikhonov regularization with
A =1d, (d) Tikhonov regularization with A modeling the Laplacian operator, (e) total variation
regularization. The second row focuses on the red area.

1.4 Outline

So far, the aforementioned methods perform the reconstruction in the original data space. Chang-
ing the data description through a representation leading to insightful coefficients is another pow-
erful strategy to regularize inverse problems. A great deal of attention was paid to perform
reconstruction on coefficients resulting from wavelet transforms or frame decompositions. In the
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remainder of this article, we show the benefits which can be drawn from these representations. In
Section 2, the concept of wavelet and its extension to more general frames are presented. We then
make an overview of recovery methods based on these tools. Section 3 is devoted to variational
formulations and non-smooth convex optimization strategies. In Section 4, we describe Bayesian
approaches, especially Monte Carlo Markov Chain methods and variational Bayesian approxima-
tion techniques, whereas Section 5 deals with Stein-based approaches. A brief introduction to
blind deconvolution is also provided in Section 6. Finally, conclusions and perspectives are given
in Section 7.

For each recovery method, we carry out numerical experiments performed on the same degraded
image in order to highlight avantages and drawbacks of each approach. We deliberately focus on
visual results which will allow the reader to evaluate the quality of recovery and the remaining
artefacts, probably in a more reliable way than by using existing metrics [194].

2 Wavelets and frames

2.1 Wavelet transforms
2.1.1 Motivation

Finding a representation of 7 leading to coefficients summarizing its intrinsic properties, while
allowing the noise to be easily separated from the useful information has been the topic of much
attention in signal and image processing. Linear transforms are the simplest tools for generating
such coefficients. Traditionally, decompositions onto orthonormal bases such as discrete Fourier or
cosine transforms [5] have been employed because they lead to a concentration of the energy into
few coefficients. However, their good frequency localization properties are achieved at the expense
of a poor spatial localization. In order to reach a tradeoff between both the spatial and frequency
localizations, the Wavelet Transform (WT) has been introduced [48, 126, 136] and many wavelet-
like basis decompositions have also been proposed such as wavelet packets [50] or modulated lapped
transforms [138],... As will be further discussed, WT has proven to be a very powerful tool for
inverse problems in image processing. This section is devoted to a brief review of the wavelet
transforms. More details can be found in [136].

2.1.2 Filter banks

A multiresolution analysis of a 1D discrete-time signal (r(k))gez corresponds to a decomposition
where the signal is represented at different scales in order to analyze its fine to coarse structures.
In practice, it is generated by applying an M-band filter bank consisting of analysis and synthesis
filter banks as depicted in Fig. 5.

Recall that an analysis M-band filter bank involves M filters with frequency responses
Gy, ...,Gm_1. Filters Gy and G\ _1 are respectively low-pass and high-pass; whereas G1,...,Gm_2
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(ri,0(k))rez

(7'1,1 (k))kez

(r(k))kez : (7(k))kez
G HI - e
Figure 5: Analysis/synthesis M-band filter bank.
are band-pass filters. The set of filters éo, e ,éM_l with its associated upsampling operators is

called a synthesis filter bank. The low-pass filtering of (r(k))xez by Go followed by decimation
generates a first subsampled approximation (710(k))kez of the original signal. The band-pass
and high-pass branches provide subsampled detail signals, in different frequency bands which are
complementary to the low-pass approximation. A reconstructed signal (7(k))rez is obtained from
(r1,0(k))kez, - - -, (r1m—1(k))kez after upsampling by a factor M, a filtering through the synthesis
filters, and a summation.

All the involved filters should satisfy some constraints in order to guarantee the equality between
7(k) and r(k), at each time k, (possibly up to an integer delay and a non-zero multiplicative factor,
which can be incorporated into the filter coefficients) [190].

Furthermore, the smoothed version (71 9(k))kez can be further decomposed by the same filter bank,
in an iterative manner, as shown in Fig. 6.

(r2,0(k))kez

(r2,1(k))kez

——

(r(k))rez
Gm-1 (ri,m=1(k))rez

Figure 6: 2-stage M-band wavelet decomposition.

2.1.3 Filter bank based multiresolution analysis

Such a filter-bank decomposition can also be considered as a multiresolution analysis of the space
L2(R) of square integrable (i.e. finite energy) functions from a continuous-time viewpoint. Suc-
cessive iterations of the basic M-band analysis filter bank on the low-pass output result in an
approximation at resolution level j. The approximation spaces constitute a decreasing sequence of
nested subspaces of L.2(R), associated with a scaling function ¥y € L?(R). The computation of the
WT reduces to projections of the continuous-time signal onto subspaces characterized by (M — 1)
mother wavelets ¥,, € L%(R), m € {1,...,M — 1} [182]. These functions fullfill the following
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conditions called the scaling equations:

o

(¥m € {0,.... M—1})(Vt € R) \/Lmqu(%) =Y gu(B)Wo(t— k) (32)

k=—00
where (gm (k))kez is the impulse response of filter G,,. For every m € {0,...,M — 1}, j € Z, and
k € Z, let us define scaled and shifted versions of the scaling function and mother wavelets:

(VtER) U i(t) = MI20, (M7t — k). (33)

Under orthonormality conditions, it is possible to show that

(VEeER) )= > D> rimB)Vmit), (34)

me{l,...M—1} jEZ keZ

where

o /]R Uk (O ()t (35)

Thus, any signal r in L?(R) can be linearly expanded onto the orthonormal wavelet basis
{9 mu (G, k) €Z2,me{l,...,M—1}}.

2.1.4 2D extension

For the sake of simplicity, the extension to 2D wavelet transforms is often handled in a separable
way. More precisely, the analysis filter bank is applied successively to the image rows and columns.
This amounts to define the 2D wavelets as a tensor product of the 1D wavelets, so yielding a basis
of L2(R?). As a result of an M-band orthonormal discrete wavelet decomposition over J resolution
levels, an approximation subband at the coarsest resolution level .J is obtained as well as .J x (M?—1)
wavelet subbands oriented into the horizontal, vertical and “diagonal” directions at different scales.
Although the wavelet transform has been found to be an efficient multiscale representation of the
information, much efforts have been paid to improve the representation of geometric informations
(namely textures and edges) in order to preserve them during processing. More precisely, the
interest has moved towards more general representations known as frames (in the sense of Hilbert
space theory), that are redundant. This appeal of frames can be mainly explained by the flexibility
of these overcomplete representations to capture local features of the signal and by their quasi
shift-invariance properties. The next section is dedicated to a presentation of the concept of frame
transforms and their most important properties that highlight their interest for solving inverse
problems.

2.2 Definition of a frame

The first definition of frames was given by Duffin and Schaeffer in their study on non harmonic
Fourier series [72]. Let K denote a nonempty subset of N and, let G denote a separable Hilbert
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space endowed with an inner product (-,-) and a norm || - || = 1/(:,-). A family (ej)rex of G is a

frame if there exist two constants v and 7 in |0, +oo[ such as

Vyed)  uyll? < Ky en)® <7yl (36)
keK

The constants v and 7 are called lower and upper frame bounds, respectively. Thus, the frame
concept covers both orthonormal bases (¥ = 7 = 1), in particular othornormal wavelet bases,
and overcomplete sets of vectors. Note that, in finite dimension, it can be shown that a frame re-
duces to a spanning set of G, and card[K] > dim[G] [102] and the upper bound in (36) is always met.

2.3 Related operators

The associated frame analysis operator F' is the injective bounded linear operator defined as
F:G— (K):y— ((y,ex))kex. (37)

where £2(K) designates the sequences (£)rex such that > ek [€k]? < +oo F is also called the
Bessel map associated with (ex)rex. Its adjoint F™* is the frame synthesis (or reconstruction)
operator defined as

F*: £2(K) = G (Se)rek > > ke (38)
kekK

It can be shown that F™* is a surjective bounded linear operator [109].
By composing F' and F*, the frame operator S = F*F' is obtained:

S:g—>g:yl—>z<y,ek>ek. (39)

kekK
If v =7 = v, the frame (e)rek is said to be tight. In this case, the following equality holds:
F*F = vld. (40)

The family (eg)rex is an orthonormal basis of G if and only if F~! = F*.

2.4 Examples of frames

A union of v orthonormal bases is the simplest example of a tight frame. Curvelets [27, 80] also
constitute an example of tight frames of G = L?(R?). A real (resp. complex) dual-tree wavelet
decomposition is the union of two (resp. four) orthonormal wavelet bases [175, 40]. Under some
conditions, contourlets [68] also are tight frames. From a historical viewpoint, Gabor frames
[62, 187] have played an important role in many inverse problems.
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2.5 Frame decomposition theorem

It can be shown that S is an isomorphism with inverse mapping S~'. The family of vectors (& )rck
defined as
(VE € K) é =S e (41)

constitutes a frame of G called the dual frame of (ej)rex with frame bounds 7=! and v~
It is also possible to prove that F'S~! is the frame analysis operator of the dual frame (é;)rek.
Furthermore, we have:

Vyed) y=>_ (v ex)ér (42)

kekK
= Z (Y, ex e (43)
keK
The last expression can also be rewritten as
y = Dc (44)

where

e D can be vieweds as a (possibly infinite dimensional) matrix whose columns are the vectors
(ex)kek,

e cis a vector whose k-component is the coefficient <y, ék>.

Thus, every vector y in G corresponds to a linear combination of the frame elements. Although
a similar property holds for a basis, the difference is that for a frame, a vector ¢ satisfying (44)
is generally not uniquely defined and it can thus be replaced by another one than (<y, ék>)keK-
This degree of freedom is of crucial interest in inverse problems. Indeed, the determination of the
coefficients can be guided by a criterion that fits the desired properties of the signal.

At this point, it is worthwhile to note that solving an inverse problem using a frame representation
requires to address key practical issues:

1. the definition of a criterion for the determination of the coefficients of the sought image;
2. the design of the frame itself;

3. the computation of the coefficients associated with an element of G for a given frame.

2.6 Sparsity criterion

When the family (eg)rek is linearly dependent (i.e. the frame is overcomplete), we have seen that
the vector of coefficients ¢ is not uniquely defined. Therefore, it is possible to select coefficients
that meet a certain condition, e.g. a sparsity assumption. In other words, the signal is considered
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as a combination of few atoms and, a sparse representation is promoted with a majority of null (or
quasi-null) coefficients. Ideally, the problem can be recast as the following constrained optimization
problem:

minimize llcllo subject the constraint y = Dc (45)

where ||c||o denotes the number of nonzero components of c. This is however an NP-hard problem,
which is intractable [143]. In finite dimension, a full search strategy indeed requires to test all the

k-uplets that can be extracted from c for k = 1, ..., card[K]. The number of such k-uplets amounts
to
card[K] \  (card[K])! (46)
k "~ K!(card[K] — k)!”

When card[K] increases, the number of k-uplets to be tested increases as card[K]*. The cost is
prohibitive and the problem becomes infeasible.

Therefore, the sparsity mesure ||c|| is often replaced by the £2 or £' norm since these two criteria
are mathematically tractable. The last one especially is very popular since it can be shown that,
under some technical assumptions [29] it gives an exact solution to Problem (45). The resulting
optimization problem reads:

Problem 2.1
minimize ||c|; subject to y = Dec
C

where ||c||1 = D ek [kl

2.7 Decomposition algorithms

Two strategies can be considered for solving Problem (2.1): sequential and parallel approaches.
Sequential approaches consist of greedy methods that aim at choosing one vector of the frame at a
time. More precisely, the frame vector that “best” approximates the signal is found and, the related
approximation is computed by selecting iteratively new vectors according to some criterion such as
the best match to the residual. In contrast, in parallel strategies, all the vectors of the frame are
selected at the initial step and some of them are discarded according to some optimization process.
Matching pursuit [137] and orthogonal matching pursuit [148] are examples of greedy algorithms,
whereas basis pursuit algorithms [101, 42] correspond to parallel decomposition methods.

2.8 Designing a frame

The elements of the chosen frame are expected to reflect the properties of the signal to be analyzed.
Therefore, the choice of a frame is a delicate task that has a strong impact on the final performance
of the reconstruction/restoration. Several strategies have been developed in order to construct
frames [106]. The general guidelines are as follows.

e Strategies that promote a low computational cost employ pre-specified frames (e.g. overcom-
plete wavelets, curvelets, contourlets, steerable wavelet filters, short-time Fourier transforms)
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that are not signal-adapted. Tight frames are often preferred as they can be easily pseudo-
inverted. The performance is satisfactory as long as the resulting representations are sparse.

e Frames can also be built by exploiting prior knowledge on the signal to be analyzed [114].

e [t is also possible to construct atoms of the frame through a learning on a training set of
reference signals that are assumed to be similar to the signals to be analyzed [4, 198, 104].

e Recent procedures based on dictionary learning make it possible to built the frame from the
signal to be analyzed, but their computational cost is often high [135].

2.9 Why frames in inverse problems?

In inverse problems, it has been observed that it is more convenient to consider overcomplete
frames rather than bases since a higher number of atoms leads to a more flexible linear model with
an expected reduced number of nonzero terms for matching the signal. Wavelet bases are well-
adapted to approximate piecewise smooth functions. But, in the case of an image containing more
complex structures, their lack of shift invariance [49, 154] may lead to reconstruction artifacts, e.g.
ringing artifacts near edges.

Overcomplete frame decompositions lead to more precise approximations. Nevertheless, since
the family (ex)rex is linearly dependent, as already mentioned, the set of coefficients is no longer
unique. Therefore, a sparsity criterion needs to be employed in order to concentrate the information
in the data on relatively few and robustly estimated coefficients.

2.10 Two approaches for using frames

When using frames in inverse problems, two main approaches can be considered. In what follows,
we adopt the following notation: K = {1,..., K}, G =RY, and K > N.

As in Problem 2.1, a common choice for a regularization when using an analysis frame is the
£'-norm applied to the frame coefficients, i.e.,

K

$(y) = g(Fy) = [IFylr =D _[(Fy)xl-

k=1

A statistical motivation for this choice is that a prior probability density function proportional to
exp(—||F - ||1) appears to provide a good approximate model for the frame coefficients, by noticing
that the negative log-likelihood associated with this distribution leads to the £'-norm. When the
frame is a basis, this distribution reduces to an i.i.d. Laplacian model (cf. Figs 7 (b,c,d)). Other
choices for g can be considered in order to better capture inter/intrascale behaviours [158]. A close
relation can be established between the £'-norm applied to the image gradient (total variation) and
the undecimated wavelet transform involving a Haar filter [176]. However, due to the flexibility
offered by frames and their ability to generate multiscale analyses, the use of such a transform
may yield a better performance than total variation for natural images [83].
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Figure 7: Example of 2D symlet-3 wavelet representation (J = 1). Zoom associated with the red
area is displayed on the second row and the histogram associated to each subband is presented on
the third row.
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In turn, if a synthesis frame is employed, the degradation model (1) becomes
2z =Dy (AF*T) (47)

where T € RE are the frame coefficients of the reference image 7 such as § = F*Z. The objective
is to recover the frame coefficients 7 that are the closest to Z, from the observations z.

At this point, it is worth noting that for a given observation model (reflected by given D, and A),
the differences between the reported methods stem from the combination of several choices:

e the employed frame,

e the adopted objective function that the estimate Z should minimize, in particular the choice
of the possible regularization functions,

e the optimization method used to compute the optimal solution.

In Fig. 8, we display several reconstruction results based on wavelet basis or redundant frame
representations. The frame used in our experiment is a dual-tree wavelet decomposition [175, 40].
The analysis and synthesis results are presented. These two configurations will be further discussed
in the next section, where we will describe the most important variational methods operating on
the frame coefficients.

3 Variational approaches using frames

3.1 Background

In a variational framework, the restored image j € RY is sought as a minimizer of a criterion
modeling the prior knowledge on the problem. The most intuitive criterion is composed of a data
fidelity term and a regularization term. Formally, if we denote by 1: RY — ]—o0, +-00[ the data
fidelity term and by g: R% — ]—o00, +-00[ the regularization term, the variational approach consists
of finding

y € Argmin(y) + g(Fy). (48)
yERN

As already explained, the data term ensures that the signal Ay is close to the observed data
z. This closeness can be measured in terms of a squared £2-norm or by using a divergence such as
the Kullback-Leibler one. The choice of this data term is often motivated by knowledge about the
statistical properties of the noise (cf. Section 1.3.2). To avoid an irregular solution due to noise,
the second term imposes some smoothness on the solution. This regularity can be measured in
terms of small variations of the gradient. This leads to g(F'y)  tv(y), in which case the equivalent
of F'is the gradient operator with K = 2N and ¢ is a sum of Euclidean norms of two-dimensional
vectors (see Section 1.3.3). The regularity can also be expressed in terms of sparsity of the image
by choosing g(F'y)  ||ly|l1 (K = N). In a probably more realistic way, the sparsity can be imposed
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Figure 8: Illustration of image reconstruction with different regularization based on wavelet and
frames. A restoration result based on total variation is also presented in order to easily compared
the restoration results. (a) Degraded image (SNR = 27.3 dB), (b) total variation regularization,
(c) wavelet basis regularization using symlets of order 3 with 3 decomposition levels, (d)/(e)
synthesis/analysis frame based regularization using symlets of order 3 with 3 decomposition levels.
The second row focuses on the red area.

on the coefficients in a suitable general frame by setting g(F'y) o ||F'y||;. These choices have been
discussed in Section 2.10.

Although this form of criterion is frequently encountered in the literature, one can incorporate
as many constraints as informations available about the signal to estimate. For instance, for an
8 bit-coded image, it is natural to impose a constraint on the dynamic range of the image, by
enforcing the variable y to belong to the hypercube C' = [0,255]. The associated constrained
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minimizer reads

y € Argmin(y) + g(Fy). (49)
yeC

Incorporating such a constraint can be equivalently formulated as adding an indicator function to
the criterion:

y € Argmin ¢ (y) + g(Fy) + o (y)- (50)
yERN
Recall that the indicator function (o of a set C' is such that (c(y) = 0if y € C and tc(y) = +00
otherwise.

The interest of wavelet transforms or more generally frames is to provide an insightful repre-
sentation of an image in order to highlight some of its features. However, the information available
directly on data, in the spatial domain, such as the presence of sharp edges is also useful to per-
form an efficient recovery. For this reason, it is important to note that some functionals should
be applied directly on the pixels of the image and some others on the frame coefficients, possibly
using different frames. The resulting variational problem can be formulated in a general setting
[161] that consists of finding ¥ such that

I J
j € Argmin Y fi(y) + Y g;(Fy), (51)
j=1

yeRN T

where, for every i € {1,...,I}, fi: RY — ]—o0,+00] and, for every j € {1,...,J}, gj: RE —
| —00,400]. The functions (f;)i<i<r and (g;)i1<j<s can take the +oco value in order to deal with
constraints, as it is the case for the indicator function in (50). Additional technical assumptions
often adopted on the involved functions is that they are proper (at least finite in one point), convex,
and that they are lower-semicontinuous. (A function f: RY —] — 00, +-00] is lower-semicontinuous
if its epigraph {(z,¢) € RN x R | f(z) < ¢} is a closed set.)

3.2 Analysis versus synthesis formulation

The criterion (51) is called an analysis formulation of the variational problem in contrast with
another formulation, called synthesis formulation, where one estimates §y = F*Z such that

J

1
T € Argmin Z fi(F*z) + Z gj(x). (52)
i=1

IGRK ]:1

The solutions resulting from the analysis and synthesis formulations only match for some specific
choices of F, (fi)i<i<r, and (gj)i1<j<s. The results given in the following were partly derived in
[31, 77].

Property 3.1 If F' corresponds to a representation onto an orthonormal basis, then the analysis
formulation (51) and the synthesis formulation (52) are equivalent.

Proof. This property is related to the fact that y = F*x < z = Fy, when F corresponds to a
decomposition onto an orthonormal basis. [
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Property 3.2 The analysis formulation (51) is a particular case of the synthesis formulation (52).

Proof. By definition of a frame, F* is surjective. Consequently, for every y € RY | there exists an
element x in RX such that y = F*z and (51) can be rewritten as

1 J
j € Argmin Y fi(F )+ ) g;(FF*), (53)
y=Fre j=1
that is
I J
J=F'% with Z€Argmin Y fi(F*z)+ ) hj(), (54)
z i=1 j=1

where, for every j € {1,...,J}, h; = g;(FF*.). O

Property 3.3 Let F be a non bijective tight frame analysis operator. If, for every j € {1,...,J},
gj can be written as a sum of functions hji: ImF — |—00,400] and hj2: ker F* — ]—o00, 400],
1.e.,

(V(y,z1) e RY xker F*)  gj(Fy+z1) = hj1(Fy) + hja(x1) (55)

where ker F* is the nullspace of F*, and if, for every u € ker F*, hja(u) > h;2(0), then the analysis
formulation (51) and the synthesis formulation (52) are equivalent.

Proof. Since F is not bijective, ker F* # {0}. Then, every = € R¥ can be decomposed as a sum
of an element belonging to the range of F' and an element belonging to the nullspace of F™* since
ker F* = (ImF)*, i.e.

(VmERK)(EI(y,xJ_)GRkaerF*) x=Fy+uxz,. (56)

Consequently, F*z = F*Fy, which shows that solving (52) is equivalent to

I J
minimize Z fi(F*Fy) + Z g9j(Fy+xy). (57)
yeRN i1 —
x, €ker F'* J

As F'is a tight frame operator, F*F' = vId with v > 0. This yields

I J
minig}\irze hi(y) + Z gi(Fy+xy), (58)
€ ; ;
:(:J_yeker F* =1 j=1
where, for every i € {1,...,I}, hi = hi(v-). By using now the separability assumption on the

functions (g;)1<j<s as expressed by (55), the problem becomes

minimize Zle hi(y) + Z}']:1 hji(Fy)
yERN J (59)
minimize 3 5y hja(T.L)-
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Moreover, since we have assumed that, for every u € ker F**, hjo(u) > h;2(0), the problem reduces

to
J

I
miniﬁl}\ifze Z ﬁ,(y) + Z hji(Fy), (60)
ve i=1 j=1

which corresponds to a frame analysis formulation. O

3.3 Importance of optimization methods

Finding a solution to the analysis or synthesis formulations (51)-(52) requires the design of an
optimization strategy that mainly depends on the number of involved functions, their nature
(smooth or not), and the form of the involved matrices, in particular the linear degradation operator
A (diagonal matrix, circulant matrix,...) or the frame matrix F' (tight frame or not). In the
remainder of this section, we provide a quick overview of the main algorithmic solutions proposed
in the literature in the context of frame-based image recovery.

3.4 Solution to synthesis formulation in the presence of Gaussian noise

One of the most commonly used criterion for solving inverse problem involving a wavelet-based
regularization is the following:

Z € Argmin ||[AF*z — 2|* 4 x|z (61)
reRK

where x > 0.

The difficulty of finding an efficient numerical solution stems from the nonsmooth behaviour of
the penalization term. Due to this fact, classical gradient descent based methods cannot be applied
directly. A basic solution could be to employ a subgradient based strategy [159] but it is well-known
that such an approach suffers from slow convergence rate. Another class of approaches consists
of solving a smooth relaxation of this criterion by replacing the £'-norm with a differentiable
approximation such as the Huber function [74, 46], with the drawback of limiting the achieved
sparsity.

The first works providing a suitable algorithm for solving exactly (61), when F models a
wavelet transform, were derived by Figueiredo et al. [84] by means of an expectation-maximization
algorithm and by Daubechies et al. [63] by means of convex analysis tools. Even though the
derivations of the algorithm differs, both lead to an iteration consisting of a gradient descent step
followed by a soft-thresholding. This iteration has been incorporated into a proximal formalism and
generalized by Combettes and Wajs in [57]. For our purpose, the latter framework mainly allows
us to provide convergence guarantees with less restrictive conditions on the step-size parameter
and also to deal with a wider class of possibly nonsmooth regularization terms. This algorithmic
solution known as forward-backward (FB) can handle frame representations as explained by Chaux
et al. [37]. The iterations of the FB algorithm in the context of frames are given below:
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Set v, € R such that inf,en7, > 0 and sup,,cy7n < W.
Set A\, €]0,1] such that inf,ex Ay, > 0.

Initialize z[0 € RE,

Forn=0,1...

{ gt = glnl 4 3 (prox (2l — 29, FAT (AF*zl™ — 2)) — x[”])

Yax|I-l1

where prox denotes the soft-thresholding with threshold value v, x that is

x|l
(Vu = (ug)1<k<k) Prox,, .|, (u) = (Sign(uk) max{0, |ug| — 7“X})1<k<K' (62)

and sign denotes the signum function. The sequence (z"),cn generated by this algorithm is
guaranteed to converge to a solution to (61). In the literature, this algorithm often specialized to
the case when, for every n € N, \,, =1 and ~,, €]0, m[, is called Iterative Soft-Thresholding
Algorithm (ISTA) [84, 63] (it is also named proximal-gradient algorithm or thresholded Landweber
algorithm) although convergence results actually allow the stepsize to be increased almost by a
factor 2, resulting in a faster convergence. Some variants of the algorithm have also been developed
in order to accelerate its convergence, the most famous ones being the Two-step Iterative Shrinkage-
Thresholding (TwIST) [17] and Fast ISTA (FISTA) [12, 33]. These algorithms take advantage of
subspace acceleration, the update at iteration n making use of the previous iterations 2™ and
21 50 leading to improved worst case bounds in terms of functional convergence rates. Another
useful way of improving the convergence behaviour is to employ preconditioning strategies which
are reminiscent of quasi-Newton methods [47].

3.4.1 Step-size parameter

In practice, the convergence speed of the forward-backward algorithm is highly related to the
choice of the stepsizes (V,)nen. It is often observed that the closer to the upper-bound 1/||AF*||?
these parameter are, the faster the solution is reached. It is thus important to compute accurately
|AF*||?, the value of which is rarely known a priori. The computation of this norm is achieved by
the following arguments. Let us perform the eigenvalue decomposition of the matrix B B where
B =AF*, ie.

B'B=UAU"

where A = diag{\1,..., \x} and where U = [uy,...,uk] is an orthogonal matrix. By

definition of the norm, || B||?> = ||AF*||> = \;, where ig € Argmax ;. If [ denote a vector in R¥
1<i<K

c RKXK

which does not lie in the nullspace of B, we can write,

omeny  MBTOE T Ml )
”Bn—lx[o}”Q Zfil /\Z(L—1|<:E[0}’Ui>|2a

which leads to

e N —
nee Eigmye =~ Mo = IAFTI (6

Based on (64), a sequence (pl™),cn converging to ||AF*||> can be built as follows:
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Choose randomly zl% € R¥ .
Set plfl =0, pll =1, and n = 1.
Set € > 0.
While |pl" — pln=11] > ¢pl7

gl = FAT AF*gln—1

] _ =]
P = o
n<+<n-+1.

In the literature, this algorithm is known as the power iteration [191, 31].

3.4.2 Uniqueness of the solution

The set of solutions to (61) is reduced to a singleton if AF™ is an injective transform. Another
way to ensure uniqueness is to add a squared £2-norm penalization in the criterion, by looking for

i\:argmin\|AF*x—z||2 —|—€||3:H2+X||33H1 (65)
zERK

with € > 0. The additional term can be interpreted as a regularization g(x) = €||z||? + x||=||; that
is sometimes called an elastic net penalization [201]. Then, the iterations of FB become

g = g N (prox (1- 29p€)z™ — 2y, FAT (AF*zI" — z)) — :EM).

Xl Il
Since the solution is unique, the choice of the initial value % does not impact the asymptotic
behaviour of the algorithm. Usual choices are 2! = 0 or z[% = Fz (when M = N).

3.4.3 Proximity operator

In the forward-backward algorithm, we have introduced the operator ProXy v/l for which a closed
form expression has been given. However, the notation prox is much more informative because it
refers to the proximity operator, a mathematical tool possessing numerous interesting properties
from an optimization standpoint [11]. The proximity operator associated with a convex, lower-
semicontinuous, and proper function h: R —]— 00, 4+00] at a point u € R” is defined as the unique
minimizer of h + || - —ul?, i.e.

prox; :R" — R"”

u aurgminl v —ul|® + h(v). (66)
vERF 2

This operator generalizes the definition of the projection onto a nonempty closed convex set C' C ‘H

since the proximity operator of the indicator function ¢ of C' reduces to this projection. Numerous

closed form expressions are listed in [57, 37, 53, 55] such as for the proximity operators associated

with the negative log-likelihood of the generalized Gaussian distribution, exponential distribution,
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gamma distribution, chi distribution, uniform distribution, and more generally, of a large class of
log-concave distributions [37]. Here, we recall the expression of the proximity operator associated
with the negative log-likelihood of the generalized Gaussian distribution for an exponent value
p € {1,4/3,3/2,2,3,4}. The graph of the resulting proximity operator is plotted in Fig. 9.

Example 3.4 [37] Let x > 0, p € [1,+00[ and ¢: R — |—00,+00] : & — x|¢|P. Then, for every

€ eR,

(sign(¢) max{|¢| — x, 0} ifp=1

§+3'4X1/3 ((e—&Y2 = (e+€&)Y?) where €= /€2 +256x3/729 ifp=3%

2sign 16]¢| e 3

¢ + Asien(®) 1—/14+ 55 ifp=13

prox,§ = ¢ s ( 9Xz> . ’ (67)

I+2x ifp=2

sign(¢) V= ifp=3

(S92 — (59" where e = /&1 1/(27y) if p = 4.

-2 0 2

Figure 9: Illustration of prox,,» with p € {1,4/3,3/2,2,3,4} and x = 2. The figure displays the
proximity operator value as a function of its argument. This clearly shows that various behaviours
are obtained depending on the value of p.

The previous formulas become useful in practice when they are combined with a result stated below
that is applicable to functions which are separable in an orthonormal basis. This assumption is
often valid when modeling prior information in an orthonormal wavelet transform or simply in a
canonical basis.

Property 3.5 [37, Proposition 2.10] Let h: RY —] — oo, +00]: u + Eszl ok ((u, ex)) where
(ex)1<k<n denotes an orthonormal basis of RN and (pr)1<k<n are convexz, lower-semicontinuous,
and proper functions from R to | — 0o, +oc]. Then

N
(Vu € RN) Prox,u = Z (prox% (u, ex))ex.
k=1
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For example, if (ej)i1<k<n is the canonical basis of RY,
_ N _
(Vu = (ug)1<k<n €ER ) PIOXy (|, ¥ = (proxx‘,‘uk)lgng,

which combined with Example 3.4 with p = 1 leads to (62). Similar arguments yield closed form

expressions of ProX, .2, when p € {4/3,3/2,2,3,4}.

Another proximity operator commonly encountered when dealing with group sparsity or with
total variation regularizations is the operator associated with the 2-dimensional Euclidean norm,
which can be generalized to higher dimension.

Example 3.6 [54] Let x> 0, and let

¢ R? = R: (&1,&) = p/I[&? + |&f*

We have then, for every (£1,&2) € R?,

- =t i 2 T,
prox,, (€1, &) = (1 |§1\2+|§2\2)(§1’§2)7 if \51.\ TGP > )
(0,0), otherwise.

3.4.4 Use of other optimization algorithms

Although the FB algorithm and its variants constitute both simple and efficient numerical methods
for computing = as defined by (61) or (65), alternative algorithms can be employed, some of which
are described in the next section by focusing on an analysis formulation.

3.5 Solution to analysis formulation in the presence of Gaussian noise

We now focus on the resolution of the analysis counterpart of Problem (61) which consists of
finding

§ € Argmin || Ay — z||> + || Fy||1. (69)
yERN

3.5.1 Forward-backward algorithm

When applied to (69), the form of the FB algorithm becomes:

Set v, € R such that inf,en7y, > 0 and sup,,cyvn < . S

A2
Set A\, €]0,1] such that inf,ex Ay, > 0.
Initialize yl® e RV,
Forn=0,1...
[ yIm =yl (prox, ey 0 = 29,47 (Al — 2)) —yll)
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The main difficulty in the use of these iterations stems from the proximal computation step. Indeed,
the proximity operator of a function composed with a linear operator has a closed form expression
only in a few specific cases, as explained below.

Property 3.7 [53, proposition 11] Let H and G be two real Hilbert spaces of finite dimensions, let
f be a conver, lower-semicontinuous, and proper function from G to | — oo, 40|, let T: H — G be
a linear operator and let T* be its adjoint. We assume that TT* = 71d with 7 € ]0,4+o00[. Then,

prox oy = Id + X T o (prox,; —Id) o T. (70)

Coming back to the computation of Prox,, .| .|, the application of the above formula requires the
property F'F* = 71d to be satisfied, which is only guaranteed for orthonormal bases (with 7 = 1).
We recall that tight frames satisfy F*F = vId but FF* is generally not equal to vId (see (40)).

3.5.2 Douglas-Rachford algorithm

An alternative way for solving (69) consists of introducing an auxiliary variable v € R so that

g€ Argmin ||Ay — z||® + x|jul1 subject to  u= Fy, (71)
(y,u)eRN xRE
or equivalently
ge Argmin Ay —2|* + xlluls + v (y, ), (72)

(y,u)eERN xRE
where we have introduced the indicator function of the vector space

V={(y,u) e RN x R | Fy —u = 0}. (73)

This criterion can be efficiently minimized with the so-called Douglas-Rachford algorithm [75, 53]
that requires to compute the proximity operator of each term involved in the criterion. The
proximity operator associated with the €'-norm has been given in the previous section. The
proximity operator of the data fidelity term takes a closed form expression that is

(vy € RY) Prox 4.2y = (Id + 29ATA) Ny + 29AT 2), v >0,

where the inversion can be computed efficiently if A is a block-circulant operator (see Section 1.3.3),
and, by definition of the projection onto a vector space

(V(y,u) € RN x RE) Py(y,u) = (y,u) — (F*v,—v) with v = (FF*+1d)"YFy —u).

Following the matrix inversion lemma (Sherman-Morrison-Woodbury formula) and assuming that
F models a tight frame, the inversion reduces to (FF* +1Id)~! = Id — H%F F*. The resulting
Douglas-Rachford algorithm is given below:
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Set v €]0, +00].
Set A\, € R such that inf,en Ay, > 0 and sup,,cy A < 2.
Initialize y!® € RN and ul? € RK

Forn=0,1...
gl = (1d + 27AT A) 7 (gl 42747 2)
1
ulta] = proxw”.”lu[”]

(1, w10y = (] lml) 4\, (B 2yl — yinl 2yl 3]l — ylnly — (ylnt3] 3

Under some technical assumptions, the sequence (y["})neN can be shown to converge to a solution
to (69).

3.5.3 PPXA+

The trick of introducing an auxiliary variable is also exploited in related approaches such as the
Alternating Direction Methods of Multipliers (ADMM) [96, 16, 82|, also called Split Bregman
iteration by some authors [98], the Simultaneous Direction Method of Multipliers (SDMM) [177],
or in the Parallel ProXimal Algorithm (PPXA+) [55, 156]. Note that ADMM can be viewed
as an application of the Douglas-Rachford algorithm to the dual optimization problem. All these
algorithms are instrumental in many recent works devoted to image restoration which involve tight
frames and a block-circulant degradation matrix.

The common point in all these methods is that the inversions of AT A and F*F are performed
in a kind of joint manner. Here, we describe the iterations corresponding to PPXA+ [156], the
spirit remains the same for the other aforementioned algorithms.

Set (v1,72) in ]0, +-oo[2.

Initialize v/% € RM | ¢[=1/2 ¢ RM 40 ¢ RX and ul-1/2 e RE.
Forn=0,1...

Yyt = (AT A + 3 F*F) " (n ATol 4+ 4 Frulol)

ol 3] = y=3] - g(2yln 1] — ylnly — yln)

uln+3] = yln=31 4 oyl _ ylnly o)

1
o4 = s ol 4 22

uln ] = proxL”,”l(u[”Jr%]).
2

Under some technical assumptions, the sequence (y[”])neN generated by PPXA+ converges to
a solution to (69). In particular, the matrix ;AT A + v F*F needs to be invertible. Note that,
similarly to the Douglas-Rachford algorithm, this inversion usually involves large size matrices and
can thus be performed only for some specific choices of A and F' (e.g. block-circulant degradation
matrix and tight frame). Another interesting property of PPXA+ is that it can be employed for
solving more sophisticated problems than (69), especially when hybrid regularizations are used
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[161]. In this case, the proximity operators of the different regularization terms can be computed
in parallel.

3.5.4 Primal-dual schemes

For a wide array of image restoration problems, A does not model a block-circulant matrix, for
instance in tomography applications. Moreover, the tight frame assumption may appear restrictive
when overcomplete dictionaries are employed [76]. In order to perform image recovery in such a
general setting, recent algorithms in the image restoration literature have been proposed [34, 56,
58, 189, 116]. These algorithms are based on a primal-dual formulation and often make use of the
FB algorithm for finding the associated saddle point. The iterations may thus combine gradient
descent steps and proximal ones dealing with nonsmooth terms. The iterations derived from [58]
are as follows:

Set (o, 7) €]0, +0o[? such that 1/7 — o||F||* > ||A||2
Initialize y/® € RM and «[0 € R,
Forn=0,1...

ylrtll = ol o7 A* Ayl — 2) — 7o Frul?]

ol = [0l 4 F(2ylntl] — ylnly

uld =yl — prox§||,||1(v[”])

Once again, under some technical assumptions, the sequence (y["})neN converges to a solution to
(69).

3.6 Additional constraints

In many practical situations, informations on the dynamic range of the pixel intensity values are
available. The analysis formulation in the presence of data degraded by Gaussian noise becomes:

Find 7 € Arglﬂ“}tvinllz‘ly—zll2 +xIFyll1 + e (y) (74)
yeR

where C' is a nonempty closed convex subset of RY. Incorporating such a constraint can be done
cleverly by replacing prox,_, . with Pc oprox; where h models either the data fidelity term or the
regularization term. However, such an argument can be employed only in a few situations. We
recall next the main conditions for the validity of this approach:

Property 3.8 [41] Let (e)1<k<n be an orthonormal basis of RN and let (pr)1<k<n be a family of
convex, lower-semincontinuous, and proper functions from R to | — oo, +oc]. Let h be a separable

function such that
N

h: RY — ]—o0, +00] : u > Zcpk(@, ek))- (75)
k=1
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Let C be a separable convex set such that

C= () {ueRY | (ue)eCi} (76)
ke{1,..,N}

where (Cy)1<k<n are closed intervals of R such that (Vk € {1,...,N}) C,, Ndom ¢y, # &.
Then,

N
(Vu € RY) ProXy, i, U = Z TRk (77)
k=1
where
inf CY, if prox,, <u, ek> < inf CY
(VkEe{1,...,N}) Tk = 4 sup Ch, if prox,,, (u,01) > sup Cj, (78)

Prox,, <u, ek> otherwise.

For example, this property is applicable if C' corresponds to a box constraint, and A is the
identity matrix (denoising problem). In other cases, we need to resort to splitting algorithms
designed for minimizing a sum of a finite number of functions such as PPXA+, SDMM or primal-
dual algorithms. For more details regarding these algorithms, the readers should refer to [57, 37,
53, 55, 116].

3.7 Frame-based strategies in the presence of Poisson noise

As described in Section 1.3.2, when the data are corrupted with Poisson noise, the criterion we
aim at minimizing usually involves the generalized Kullback-Leibler divergence Dgkr,. Here is the
associated analysis £'-minimization problem:

Find y € Argmin Dgky,(z, aAy) + x| Fyll1 (79)
yERN
where
M
Dgk,(z,aAy) = Z Vi ((Ay)s)
i=1

and, for every i € {1,..., M},

av —z; + z;In <i> if z; >0 and v € |0, +o0],
U
(Vv €R) Yi(v) = aw if z; =0 and v € [0, 4+o0],
400 otherwise,
with x > 0. The generalized Kullback-Leibler divergence is differentiable on its domain, but it

does not have a Lipschitzian gradient. More precisely, for every i € 1= {i € {1,..., M} |z > 0},
the second-order derivative of 1); is given by

(Vo €]0,+o0) 7(v) = Zi

- ﬁ? (80)
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and it is thus unbounded close to 0.

Since the FB algorithm requires the data fidelity term to be Lipschitz differentiable, it cannot
be used for solving (79). In the literature, two classes of alternative solutions have been proposed
to circumvent this difficulty. The first one consists of approximating the data fidelity terms with
a Lipschitz differentiable function, while the second approach is based on the computation of the
proximity operator associated with the Kullback-Leibler divergence.

3.7.1 Variance stabilization transform

The fact that Poisson data have components with variance proportional to the target signal may
account for the lack of Lipschitz differentiability of the gradient of their negative log-likelihood.
Hence, one may look for transformations allowing the variance to be stabilized. The most common
variance stabilization transform is the Anscombe transform [7] which is equivalent to replace the
potential ¢; (i € {1,...,N}) of the Poisson distribution by

(Vv € R) Div) = %(2,/@@ + % - Zi>2 if v € [0, +o0] (81)

+00 otherwise.

The resulting frame synthesis formulation reads

M
Find z € Argmin ZJZ((AF*:E)Z) + xllz|1 (82)
z€RK i=1

where the data fidelity term is a convex function having a Lipschitzian gradient [73]. We can then
refer to the previous section and employ the FB algorithm to build a sequence that converges
to a solution to (82). When a frame analysis formulation is adopted, the primal-dual algorithm
presented in Section 3.5.4 can be used in order to solve the associated optimization problem. Note

that other choices for (1;)1<;<n have been proposed in literature (see for instance [41]).

3.7.2 Dealing with the exact Kullback-Leibler divergence

In [53], the authors noticed that the proximity operator associated with the negative log-likelihood
of the Poisson distribution is related to the gamma distribution and they provided the expression
of this operator. More precisely, for every v > 0 and i € {1,..., M}, we have [53, Example 30]

v —ya+ /v —yal? + 4y
5 :

(Vv € R) ProX., ), U = (83)

It results that any optimization algorithm relying on the proximity operator of these functions
can be employed. We now give the iterations corresponding to PPXA+ because of their simplicity.
However, any primal-dual scheme can be employed in order to provide an algorithm working for any
type of degradation operator A and frame F'. The reader can refer to [177, 82, 161] for an overview
of various algorithms reported in the literature for solving optimization problems involving the
Kullback-Leibler divergence.
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Set (v1,72) in ]0, +-00[2.

Initialize v/% € RM ¢[=1/2 ¢ RM 40 ¢ RX and ul-1/2 e RE.
Forn=0,1...

yIrtl) = (AT A+ 3 F*F) 7 (n ATol 4 pp Frulm)

o3 = yln=3] 4 A(2ylnt1] _ ylnly _ yln)

uln 2] = yn=3) 4 F(2ylntll _ ylnly _ 0]

- [n+3]
plrtl = (proxwi/ﬂ,1 (v; 2 ))1<i<M

uln 1l = proxL”,”l(u[”Jr%]).
72

4 Bayesian methods

The previous section has been focused on the computation of an estimate of the unknown image
by minimizing a criterion. From a Bayesian perspective, the solution corresponds to the Maximum
A Posteriori estimate. Other Bayesian estimator may however be more relevant. In particular,
much effort has been devoted to the posterior expectation, which is also known as the minimum
mean square error (MMSE) estimate. For instance, in [160], the MMSE is computed for image
denoising by employing a Gaussian Scale Mixture distribution to model local spatial neighborhoods
of wavelet coefficients. This prior model is extended to multicomponent image denoising in [174].
In a similar manner, in [157], a MMSE is derived from a mixture of two truncated generalized
Gaussian distributions. The MMSE is given by

y= /R LYk z=:(y)dy (84)

where the posterior probability density 1y 7= .(y) can be expressed as follows (see Section 1.3.1):

 Hgy—y Dy (Y)

byiz—-(y) = 85
Y|Z ( ) ,U*Z(Z) ( )
Here, the normalization constant pz(z) is given by

pa(e) = [ o, )i (56)

Nonetheless, when the signal dimensionality N is large, the integral in (86) as well as that
in (84) are often computationally intractable. To tackle this problem, two types of methods are
generally used: stochastic simulation methods and methods based on analytical approximations.
The most important class of stochastic simulation methods consists of Markov Chain Monte Carlo
(MCMC) methods [170, 103] which generate an asymptotically exact approximation of the posterior
distribution through a set of samples. The statistical characteristics of unknown variables, such
as their posterior expectation, can then be estimated by empirical means computed from these
samples.
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Even though MCMC methods can deliver accurate estimates, they often suffer from a high
computational cost. Another class of approaches which are generally more efficient consists of
determining analytical approximations of the true posterior distribution. These approximations
are chosen to have simpler forms than the original distribution. Therefore, the mean values of
the approximate distributions are much easier to compute and can be used to approximate the
posterior expectation estimate. This section is devoted to present these two classes of approaches.
For simplicity, our presentation will be focused on the synthesis formulation in the presence of
Gaussian noise.

4.1 Bayesian formulation in the presence of Gaussian noise

In Section 3.4, the most common £'-norm regularization based minimization problem has been
addressed. This problem can be interpreted as computing the mode of the posterior distribution
expressed as

(Vo € BX) iy, (@) o exp (—p(a) (57)
with
ko 2
ol = EEL 0 g (58)

Here, the prior distribution corresponding to the £'-norm regularization term is a Laplace distri-
bution. Note that the normalization constant (partition function) of the distribution of the frame
coefficients 1X| 7= has no closed form expression. We thus need to resort to numerical methods
to compute the posterior mean estimate.

While using numerical methods, it is sometimes more convenient to use the hierarchical rep-
resentation of the Laplace prior [193, 9]. More specifically, for every k € {1,...,K}, the k-th
component X, of X can be viewed as a zero-mean Gaussian variable with variance Uy, this hidden
random variable following an exponential distribution as expressed below:

(Vo € R)  p (xg) = #exp <—$—2> (89)
. XnlUr=un 8 g, 2uy,
-2 2
(Vug €]0,+00])  pu, (ug) = X? exp <—X7uk> . (90)

With this hierarchical representation, Bayes theorem allows us to express the joint posterior
distribution of the unknown vector X and the hidden variable U = (Uy, ..., Ug)":

(Vz € RF)(Vu €]0, +oo[F)
K
:“Y,U|Z:z($’ u) o /‘ZW:x(Z) H X | U =ug (k) puy, (ug)
k=1

* K - -

1 I|AF :E—ZH2 H 1 xz X2 X2
o 7(27”72)% exp g 1 T exp —% 5 exp —7uk .
(91)
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4.2 Markov Chain Monte Carlo methods

The objective of stochastic simulation methods is to draw a set of samples from a target distribution
7, which corresponds to HX| z=» in our problem. Very frequently, the target distribution cannot
be simulated directly. In such cases, Markov Chain Monte Carlo methods provide useful means of
generating samples. The central idea of MCMC methods is to construct a Markov Chain with 7 as
the stationary distribution, i.e. the limiting distribution of the Markov Chain. In the following, we
briefly illustrate the principle of MCMC methods by presenting one of the most prevalent MCMC
techniques: the Metropolis-Hastings (MH) algorithm.

The MH algorithm is an almost universal algorithm for generating Markov Chains with sta-
tionary distribution 7. This algorithm has been firstly introduced by Metropolis et al. [140] and
then generalized in a more statistical setting by Hastings [107]. The generic MH algorithm can be
described as follows:

Initialize 2 € RX.
Forn=0,1...
Given z[", generate z* from a proposal distribution q(- | x[”])
Determine z["+1] by an accept-reject step:
(et1] x*  with probability p(z™, z*)
€T =
z" with probability 1 — p(zl", z*)
where

p(z!™, 2*) = min (

n(a*) gzl | z*) )

m(zl™) g(z* | 2l)’

After a so-called burn-in period, the samples generated by MH algorithm can be averaged so
as to provide an estimation of the mean of .

As we can see from the above algorithm, MH algorithms do not require knowledge about the
normalization constant of 7 since this constant cancels in the computation of the acceptation ratio
p. Consequently, they can be used to draw samples from distributions with unknown partition
functions which is the case of the posterior distribution x| 7= For more details about sampling

the posterior distribution with frame representations, the interested reader can refer to [111, 128,
81, 30].

By choosing different proposal distributions q(- | z[™), different MH algorithms are obtained.
For example, if g(- | x[”]) is a Gaussian distribution centered at z™, we obtain the random walk
MH algorithm which is one of the most widely used MCMC method. In the case when g(- | zI™)
does not depend on z™, we get another special case: the independent MH algorithm. These
algorithms are easily implementable and have low computational cost per iteration. However, they
may slowly explore the parameter space, especially when the rejection rate is high.

In problems where it is easy to draw samples from the conditional distributions of each subset of
components given the others, an alternative efficient approach is Gibbs sampling, which is another
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widely used MCMC algorithm. Gibbs sampler can be seen as a special case of MH algorithm with
proposal distributions given by the posterior conditional distributions.

Let us see how this method works by considering the joint posterior distribution given by
(91). Gibbs sampling can be applied since the posterior conditional distributions WX\ Z=2,U=u and
M| 2= X =2 belong to known parameterized families of distributions which are amenable to direct
sampling:

B 1 |AF*x — 2| a:k
NX|Z:z,U:u(‘T) O<(27T0'2)% exp ( 202 H \/m exXp 2uk (92)

k=1

can be identified as a multivariate Gaussian distribution, and

7\ X >z2
MU\Z:Z,Y:x(u) X H \/m < k> 7 €xp <_7uk> (93)
k=

corresponds to a generalized inverse Gaussian distribution. As a result, the Gibbs sampler targeting
HX 0| 2= proceeds as follows:

Initialize z[% € RX and ul0 € RE.
Forn=0,1...

Given ul™, generate z"+1

Given 2zt generate ul*+1 ~ M| Z= 2 Xmglnn) (1)

When dimension K is large, drawing samples from the above multivariate Gaussian distribution
can be computationally expensive. In such a case, one can resort to optimization-driven Gaussian
simulators in order to draw samples more efficiently (more details can be found in [145, 93]). A
restoration example based on the above Gibbs sampling strategy is shown in Fig. 10-(d).

When drawing from some conditional distribution cannot be done directly, a MH step may
be inserted in the Gibbs sampler, resulting in a hybrid MCMC algorithm [30]. Recently, several
faster variants of MH algorithms have also been proposed, e.g. the Metropolis Adjusted Langevin
Algorithms [171] and the Hamiltonian Monte Carlo algorithms [144]. The interested reader is
referred to [103] for a general overview of MCMC methods.

4.3 Variational Bayesian approximation

Surrogates to the previous methods are provided by analytical approximation methods, especially
the Variational Bayesian Approximation (VBA) techniques [134, 180], which establish a compro-
mise between the approximation accuracy and the computational load. The central idea of VBA
is to approximate the original posterior distribution 1X| 7= by a separable density:

(Ve eRY)  gx() =[] ax, (z0) (94)
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where the components of X = (Yz)ngS 1 have been partioned into L disjoint subsets of elements.

This approximate density should be as close as possible to the original posterior distribution
in the sense of minimizing a measure of dissimilarity between them. A natural choice for the
dissimilarity measure between two probability densities is the Kullback-Leibler (Dky,) divergence
defined as

ax(@)

——r dz. (95)

Dku(ax, Hx|z—2) Z/ x(z)log
RK

The Dk, divergence is always non-negative and it vanishes only at ¢4 = x| z=2
The optimal separable density g% can be obtained by solving

Ix € Argmin Dk (qx, prz—,) subject to (94). (96)
Ix

Note that this optimization problem is formulated in a functional space. An optimality condition
for g5 to be a solution to (96) is [180]:

(Ve {l,....L}) ax,(w) = Rizexp (tog i - 2Ny, ) (97)

where k¢ €]0,+00[ is a normalization constant, p~ , denotes the joint distribution which is
equal to the product of the likelihood function and the prior distribution, and (-), repre-
sents the expected value with respect to the distribution ¢, e.g. here, (Inpuy ,(z,2)) =

UX)ize
Sy g (2, 2) Tl e (o, (22)das).

Due to the implicit relations existing between the densities (qye)lggg L in (97), an analytical
expression of an optimal solution g% does not exist except for extremely simple cases. In practice,
these distributions are determined in an iterative way by following a block-alternating optimization
strategy. This amounts to updating one of the separable components (QXZ)ISZS 1, while fixing the
others. In a generic fashion, classical VBA approaches can be summed up as follows:

Set initial distributions (q[yo]z)lggg L.

Forn=0,1...

Determine qg(_njl] using (97)

Determine qg(—njl] using (97).

Nonetheless, the above procedure cannot be easily implemented since the direct optimization
of non parametric distributions is not a trivial task. Due to this fact, conjugate priors are generally
needed in practice. A prior distribution is said to be conjugate to the likelihood if the corresponding
posterior distribution belongs to the same family of distributions as the prior one. The use of
conjugate distributions ensures that the optimal approximate distributions belong to the same
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known families of distributions as the prior ones, e.g. the Gaussian family, the gamma family,...
In such cases, the optimization of distributions can be performed by optimizing their parameters,
which leads to an easy block-coordinate descent algorithm, similarly to the previous one (see [71]
for an example). Recently, more efficient algorithms have been proposed based on a gradient
descent-like method and subspace optimization techniques (see [87, 200] for more details).

Let us now turn our attention to the application of VBA to the posterior distribution given by
(87). A difficulty in this context stems from the fact that the Laplace prior distribution on X is
not conjugate to the likelihood which is Gaussian. A common way of alleviating this problem is to
resort to the hierarchical representation of the Laplace prior which has been introduced in (89) and
(90). The joint posterior distribution of X and the hidden variable U (see (91)) is only known up
to a normalization constant, but we can approximate this distribution by using VBA approaches.
To apply VBA, the first step consists of making more precise the separability hypothesis. The
chosen separability hypothesis should make the approximate solution given by (97) tractable. For
example, we can here consider a fully separable form:

K

ax.p(zu) = [ ax, (@r)qv, (ur). (98)
k=1

Then, we apply the iterative VBA optimization procedure described above. Considering the full
separability hypothesis, we thus alternate between determinations of (qyk)lgkg x and (qu, )1<k<K-

e Determination of (qu)lgkg K:
For every k € {1,..., K}, since HX | U= is a Gaussian probability density function which
is conjugate to the likelihood p 2% (97) leads to the fact that Ix, is a Gaussian distribution
with mean (; and variance v, expressed as

FATAF* -
Vg = <(—2)k7k + <u1;1>QUk> ) (99)

g

2
g ik
where (u,;1>qu represents the expectation of U, 1 with respect to qu,-

e Determination of (qu, )i<k<k:
By using (97), for every k € {1,..., K}, we can obtain:

<2 L7 ) g
(Vug, €]0,+00[)  qu, (ug) \/Lu—k exp (—X?uk _ < ;ik k) 7 (101)

where (:1:%) = C,f + vg. Therefore, qp, is a generalized inverse Gaussian distribution. As

Ix,,
shown in (99) and (100), the determination of the parameters of ¢x, requires the knowledge

of the expectation <u;1> By using properties of generalized inverse Gaussian distributions

quy, *
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[113], the expectation (u,;1>qu

{

Uy,

1

is given by

>quk =

X

(102)

\/C]?“‘Uk.

Alternatively, this formula can be derived by using the hierarchical representation of the
Laplace distribution (details can be found in [147]).

As aresult, the obtained algorithm alternates between the iterative computation of (v, (x)1<k<i
by using (99) and (100) and the determination of the expectation of (U, ')1<k<x by using (102).
In the first step, the variables ((u,;1>qu )1<k<rk computed at the previous iterations are used, which
are then updated from the modified values of (vg,(x)i<k<k. The procedure can be summed up as
follows:

Set initial values (C,EO])lngK, (U,LO])lngK and (<U;1>gk)1gk§<

Forn=0,1...
Fork=1,....K
Determine v,EnH] and C,E"H] using (99) and (100)
Forj=1,...,K
[n+1]

Determine (u,:1>qu using (102).

Finally, the posterior expectation estimate can be approximated by ¢ = ({1, ... ,CK)T gener-
ated at convergence. We show in Fig. 10-(e) a reconstruction result obtained by a VBA based
reconstruction approach. In terms of quality, the approach appears to be quite competitive with
a MCMC approach (shown in Fig. 10-(d)). However, the computation time for the VBA based
method was about 200 times shorter than the MCMC algorithm for this result.

In VBA techniques, separable distributions are adopted to approximate the original posterior
distribution. In the literature, there exists another type of approaches which compute approximate
marginal posterior distributions by minimizing the Bethe free energy under milder separability
assumptions. The interested reader can refer to [119, 166] for more details on such approaches.

Finally, it is important to note that one of the main advantages of Bayesian approaches is that
they allow hyperparameters, e.g. X, to be estimated, by considering them as part of the vector of
unknown variables and introducing some (possibly non informative) prior on them.

5 Stein-based approaches

Stein-based approaches are low-complexity empirical statistical methods for computing a minimum
mean square estimate to an inverse problem. In the following, we will go into details on this
approach for signal denoising, before briefly describing its use for deconvolution and reconstruction
problems.
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(a) Original (b) Degraded (c) Restored (d) Restored (e) Restored

Uniform blur 9 x 9 with Synthesis with an MCMC with VBA based
Gaussian noise frame regularization algorithm method
SNR = 27.3 dB

Figure 10: Illustration of image restoration with an MCMC algorithm and a VBA based algorithm
using Laplace prior distribution on the coefficients of a dual-tree wavelet decomposition with
symlets of order 3 over 3 resolution levels. The second row focuses on the red area.
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5.1 Denoising methods
5.1.1 Minimum mean square error

Different possible optimality criteria can be considered for evaluating the quality of a recovery
method. As mentioned in Section 4, a customary one is the Mean Square Error (MSE). In this
case, two alternative measures should be distinguished. The first one consists of measuring the
MSE in the spatial domain:

MSEim = E[|7 - 7]1%]. (103)
In the second strategy, the MSE is expressed in the transform domain:
MSE, = E[|[7 - Z|%] (104)

where T (resp. ) is the vector of wavelet/frame coefficients of 7 (resp. ). As mentioned in
[14], MSE;;, reduces to MSEy, only if the decomposition is performed onto an orthonormal basis.
Consequently, in the general case of a frame decomposition, the estimate that optimizes MSE,
does not necessarily minimize MSE;,,. In other words, methods that aim at minimizing MSE,
in non-orthonormal frame representations are suboptimal. Hence, it is mandatory to distinguish
between the reconstruction in an orthonormal basis and the reconstruction in a non-orthonormal
basis or a redundant frame.
Furthermore, in a stochastic setting, it is easy to check that the estimate that minimizes MSEy, is
the conditional posterior mean:

x = E[T|z,] (105)

where x, is the vector of frame coefficients related to the observation vector z. However, in
practice, it is difficult to calculate T since in general, there is no explicit expression of the posterior
distribution and the computation of the related integral may also be tedious (see discussion in
Section4.

Moreover, from the following expressions of these quadratic risks:

MSEim = E[[7]1*] + E[IF]|°] — 2E[7" 7] (106)
and
MSEy, = E[|[Z||*] + E[||Z|*] — 2E[z" 2], (107)

it can be observed that the terms E[' 7] and E[Z'Z] play a prevalent role. However, a main
difficulty arising in the minimization of either MSE;,, or MSEy, is that these terms depend on 3
(resp. T), which are unknown.

In the case of the observation model associated with (2) with an additive Gaussian noise, this
difficulty can be circumvented by resorting to an estimator &, of MSE;,, which is computed only
from the observed data z. In a similar way, building a statistical estimate &, of MSEy, also is an
appealing solution. These estimations are made possible thanks to a result by Stein [183] leading
to an unbiased estimator of the risk under quite general conditions.
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5.1.2 Stein’s estimate of MSE;, and MSE;,,

We assume that the K-dimensional vector of coefficients z, is partitioned into L subvectors (z,)1,

..y (x)r. Foreach £ € {1,...,L}, K, denotes the set of indexes of the components of (z,), and
K, = card[K/] is its cardinality. The overall number of frame coefficients is thus K = Zle K.
A similar partitioning is also adopted for Z. A basic example of such a subvector in the case of a
wavelet decomposition is a subband of coefficients at a given scale and orientation. For color or
multispectral images, the coefficients in the same spectral channel in the same subband may be
gathered in the same subset. Furthermore, an estimating function ©, is applied to the components
in each subset K, with ¢ € {1,...,L}. In this case, the quadratic risk MSEy, can be expressed as
the sum of L partial MSE associated with each subset Ky, i.e.,

MSE;; = Z Ell(@)e — @)ell”] (108)

where, for every ¢ € {1,...,L}, (), = @é(( 2)e )

In order to find an estimate of the MSE, some technical assumptions are required. More
precisely, it is assumed that each estimating function O, is a continuous and almost everywhere
differentiable function (more general weak differentiability assumptions can be made [64]) satisfying
the following technical assumptions:

1. For every u € R,
lim  O(u+w)exp (—w' I w) =0, (109)

[wll =00

where Iy is the covariance matrix of the Gaussian noise coefficient vector in subset /;

2. E[|©¢((z2)e)[I?] < 400 and E[|[VO,((z.)¢)[l1] < +oo, where VO, ((z.)) is the Jacobian
matrix of the estimating function at (x,),. The Jacobian matrix is defined as

00y (’LLg) ‘

K
(Vug eR Z) VO, (UZ) = auz_

(110)

Then, Stein’s formula [183] for an additive Gaussian noise allows us to get an expression of the
risk which no longer depends on the original image:

E[(Z)e(®){ ] = E[(®)e(x)] ] — E[VO((z2)e)] T (111)
Consequently, by dropping the mathematical expectation in (108) and by noticing that E[(f)ér (Z)e] =
tr(E[(Z)¢(Z)/]), an unbiased estimate &, of MSE, can be derived [13]:

Eo = ZH D)o — (22)e]]* — tr(Te) + 2tr(VO,((22)¢) T). (112)
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Under the same assumptions, it is also possible to define an unbiased estimate &, of MSE;,, thanks
to Stein’s principle [18]. By assuming that the noise is spatially white with zero-mean and variance

o, we get
L ~
Eim = H?/J\_Z||2 —N()é—I—QZtr(V@g((:Ez)g)Fg), (113)
=1
where, for every £ € {1,..., L}, f‘g is the noise cross-correlation matrix given by
Ly = a{er, &) (r p)yex2 (114)

where (e)1<p<k (resp. (€r)i<k<k) designate the elements of the frame employed to decompose
(resp. reconstruct) the image (for example, the latter frame may be the dual frame of the former
as explained in Section 2.5). Since, for every ¢ € {1,..., L},

Ly = a{er, ex)) o, ryex2, (115)
we recover that &, = & when an orthonormal decomposition is employed.

It is often assumed that, for every ¢ € {1,..., L}, each estimating function ©, is parametrized
by a vector parameter 6,. Consequently, the problem reduces to find the value of the vector 8, that
minimizes the estimate of the quadratic risk. In what follows, we will describe the most relevant
denoising functions reported until now. As mentioned before, we will distinguish between the noise
removal in an orthonormal transform domain and the one in a more general frame.

5.1.3 Reconstruction in an orthonormal transform domain

Pioneering noise reduction methods operating in an orthonormal WT have been developed by
Donoho and Johnstone [69]. They have first proposed the VisuShrink method, which exploits
the fact that the coefficients T are sparse, unlike those of the noise. Indeed, it has been proved
that, with a high probability, the maximum values of any set of N independent and identically
distributed zero-mean Gaussian random variables with variance o (namely, the noise coefficients)
do not exceed the “universal” threshold nuniy = v/2alog(N) for large values of N [97]. Obviously,
a very simple way to discard the noise coefficients is to shrink the coefficients ((azz) M)l <k<K, of
vector (z), in each subband of index £. To this end, a hard-thresholding can be employed as a
shrinkage operator:

~ _f (@2)ew i [(22)ek] > me
(Veefl,....Ke})  (Znard)ek = { 0 otherise (116)

or a soft-thresholding can be used:

(V€ S {1, . ,Kg}) (fsoft)&k = sign((mz)g,k) max{\(a:z)g,k] — My, 0}
= proxm|,|((xz)g7k), (117)

where 7y = Nuniv. The soft-thresholding may be preferred to the hard one since it is continuous.
Indeed, hard-thresholding can be sensitive to small changes in the data due to its discontinuity.
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In practice, the achieved results are not always acceptable: in particular, Gibbs-like phenomena
may appear in the vicinity of discontinuities due to the high value of the universal threshold.
Actually, this flaw can be explained by the fact that the shrinkage rule is near-optimal in terms of
a minimax strategy, but not in terms of the MSE. To remedy this drawback of VisuShrink, several
solutions have been investigated. For instance, in [92, 44], a hybrid scheme was reported where the
thresholded coefficients are employed to design a wavelet-based Wiener filtering in each subband.
Recently, another strategy was described in [66]. More precisely, the fact that Stein’s lemma does
not apply to the hard-thresholding estimator as it is a discontinuous function, motivated the design
of a consistent risk estimate called Stein COunsistent Risk Estimator (SCORE). Even if it is biased,
it allows the threshold to be automatically adjusted. Neverheless, the most well-known alternative
to VisuShrink was presented in [70], where the threshold value 7, is adjusted for each subband
index ¢ € {1,..., L} so as to minimize the partial Stein’s Unbiased Risk Estimator (SURE):

K,

Z E[((Zsoft),6] — (ﬂfz)z,k)z] + 20E[(Zgoft )7 1)-
=1

where (Zeoft)y, designates the derivative of the soft-thresholding operator evaluated at (x.)ep
(which is defined everywhere except at =+7y). The resulting denoising method was coined
SUREShrink. It has been noticed that when the noise level is very high, the noise coefficients
have a dominant contribution to the partial risk, especially when the original signal is very sparse.
In this case, the estimation of the partial risk is not reliable and, it is preferred to resort to a
robust estimate within a hybrid scheme [70]. More precisely, when an estimate of the energy of
the clean data is below a given threshold, the risk estimate is judged as unreliable and VisuShrink
is employed instead of SUREShrink for the concerned subband. It is also worth pointing out that
Stein-based risk estimates can be employed to search the best data representation (wavelet packets
or local cosine basis) [117].

Moreover, the weak differentiability of the estimate required by Stein’s principle has enabled sev-
eral families of parameterized estimating functions to be considered. For instance, for processing
multicomponent images such as multispectral images, in [13], a Bayesian framework involving
Bernoulli-Gaussian priors was initially adopted to build a multivariate estimate that takes into
account the spectral cross-component similarities. However, as the values of the hyperparameters
result from statistical inference exploiting a prior model, they may be suboptimal. An alternative
solution thus consists of searching for the parameters that minimize the Stein-based estimate of
the quadratic risk.

5.1.4 Reconstruction in a redundant representation

A substantial gain in noise removal may be achieved by using overcomplete representations [179,
38]. For instance, the use of a translation invariant wavelet transform [49, 154] leads to a significant
reduction of Gibbs artifacts [179] even when the risk estimate &, is minimized instead of the
spatial domain one &,. This behaviour can be explained as follows: by considering a large
number of translated versions of the wavelet basis functions, it is possible to reduce the mismatch
between their features and those of the signal of interest. In [167], Raphan and Simoncelli have
investigated this issue for more general frame representations. For the sake of clarity, we present
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their rationale by only focusing on the case of tight analysis frames corresponding to the union
of v > 1 orthonormal bases of the same type, where the basis functions correspond to v shifted
versions of those corresponding to a given orthonormal basis. As in the previous section, let us
assume that these basis representations are structured in subbands (Kpa¢)i1<¢<z and that every
subband (K¢)j<¢<s, in the overcomplete representation has a size v times larger than that of the
related one generated by an orthonormal decomposition (K = vN). We will also assume that
the coefficients in each basis have the same marginal statistics for a given subband. Therefore,
if a pointwise estimating function ¥,: R — R is applied to each coefficient in subband ¢ of the
orthonormal representations, it may appear natural to choose the same estimating function for the
frame representation. Then, if MSEy, 1, and MSE;, denote the mean square errors involved in the
non-redundant and the overcomplete representations, we have

L card[Kya (] ,
MSEq e = ZE p E[ (zba,ek — Ve((zzpa)ek))” ]
=1 =1
LK, 118
= 5 5l - l(e)en)) ) (118)
=1k=1
= v~ IMSE,,

since, for every ¢ € {1,...,L}, K; = card[K,] = vcard[Kyp,]. Furthermore, by considering the
dual synthesis frame which is also tight, it is easy to show that

L
7 =317 <v Y 1@)e -zl (119)
=1
This implies that
MSEiy < v~ 'MSE; = MSEq; pa- (120)

Since MSE4; o = MSEim pa, it can be deduced that
MSE;y, < MSEim ba- (121)

This equation reflects the benefit which can be drawn from removing the noise in the transform
domain by using a redundant frame representation. This advantage has motivated the development
of several efficient noise removal methods.

For instance, in [18], the chosen structure for the estimator corresponds to a linear combination
of nonlinear elementary functions for which the optimization of &y, can be easily handled. Note
that such an idea was already formulated in the case of orthonormal basis representations in [155].
More precisely, in each subband ¢, the estimator is a Linear Expansion of I, € N* Thresholding
(LET) functions ¥, ; applied to the components of (x),:

I,
VEe{l,....K})  Zon=_ ariVi((z2)en) (122)
=1

where (ag;)1<i<1, are weighting factors. The functions (¥ ;)1<i<7, must be weakly differentiable.
Usually, only a small number I, of them is necessary and their forms are selected so as to generate
estimators ranging from a linear function to a smooth approximation of a hard-thresholder by
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varying the values of the weighting factors. In [18], both orthonormal and redundant representa-
tions were considered with a linear expansion of two functions (I, = 2). In a similar way, Raphan
and Simoncelli have employed linear expansions of 4 localized bumps [167].

For every ¢ € {1,...,L}, let (é/x)1<k<k denote the elements of the synthesis frame associated
with the /-th subband. In the image domain, the denoised image is expressed as follows:

I,

L
y= Z Z ar,iBe,i (123)

(=1 i=1
where, for every £ € {1,..., L} and i € {1,..., I;},

K,

Bei = Z Vo ((22)en) €0 € RY (124)
P

can be viewed as a reconstruction of the ¢-th subband information using the estimating function
Y. According to (113), the estimation problem then amounts to the search for the values of the
weights ay; that minimize

L I L I
5im = ” Z ZCL[@B&Z’ — ZH2 — Nao + 2042 Z ag’iﬂé’i, (125)

(=1 i=1 (=1 i=1
where, for every £ € {1,..., L} and i € {1,..., I},

K,

Bii=> letn er) Vp;((x2)ek) € R (126)
k=1

and 0} , is the derivative of ¥, ;. Because of the linear dependence of the estimator on the parameters
ag,;, the optimization of &, reduces to the resolution of the linear system of equations:

L I
Ve {1, LYV €{L,....Ip}) D B Bei)ari = (Besz) — By (127)

(=1 i=1

The approach was improved in [19] by exploiting the similarities existing between the coefficients
of the same orientation at different scales. To this end, a predictor is first designed to approximate
the magnitude of the children wavelet coefficients (in the next finer scale) of any wavelet coefficient.
Then, this predictor serves to separate noisy coefficients between weakly and highly affected ones
in the denoising procedure. It was observed that the interscale version of SURE-LET outperforms
conventional interscale methods.

Extensions of SURE-LET to the case of multicomponent images using non redundant represen-
tation [19] or overcomplete ones [88] were developed, yielding significant gains compared with
state-of-the-art redundant componentwise approaches.

Note that most of the aforementioned denoising methods proceed in a term-by-term manner.
Another improvement can be achieved by accounting for the spatial dependencies between the
coefficients. Then, the coefficients are not processed individually, but blockwise. The idea of
a joint spatial denoising of the coefficients has been firstly explored in both non-Bayesian and
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Bayesian cases [24, 3]. A further improvement arises by choosing the block size and the threshold
value at each resolution level by minimizing the SURE [25]. In the case of multispectral images, a
wide class of parameterized estimators operating on hybrid (spectral and spatial) neighborhoods of
overcomplete representations have been employed to capture simultaneously the cross-component
and spatial dependencies. The parameters related to the estimators are set to minimize &, by
exploiting Stein’s principle [36, 39].

Note that the computation of the derivative of the estimator involved in SURE may be a dif-
ficult task if the chosen estimator has no explicit form as is the case with iterative approaches
(variational, PDE-based, and Bayesian methods). To extend the applicability of SURE-based ap-
proaches, a Monte-Carlo method viewed as a black-box numerical scheme has been introduced in
[162].

So far, Stein’s formula is restricted to the case of a spatially white Gaussian noise. Eldar has
derived a generalization of SURE (GSURE) for multivariate exponential noise distributions [78].
More precisely, the probability density function of the observation is expressed as

Bay—y(2) = h1(2) exp (y ha(2) — h3(y)) (128)

where hi and hg are functions of the observation only, and hs is a function of the unknown signal.
Given this distribution and a sufficient statistic u(z) for estimating y from z, an unbiased MSE
estimate is derived when the estimator of 7 is a weakly differentiable function of u(z).

Moreover, specific SURE-like denoising methods have been developed for non-Gaussian noise
models [133, 132]. For instance, in the presence of non-additive Poisson noise, a Haar-wavelet
domain Poisson unbiased risk estimate can be derived and a soft-thresholding operator can be
determined so as to minimize this estimated risk [133]. Further refinements have been performed
by generalizing the concept of SURE-LET. In [132], the objective is to denoise squared-magnitude
magnetic resonance images that follow a noncentral chi-square distribution with two degrees of
freedom. The noise is a non additive Rician noise. To this end, an unbiased risk estimate is also
built and employed to optimize pointwise estimators for undecimated wavelet transform coefficients
by using LETs.

5.2 Stein-based approaches for deconvolution

The application of Stein’s principle is not restricted to denoising but can also be successfully applied
to image deblurring in the presence of Gaussian noise [192, 78, 153, 95, 197]. More precisely, in
[78], the contribution is twofold as a wide class of noise models and linearly degraded observations
are addressed. A variational framework is adopted where the Tikhonov regularization parameter
is estimated thanks to Stein’s formula. In [192], in the case of a full-rank matrix A and under
normality assumptions on the noise, a recursive estimation of the risk is performed coupled with
a forward-backward algorithm employed to restore the image. For a pre-selected number of iter-
ations, the threshold value is tuned in order to optimize the Generalized SURE (GSURE). Then,
for the resulting threshold, the GSURE is also used to set the overall number of iterations. This
recursive strategy was also generalized to the case of a rank-deficient matrix A, the value of the
threshold being updated at each iteration [95]. In [65], an unbiased estimate of the projected risk
is carried out for £'-regularized inverse problems, handling both synthesis and analysis sparsity
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priors. For example, a value of the regularization parameter y in (69) so that 7 is optimal in the
mean square sense can be computed. When A is rank-deficient, the MSE is estimated with respect
to a projected version of T onto the orthogonal of the nullspace of A. The approach has been
extended to address more general models involving multiple unknown parameters by using a Stein
Unbiased GrAdient estimator of the Risk (SUGAR) [64]. In [153], the same kind of approach as
the one presented in [78] is adopted and, an analytical expression of the variance of the proposed
quadratic risk empirical estimate is derived. This variance evaluation makes it possible to design
a reliable SURE-LET strategy for image restoration in an overcomplete representation. In [197],
a SURE-LET approach is also developed to perform a regularized deconvolution followed by noise
reduction. As in [153], a linear combination of thresholding functions is used for noise removal,
but the latter one involves a weighted sum of Wiener filters corresponding to various regulariza-
tion constants. These parameters are not optimized numerically, only the weights of the linear
combination being computed so as to minimize the estimated quadratic risk. The advantage of
this restoration method is that it leads to the resolution of a linear system of equations having a
low computational complexity.

In Figure 11, we present the reconstruction results obtained with the approach developed in [153].

5.3 Stein-based approaches for reconstruction

The scope of Stein-based approaches has been further extended in order to address image recon-
struction problems. To this end, it is required to compute the Jacobian matrix of the estimation
function involving the reconstruction operator. Most of the reported works have been focused on
such computation for specific reconstruction algorithms under an additive Gaussian noise. In this
respect, attention has been paid to both non-iterative reconstruction methods and iterative ones
with synthesis or analysis formulations. For instance, in [139] a non-iterative SURE-LET based
approach is applied to reconstruct parallel magnetic resonance images. In [185, 10], the mini-
mization of SURE aims at estimating the hyperparameter of a non-quadratic regularization term
corresponding to a sparse prior. In [164], the computation is carried out for two families of iterative
reconstruction algorithms: the standard iterative reweighted least-squares method [163, 165] and,
the ADMM algorithm. These reconstruction algorithms offer the advantage of encompassing sev-
eral analysis- and synthesis-type regularizers. Two SURE-type measures are considered for these
algorithms. Experimental results concerning magnetic resonance image reconstruction with a total
variation and an analysis-type £!-regularization indicate that the SURE-based strategy achieves a
near-MSE optimal performance.

Approaches based on set theoretic estimation [51] constitute another family of image reconstruc-
tion methods. Their principle is to consider that the recovered image lies in the intersection of
a number of constraint sets. These constraint sets model prior information about an admissible
solution, e.g. positivity, support, smoothness, consistency with noise characteristics,... If these sets
are closed convex sets in a Hilbert space, it is possible to resort to efficient convex optimization
algorithms. However, the main drawback of such approaches is that these sets must be defined a
priori. In [52], this limitation is overcome by using Stein’s principle to build novel data-adaptive
convex constraints in image recovery problems.
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(a) Original (b) Degraded (c) Restored
Uniform blur 9 x 9  with Stein optimized
Gaussian noise parameters
SNR = 27.3 dB

Figure 11: Illustration of image restoration with the Stein approach proposed in [153]. The second
row focuses on the red area. A frame consisting of the union of four orthonormal symlet-3 wavelet
bases over 3 resolution levels has been used.

6 Blind deconvolution

In practice, one often has to cope with restoration problems where the degradation filter is unknown
(blind problems) or partially known (semi-blind or myopic problems). In such cases, it becomes
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mandatory to incorporate suitable prior information both on the sought image and the point
spread function [120, 26, 129]. Indeed, in the absence of prior knowledge, intrinsic indeterminacies
make the recovery problem unsolvable. For instance, if 7 € RY and A € RM*N both (7, A)
and (ag,a 'A) with 0 < a # 1 look like equally acceptable solutions since they produce the
same degraded image (for the same noise corruption process). This phenomenon corresponds to a
scaling ambiguity, but there actually exist many more ambiguities. In particular, shift ambiguities
may be difficult to avoid in blind deconvolution scenarios.

Variational approaches for solving this kind of problems typically aim at minimizing a criterion
consisting of the sum of three terms: a data fidelity term, a first regularization term concerning the
sought image, and a second one concerning the unknown filter. When a frame analysis formulation
is adopted and a quadratic data fidelity term is used, this leads to finding

(7, A) € Argmin || Ay — 2| + g(Fy) + h(A), (129)
(y,A)

where F' € RE*N ig a frame analysis operator, g: RX — ]—o00, +00], and h: RM*N 5 | —00, +00].
Although the approach is similar to the one described in Section 3, two difficulties need to be
addressed. The first one is that, even if g and h are convex functions, the objective function
becomes nonconvex because of the coupling existing between variables y and A in the quadratic
term. In this case, the criterion is however bi-convex in the sense that, for a given A, the objective
function is a convex function of y and, for a given y, it is a convex function of A. This suggests the
design of optimization algorithms which alternate between minimizations with respect to y and A
[35, 20, 188]. Each of these iterations can be handled by techniques very similar to those described
in Section 3.3. The second difficulty is related to the choice of regularization functions allowing
us to alleviate the aforementioned ambiguity issues [15]. Nonsmooth convex functions g like total
variation (see Section 1.3.3) or some of its extensions [22] are often employed. However, a number
of works have advocated the use of nonconvex regularization functions for blind deconvolution
[118, 152]. An example of such a proper choice for g is the ratio of an £'-norm over an £%-norm
[118] or a surrogate of it [168], whereas h may be the indicator function of a convex set constraining
the operator A to satisfy some desirable properties. Alternatively, function g can be chosen to
comply with a discrete Random Markov Field model [115]. Note that, due to the nonconvexity of
the criterion, attention must be paid to spurious local minimas into which optimization methods
may get trapped. This problem may be alleviated by making use of multiresolution approaches
[118, 115]. It is also worth mentioning that variational approaches may generate a joint estimation
of the image and the filter [2], but that in some approaches, one prefers to proceed in two steps
[129, 118]. The aim of the first one is to provide an accurate estimation of the filter by solving a
first variational problem. Then, the estimated filter is used in the second step in order to generate a
higher quality restored image by employing one of the non-blind methods presented in the previous
sections.

Bayesian approaches can also be applied in the context of blind deconvolution by introducing
prior probabilistic knowledge on the unknown point spread function. In particular, VBA methods
have been applied in [8, 173]. A parametric form of this function can be adopted (e.g. a Gaussian
shape), which allows prior distributions on a small number of parameters to be introduced [146].

Note finally that SURE-type deconvolution methods have been proposed in the case of an
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unknown Gaussian kernel: in [196], the PSF parameter is firstly computed to minimize an unbi-
ased estimate of the MSE on the blurred image, then a non-blind SURE-LET deconvolution is
performed.

7 Conclusion

In this article, we have provided an overview of image recovery methods using wavelet transforms,
and more generally frame representations. Table 1 summarizes the advantages/drawbacks of the
various methods that we have presented.

It has been pointed out that frames provide versatile tools for modeling prior information on the
target image. Although we did not discuss these topics, similar benefits can be drawn from frames
when processing 3D data, multichannel images (e.g. hyperspectral images), or video sequences.

It must be emphasized that image restoration and reconstruction is still a domain of very active
research impacting a broad range of application areas (digital photography, satellite imaging, medi-
cal imaging, microscopy, spectroscopy,...). In particular, new regularizations have shown promising
results in the last years. The potential of new frames has been explored, e.g. shearlets [199, 108]
(see also [61]). In the meantime, generalizations of the total variation have been proposed based
on a refined analysis of the contour information [22, 59], or the search for nonlocal dependencies
between the pixels [94, 86], by possibly better accounting for colorimetric information [127, 43].
There has been also an increasing interest in nonconvex optimization problems. In particular,
one of the main challenges is to design new criteria for better enforcing sparsity properties. In
conjunction with these efforts, much work is being carried out in order to develop faster and more
robust algorithms for performing optimization, simulation, and approximation tasks [23, 116, 151].
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Table 1: Comparison of the main advantages/drawbacks of recovery methods.

‘ Approaches H Advantages ‘ Drawbacks
Variational o Relatively fast resolution e Hyperparameter(s) to tune
approaches e MAP estimate

e Flexibility (Gaussian noises,

Poisson noises, redundant frames,

deal with constraints,...)

e Deterministic convergence guarantees

MCMC e No parameter to tune e May be slow
e MAP or MMSE estimates

e Flexibility (Gaussian noise,

Poisson noise, large choice of priors)

e Probabilistic convergence guarantees

Variational Bayesian || e Fast resolution e Approximation techniques

approaches e MMSE estimate e Tractable only for specific
e No parameter to tune distributions

Stein-based e Fast resolution Difficulty to deal with

approaches e MMSE estimate e linear operators
e Fasy use of redundant frames e non-Gaussian noise
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