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A finite element soil-structure interaction model is coupled with a discrete auto-

regressive code, in order to analyze the effect of added spatial variability due

to soil improvement in seismic risk analysis. The success of soil improvement

techniques is related to the effectiveness of the method - i.e. how much of the

soil is being changed - but also to its efficiency in improving the soil behavior -

i.e. how much are the liquefaction and liquefaction-induced settlement reduced.

As these techniques can add spatial variability to a deposit, it can affect the

triggering of liquefaction on the soil and the behavior of the structures above

it. In this study, this heterogeneity is modeled as a binary mixture, composed

by the original liquefiable sand and the added treated sand. The soil behavior

is represented by a fully nonlinear elastoplastic multi-mechanism model. The
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co-seismic settlements of the structure and the liquefaction of the soil deposit

are estimated for different effectiveness levels - measured by mixture fractions -

and for different spatial distributions. In general, both very small or very high

mixture fractions presented low efficiency as the improvement in the relative

settlement was small. Additionally, results show that the interaction between

loose and dense deposits is highly dependent on the spatial distribution. There-

fore, homogeneous equivalent models will rarely correspond to the average of

the heterogeneous response.

Keywords: Spatial Variability, Seismic Liquefaction, Binary Random Fields

1. Introduction

The quantification and consequences of spatial variability and uncertainty in the soil

properties is of great importance for geotechnical earthquake engineering. Natural pro-

cesses and geological formations cause inherent spatial variability; in addition, limited

observations and measurement errors add an important amount of uncertainty. Com-

monly, these aleatory and epistemic uncertainties in a soil deposit are addressed with

probabilistic analyses. In those analyses, the soil properties change randomly following

a specified probabilistic distribution; although, spatial variability caused by different

geological mechanisms is more likely to be a distribution of different soil deposits with

horizontal and vertical correlations than a random continuous change (Jones et al. 2002).

While the presence of inherent spatial variability is generally accepted (and addressed

by experimental and numerical investigations), the effect of added spatial variability re-

sulting from stabilizing soft soils has been less studied. Methods such as soil-mixing,

jet-grouting, bio-grouting and densification techniques are becoming widely used to



May 10, 2016 12:2 Georisk Art˙Random˙GRK

Georisk 3

strengthen soft soils and mitigate liquefaction; although, there remains some uncertain-

ties given by the spatial variability introduced in the design (Kasama et al. 2012). One

of the most influential factors on the treated ground is the effectiveness of the mixing

process (i.e. spatial fraction of the treated soil) which adds important variations with dif-

ferent spatial configurations on the vertical as well as in the horizontal direction (DeJong

et al. 2013).

These spatial configurations will have an important impact in complex phenomena

like liquefaction, as it depends on the increase of excess pore water pressure (∆pw) and

consequent loss of strength. Laboratory tests in heterogeneous soils have shown that the

∆pw is generated first in loose deposits and when water migrates to neighboring dense

sand, it is softened and eventually liquefied. This interaction also affects the liquefaction-

induced settlements (Coelho et al. 2004, Dashti et al. 2010, Chakrabortty and Popescu

2012). Extensive research has been performed on the calculation of these settlements but

rarely they include the variability of soil properties and modeling of different soil deposits

(Koutsourelakis et al. 2002, among others).

The aim of this work is to assess the effect of added spatial variability on the trig-

gering of liquefaction and its consequences. On that account, a 2D finite element model

of an inelastic structure founded on loose-to-medium sand is coupled with a discrete

auto-regressive model. The latter is used to generate the treated ground soil as a binary

mixture composed of two materials: a medium-to-dense sand (MDS) and the remain-

ing loose-to-medium sand (LMS). To assess the efficiency of the mixing process, the

co-seismic settlements of the structure founded on a rigid shallow foundation and the

liquefaction of the soil deposit are estimated for different levels of effectiveness by rang-

ing the spatial fraction from untreated to fully-treated, with different spatial distributions

for each case.



May 10, 2016 12:2 Georisk Art˙Random˙GRK

4 S. Montoya-Noguera and F. Lopez-Caballero

2. Previous studies on soil heterogeneity

As previously stated, two types of spatial variability can be distinguished: (1) inherent

spatial variability of soil deposits and (2) spatial variability introduced on the soil by

means of increasing its strength and mitigate liquefaction potential.

2.1 Inherent spatial variability

This type of variability accounts for the dispersion in measured properties in laboratory

or in-situ tests, as for the uncertainties in the deposits that have not been measured

and the possible errors in the measured quantities or the correlations with mechanical

properties (Jones et al. 2002). One way to analyze the effects of spatial variability on

liquefaction resistance is through laboratory tests. Undrained cyclic triaxial tests on

sand-gravel (Budiman et al. 1995) and sand-silt (Konrad and Dubeau 2002) mixtures,

and centrifuge tests on mixtures of sand with different density (Ghosh and Madabhushi

2003, Chakrabortty and Popescu 2012) and with different permeability (Maharjan and

Takahashi 2012) evidence the decrease of liquefaction resistance of the mixture compared

to that of uniform samples. In general, it was found that the effect of the loose sand zone

was to induce increased excess pore water pressure (∆pw) in the surrounding dense sand,

or create drainage paths, through which the ∆pw can be drained out causing differential

settlements. While the effect on liquefaction is well evidenced, the effect on the induced-

settlements is yet to be clarified.

Another common approach to account for soil variability and uncertainty is the proba-

bilistic analysis. Popescu et al. (1998) and Fenton and Vanmarcke (1998), among others,

conducted several numerical studies on the effects of soil heterogeneity on liquefaction re-

sistance using Monte Carlo (MC) simulations. Their main conclusion on the importance
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of spatial variability in the liquefaction phenomenon, was the presence of pockets that

increase the vulnerability of the entire soil deposit and its implications on risk evaluation.

Koutsourelakis et al. (2002) and Popescu et al. (2005) presented their results as fragility

curves for different parameters as average liquefaction ratio, maximum horizontal dis-

placement, maximum ground settlement and structure tilting. These curves are strongly

dependent on the soil properties and seismic motions; therefore, they are only to be used

for a qualitative assessment of similar cases.

2.2 Added spatial variability

Concerning liquefaction mitigation methods, also experimental and numerical analyses

can be found. For the former, Hausler and Sitar (2002), Coelho et al. (2004) and Dashti

et al. (2010) performed various centrifuge tests to study the densification of liquefiable

soils. Important conclusions were drawn with respect to the soil-structure interaction

(SSI) effect on the pore-pressure induced softening. Even if a decrease on settlement

is evidenced, there appears to be an increase of energy transmitted to the structure.

Furthermore, the presence of the structure reduces vertical flow and causes long-term

horizontal pore pressure migration from underneath which induces important relative

settlements.

Numerically, Bradley et al. (2013) studied soil improvement by jet grouting on the

seismic response of a liquefiable deposit. The improved soil was a cementitious mate-

rial thus no water migration was allowed. Again, all cases were effective at mitigating

liquefaction; yet, some presented negative consequences on surface (e.g. large lateral dis-

placements and vertical settlements). Additionally, soil improvement caused an increase

in surface acceleration, specially at moderate-to-long periods. The analysis of a structure

vulnerability after a liquefaction countermeasure was performed by Lopez-Caballero and
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Modaressi-Farahmand-Razavi (2013). The mitigation method modeled was preloading,

and the structural behavior was analyzed by two parameters: relative settlement and the

inter-story drift. While the former is reduced after preloading, the latter is increased due

to the higher surface amplification. These cases highlight the need for an optimization

through which liquefaction resistance could be increased without the decrease in the

structure vulnerability.

These examples are important; although, densification by compaction, grouting or

mixing produces rarely a homogeneous soil. On the contrary, it results in a heteroge-

neous mixture of the original liquefiable sand and the added non-liquefiable soil (DeJong

et al. 2013). Even if in reality, grouted columns are designed to have specific diameters

and spacings, the material is sometimes an heterogeneous mixture of the added soil (or

cement) and the original soil. Lambert et al. (2012) performed laboratory tests in sam-

ples from soil-cement mixed columns and found heterogeneities in the sides as well as

in the core of the columns that consequently affected the mechanical properties. Other

improvement processes such as vibro-compaction or bio-grouting have additionally an

uncertainty of up to which depth or size the soil is affected, e.g. some areas can be more

compacted than others or can have more bacteria-induced cementation. Examples on the

latter were shown by in-situ measurements presented by Paassen (2011).

To the best knowledge of authors, there is no numerical or experimental studies related

to two-soil mixtures of a liquefiable deposit accounting for both soil and seismic motion

variability. These heterogeneous deposits exhibit large, sudden variations from one lo-

cation to another, unlike natural soil deposits where those variations could be gradual.

Therefore, the results of this study may overemphasize the effects of soil heterogeneity

on water migration in spatially variable soils. However, as most laboratory soil testing

procedures use uniform soil samples for assessing the liquefaction potential, their results
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in terms of cyclic induced ∆pw may well be on the under-conservative side when applied

to natural soil deposits exhibiting inherent or added spatial variability (Chakrabortty

and Popescu 2012).

3. NUMERICAL MODEL

The numerical model used in this work consists of a reinforced concrete building with a

shallow rigid foundation, standing on saturated cohesionless soil. An illustration of the

model is shown in figure 1. The reference soil deposit is a 50m width model composed of

20m of loose-to-medium (LMS) sand overlaying an elastic bedrock. The shear modulus

increases with depth. The fundamental elastic period of the soil profile, calculated with a

low-strain frequency analysis, is equal to 0.38s. It is obtained from the transfer function

at free field, i.e. the ratio of the frequency response at the soil surface over the bedrock

frequency response for a seismic signal at a very low amplitude to ensure elastic behavior.

An elastoplastic multi-mechanism model is used to represent the soil behavior. Under

the deposit, an engineering bedrock representing a half-space medium is modeled with

an isotropic linear elastic behavior and a shear wave velocity (Vs) equal to 550m/s. The

ground water table is located 1m below the surface.

Concerning the treated ground soil, the recommendations of Mitchell et al. (1998) were

used. By which, depth (d) should be given by the extension of the liquefiable layer, in

this case d =4m below the water table, and width (w) should extend from the edge of

the foundation of size B a distance bigger to the depth of treatment (i.e. w > B + 2d).

The soil heterogeneity is simulated with a discrete auto-regressive-model composed of

two materials: a treated medium-to-dense sand (MDS) and the original loose-to-medium

sand (LMS). A detailed description of the auto-regressive model is given in section 3.4.
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Figure 1.: Illustration of the numerical model

3.1 Finite Element Model

A 2D dynamic approach derived from the u–pw version of the Biot’s generalized con-

solidation theory (Zienkiewicz and Taylor 1991) was adopted for the soil. The general

purpose finite element code GEFDyn (Aubry and Modaressi 1996) was used. The model

uses quadrilateral isoparametric elements with eight nodes for both solid displacements

and fluid pressures. The thickness of the elements is 0.5m and the width is 1m under

the heterogeneous zone and 1.5m on the sides. An implicit Newmark numerical inte-

gration scheme is used in the dynamic analysis for the discretization in time. In order

to allow an optimal high-frequency dissipation with minimal low-frequency impact, the

scheme parameters γN and βN , that control the precision and stability of the algorithm,

are related to the spectral radius at infinity (ρ∞). A parametric analysis presented by

Montoya-Noguera and Lopez-Caballero (2014) evaluates the induced numerical damping

(ξN ) as a function of this parameter. For this case, ρ∞ was taken equal to 0.8, thus

γN = 0.611 and βN = 0.301, which correspond to ξN = 0.1%. It is worth mentioning

that this numerical damping affects principally the elastic response of the model (i.e. for

shear strains less than 1 · 10−5), while for higher strains the damping is provided by the

material degradation as will be shown in section 4. To take into account the interaction

effects between the structure and the soil, a modified width plane-strain condition was

assumed in the finite element model (Saez et al. 2013). In this case a width of 4m is used
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for the soil deposit.

3.1.1 Boundary conditions

The boundary conditions of the finite element model depend on the hypothesis of the

analysis. In this case, the medium is considered as an infinite semi-space, the wave prop-

agation is only one-dimensional and purely vertical. Therefore only incident SH waves,

i.e. in-plane shear waves in the horizontal direction, propagating in the vertical direction

are used as loading. As the response of an infinite semi-space is modeled, equivalent - or

periodic - boundaries have been imposed on the lateral nodes. Also referred as tied-nodes,

they consist in linking the nodes at opposite sides at the same depth to equal normal

stress and equal displacements in all directions. The heterogeneous zone is sufficiently far

from the lateral boundaries and so the free field response with and without the treated

soil were proved to have the same initial dynamic behavior. For the bedrock’s boundary

condition, paraxial elements simulating “deformable unbounded elastic bedrock” have

been used (Modaressi and Benzenati 1994). The vertically incident shear waves, defined

at the outcropping bedrock, are introduced into the base of the model after deconvo-

lution. Thus, the obtained movement at the bedrock interface is composed of both the

incident and the reflected waves.

3.2 Input earthquake motion

In this paper, focus will be given to the spatial distribution effect on the liquefaction

evolution; though, only one motion will be presented. However, the use of other input

motions changes the behavior, and this will be treated in a further work. The motion used

is the Mw 6.7, January 1994, Northridge earthquake recorded in Pacoima Dam in south-

ern California. The unscaled record was taken from the Pacific Earthquake Engineering
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Figure 2.: Input motion acceleration a) time history and b) response spectra

Research Center (PEER) database under the ID 1050. This station has a site-to-source

distance (RJB) of 4.9km and a 30m-averaged shear-wave velocity (Vs 30) of 2000m/s.

The peak horizontal acceleration at outcropping (PHA) is 0.43g, the peak ground ve-

locity (PGV) is 51 cm/s and the Arias intensity (IA) is 1.79m/s. Figure 2a shows the

acceleration time history, and figure 2b the acceleration response spectra with a struc-

tural damping (ξ) of 5%. In figure 2a, the black lines show the time instants for the 5 and

95% of the Arias intensity. They define the predominant duration (D5−95), in this case

equal to 10s, where the 90% of the motion’s energy is concentrated. This motion has been

widely studied by many authors (Beresnev and Wen 1996, Bonilla et al. 2011, among

others) as it is a large event, recorded by many near-to-source permanent strong-motion

stations in dense soil conditions.

3.3 Structural model

For the sake of simplicity a two-story reinforced concrete building proposed by Vechio

and Emara (1992) is used. It consists of a large-scale one-span model. The total structure

height is 4.2m and the width is 4.0m. The mass of the building is equal to 45T and is

assumed to be uniformly distributed along beam elements, while the columns are sup-
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Figure 3.: Transfer function of the structure with fixed base and with SSI effect (top/FF)
and of the soil deposit at free-field (surface/bedrock)

posed massless. The fundamental period (Tstr) is equal to 0.24s. In order to simulate the

structure, plastic hinge beam-column elements are used which take into account axial

force (P ) and bending moment (M) interaction (Prakash et al. 1993). The foundation

is modeled as a rigid block of 0.1×6×4m. It is based on the two-component model pre-

sented by Giberson (1969) and the modifications introduced by Prakash et al. (1993)

to take into account axial force (P ) and bending moment (M) interaction by specifying

P–M yield surfaces. Figure 3 shows the transfer function (TF) of the free-field (sur-

face/bedrock) and of the structure at fixed base and with soil-structure interaction (SSI)

effects (top/FF). The transfer function is the ratio between two acceleration wave fields

and it gives information solely of the soil between these two points. The SSI effects result

on a shift of the main frequency of the structure due to the flexibility of the foundation

soil and a deamplification due to the material and radiation damping added by the soil.

3.4 Spatial discretization

The models to generate binary random fields can be divided in two main approaches

according to their definition of spatial dependence: the Gaussian Markov random field

(GMRF) models that treats dependence indirectly (Banerjee et al., 2004) and the auto-

logistic models that does it directly through the so-called autocovariate, i.e. a function
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of the observations themselves. The homogeneous auto-logistic model was derived by

Bartlett and Besag (1969) and is a nearest-neighbor model, defined as a conditional

probability; it is intuitive and appealing. On the contrary, the GMRF models, firstly

introduced by Whittle (1963), are defined as a joint probability distribution. The spatial

discretization for this work follows the auto-logistic model. It is important to remark

that the validation of these models are out of the scope of this paper.

The binary mixture used to model the heterogeneous zone is defined with the spatial

fraction γ = N1/(N1 +N2) where Nm is the number of elements of material m. From an

engineering point of view, γ is related, for example, to the efficiency of a soil improvement

technique, such as soil-mixing. Thus, γ could be calculated from the injected material

with respect to the total area of intervention. The model is discretized into a rectangular

grid, where each element is assigned one of the possible values: 0 (material 1) or 1

(material 2). The expectation of xij, a value of the binary random variable Xij , is given

by:

E[xij |xi−1,j, xi,j−1] =

[

1−
1

2
(β1 + β2)

]

· γ +
1

2
(β1 · xi−1,j + β2 · xi,j−1) (1)

where γ is the spatial fraction and β1 and β2 are the auto-regressive coefficients that give

the one step correlation of the process in each direction. Which means that the element

expectation (E[xij ]) is influenced by its nearest-neighbors xi−1,j and xi,j−1. Under the

condition of homogeneity, the E[xij ] is independent of the internal position (i, j) on

the array. For each element, the generated probability is not a binary number, so it is

compared to a random number (uij) that follows a uniform distribution function between

0 and 1, where each element is independent. This process, known as binarization, makes

use of MC simulations to converge to a given γ value.
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The procedure to generate the field of size m × n is schematized in figure 4 and has

the following steps:

(1) Assign the value of the corner element (xi=1,j=1) : As it is assumed that the model

tends to homogeneity, E[x1,1] equals γ, thus the binarization process turns to:

x1,1 =



















0, if γ ≤ u1,1[0, 1]

1, otherwise

(2)

(2) Assign the values for the lower horizontal boundary xi=2,...,m,1,j=1: Based on the

1D model where β1 = β2, so:

E[xi,1|xi−1,1] = (1− β1)γ + β1 · xi−1,1 (3)

Again if E(xi,1) ≤ ui,1, then x(i, 1) = 0; otherwise, x(i, 1) = 1.

(3) Repeat previous step but for the left vertical boundary xi=1,j=2,...,n:

E[x1,j |x1,j−1] = (1− β2)γ + β2 · x1,j−1 (4)

(4) Fill up the interior of the rectangle xi=2,...,m,j=2,...,n: 2D model with equation 1.

1. 2. 3. 4.

Figure 4.: Procedure scheme for the auto-regressive discretization model

As an example, a zoom on the heterogeneous zone of two spatial distributions are shown
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in figure 5 and correspond to a spatial fraction (γ) of 0.4 and auto-regressive coefficients

(β1 and β2) equal to 0.4. As it can be seen, β does not give a constant correlation length

in each row or column, but it is an average on the model. Similarly, γ is the average over

the entire area; even though, there are regions with different composition as in the top

left corner in figure 5a.

(a) (b)

Figure 5.: Zoom on the heterogeneous zone for 2 distributions with γ = 0.4 and β1=β2
= 0.4

4. Soil constitutive model

The soil behavior is simulated with the ECP elasto-plastic multi-mechanism model, which

is an advanced step-by-step integration model developed at Ecole Centrale Paris (Aubry

et al. 1982, Hujeux 1985). The model is written in terms of effective stresses, uses a

Coulomb type failure criterion and follows the critical state concept. The evolution of

hardening is based on the plastic strain (deviatoric and volumetric strains for the devia-

toric mechanisms and only volumetric strains for the isotropic one). To take into account

the cyclic behavior it uses a kinematical hardening which relies on the state variables, at

the last load reversal. The soil behavior is decomposed into pseudo-elastic, hysteretic and

mobilized domains hence it can take into account a large range of deformations. A brief

description of the ECP model will be given below; however, for a complete understanding

refer to Aubry et al. (1982) and Hujeux (1985), among others.
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The pseudo-elastic domain is isotropic and nonlinear, where the bulk (K) and the shear

(G) moduli increase with the mean effective stress (p′) , as follows:Kmax = Kref (p
′/p′ref)

ne

and Gmax = Gref (p
′/p′ref)

ne , where Kref and Gref are the moduli at the reference stress

(p′ref ) and ne is the degree of nonlinearity. The model takes into account four mechanisms:

three deviatoric and one isotropic. Adopting the soil mechanics sign convention (i.e.

compression positive), the deviatoric primary yield surface on the k plane is:

fk(σ
′, εpv , rk) = qk − sinφ′pp · p

′

k · Fk · rk (5)

where p′k and qk are the mean and deviatoric values of the stress tensor, and φ′pp is the

friction angle at the critical state. The isotropic hardening associated with the volumetric

strain is controlled by:

Fk = 1− b ln

(

p′k
pc

)

(6)

in which, the parameter b gives the form of the yield surface in the p′−q plane and varies

from 0 (Coulomb type) to 1 (Cam-Clay). pc is the mean stress at the critical state and is

defined as pc = pc0 exp(βε
p
v) with pc0 being the stress corresponding to the critical state

of the initial density, and β, the plastic compressibility modulus. Lastly, the isotropic

hardening generated by plastic shearing is controlled by the degree of mobilized friction:

rk = relak +

(

εpk
a+ εpk

)

(7)

that varies from the relak , i.e. the size of the elastic deviatoric domain, to the unit value.

The ECP model has been validated for different kinds of loading and the main results

are shown in many publications; among others, Costa D’Aguiar et al. (2011), Saez et al.

(2013) for reproducing laboratory tests, Foerster and Modaressi (2007), Bernardie et al.

(2006) for seismic soil response of vertical arrays, and Sica et al. (2008) for seismic
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response of soil structures.

4.1 Laboratory tests simulations

The soils used in the numerical model are two sands that present different relative den-

sities: LMS, loose-to-medium and MDS, medium-to-dense. Their model parameters were

calibrated using the procedure defined by Lopez-Caballero et al. (2007) and validated

with laboratory tests by Lopez-Caballero and Modaressi-Farahmand-Razavi (2013) and

Saez (2009), respectively. The parameters are divided into five groups corresponding

to the different mechanisms, a description and the values used are shown in table 1.

Additionally, the parameters of the soil used in the deeper layers, also taken from Lopez-

Caballero and Modaressi-Farahmand-Razavi (2013), are given in the same table. It should

be noted that the ECP model regards the initial relative densities as consequence of some

intrinsic soil parameters, e.g. the soil density (ρs) and the porosity (n0), the initial state

given by the critical stress (pc0) and the void ratio (e). The hydraulic conductivity (K)

is different for the two soils and was given by the previously cited authors. For a better

understanding of the soils behavior, three laboratory tests were simulated.

Drained cyclic shear test are simulated for both soils. The confining pressures (p0)

under which the soil was tested were 50, 100 and 150kPa. The tests results for the MDS

are shown in figure 6. The other soil has similar curves and are not shown here for the

sake of brevity. The obtained shear degradation curves (G/Gmax − γ) match relatively

well with the reference given by Seed et al. (1986); whereas for the damping (D) it can

be observed an underestimation for strains less than 0.01% and an overestimation for

large strains. The underestimation for low strains, is due to the elasto-plastic model

implementation and is overcome by the addition of numerical damping (see section 3.1).
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Parameter description LMS MDS [5-10]m [10-15]m [15-20]m
ρs[kg/m

3] : Solid density 2700 2700 2700 2700 2700
n0 : Initial porosity 0.47 0.35 0.47 0.47 0.47
k0 : Coefficient of earth pressure 0.6 0.6 0.6 0.6 0.6
K[m/s] : Hydraulic conductivity 1 · 10−4 1 · 10−5 1 · 10−4 1 · 10−4 1 · 10−4

Elasticity
Kref [MPa]: Bulk modulus 628.0 444.0 628.0 628.0 628.0
Gref [MPa] : Shear modulus 290.0 222.4 290.0 290.0 290.0
ne : Nonlinear degree 0.5 0.4 0.5 0.5 0.5
pref [MPa] : Reference mean stress 1.0 1.0 1.0 1.0 1.0
Critical State and Plasticity
φ′pp[

◦] : Friction angle 30 31 30 30 30
β : Plastic compressibility modulus 33 43 33 33 33
d : Isotropic consolidation distance 2.00 3.50 2.00 2.00 2.00
b : Yield surface shape 0.20 0.20 0.20 0.20 0.20
pco[MPa] : Initial critical stress 0.019 1.800 0.040 0.061 0.082
Flow Rule and Isotropic Hardening
ψ[◦] : Characteristic angle 30 31 30 30 30
αψ : Volumetric parameter 1.0 1.0 1.0 1.0 1.0
a1 : Primary plastic stiffness 1 · 10−4 1 · 10−4 1 · 10−4 1 · 10−4 1 · 10−4

a2 : Secondary plastic stiffness 2 · 10−3 4 · 10−3 2 · 10−3 2 · 10−3 2 · 10−3

c1 : Monotonic isotropic hardening 1 · 10−3 3 · 10−2 1 · 10−3 1 · 10−3 1 · 10−3

c2 : Cyclic isotropic hardening 2 · 10−3 6 · 10−2 2 · 10−3 2 · 10−3 2 · 10−3

m : Cyclic loading exponential 1.5 1.0 1.5 1.5 1.5
Threshold Domains

rela : Elastic 3 · 10−2 5 · 10−3 2 · 10−2 1 · 10−2 5 · 10−3

rhys : Hysteretic 4 · 10−2 3 · 10−2 4 · 10−2 4 · 10−2 4 · 10−2

rmob : Mobilized 8 · 10−1 8 · 10−1 8 · 10−1 8 · 10−1 8 · 10−1

relaiso : Isotropic elastic 1 · 10−3 1 · 10−3 1 · 10−3 1 · 10−3 1 · 10−3

Table 1.: ECP model parameters

Furthermore, a drained triaxial test was modeled for different confining pressures. The

results of the volumetric strains (εv) as a function of the deviatoric strains (ε1) for both

soils are presented in figure 7a. For the LMS, the volumetric strains are below zero, which

means that the soil deposit is principally contracting. On the contrary, the MDS presents

a dilatant behavior for the same initial stress.

Finally, an undrained stress controlled cyclic shear test was simulated. The cyclic stress

ratio (SR = τ/σ′v0) as a function of the number of loading cycles to produce liquefaction

(N) is shown in figure 7b for both soils. As a qualitative comparison, the modeled test



May 10, 2016 12:2 Georisk Art˙Random˙GRK

18 S. Montoya-Noguera and F. Lopez-Caballero

10
−6

10
−5

10
−4

10
−3

10
−2

0

0.5

1

G
/G

m
ax

[1
]

10
−6

10
−5

10
−4

10
−3

10
−2

0

20

40

60

γ [1]

D
 [%

]

 

 

p’
o
 = 50kPa

p’
o
 = 100kPa

p’
o
 = 150kPa

Seed et al. 1986

Figure 6.: Simulated a) shear degradation and b) damping curves for the MDS

0 5 10 15 20

−6

−4

−2

0

2

4

6

ε v [%
]

ε
1
 [%]

 

 

50
80

100p’
o [k

P
a]

LMS

MDS

(a)

10
0

10
1

10
2

0

0.05

0.1

0.15

0.2

0.25

N [1]

S
R

 [1
]

 

 

* Byrne et al. (2004) Dr = 40%*

Dr = 60%*

50
80
100σ’

vo
 [k

P
a]

(b)

Figure 7.: Simulated laboratory tests: a) Volumetric strain (εv) as a function of the
deviatoric strain (ε1) and b) Liquefaction curves for both soils

results are compared with the curves given by Byrne et al. (2004) for Nevada sand at

different densities (i.e. Dr = 40 and 60%). It is noted that the obtained curves are closer

to the reference for a Dr = 40% corresponding to the LMS; while, the MDS curves are

closer to those of a Dr = 60%.

5. Liquefaction analysis

In this section, the response of the model without treatment is analyzed. This is the

reference case when γ = 1. Figure 8a shows the pore pressure ratio (ru = ∆pw/σ
′

v0) at

the end of the shaking (i.e. co-seismic analysis). When ru is equal to unity, the soil has

loosened all its strength and it is totally liquefied. As it can be observed, most part of
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Figure 8.: Liquefaction ratio ru at the end of shaking: a) before and b) after soil treatment
and c) difference between them

the deposit is liquefied, with the highest ratio above 5m.

The relative settlement of the structure with respect to free-field at the end of shaking

(|uz |) is 23cm, which according to the limits given by Bird et al. (2006) corresponds

to a moderate damage state. Figure 9 shows the co-seismic and post-seismic relative

settlement and liquefaction ratio under the right column and at 3.5m depth. Although,

all ∆pw is not dissipated, there is almost no contribution of post-seismic consolidation

to the total settlement (i.e. less than 0.2%). By comparing the time histories with the

acceleration at outcropping, also shown in figure 9, it is interesting to note that while

the high acceleration peak produces the biggest increase in the liquefaction ratio, the

relative settlement is gradually increased and its rate is higher after 10s. At this time

a second peak in acceleration is evidenced at higher frequencies which is probably also

affecting the MDS ∆pw evolution.

6. Liquefaction mitigation analysis

Deep mixing techniques like jet-grouting, bio-grouting or wet-soil mixing use stiffer ma-

terials to form foundation elements to stabilize soft soils and mitigate liquefaction. These

techniques are widely used even though there remains some uncertainties given the spa-



May 10, 2016 12:2 Georisk Art˙Random˙GRK

20 S. Montoya-Noguera and F. Lopez-Caballero

10
0

10
1

10
2

−20

−15

−10

−5

0

|u
z| [

cm
]

 

 

LMS
MDS

10
0

10
1

10
2

−0.5

0

0.5

t [s]

a 
[g

]

(a)

10
0

10
1

10
2

0

0.2

0.4

0.6

0.8

1

r u [1
]

 

 

LMS
MDS

10
0

10
1

10
2

−0.5

0

0.5

t [s]

a 
[g

]

(b)

Figure 9.: Time histories of the (a) Relative settlement |uz| and the (b) Liquefaction ratio
ru under the right column and at 3.5m depth before and after mitigation. Post-seismic
behavior is depicted with dotted lines. The acceleration time history at outcropping is
shown below

tial variability introduced in the design (Kasama et al. 2012). Sometimes, given the poor

soil conditions and the high seismic demand, soil mixing is used to replace an entire

portion of the deposit. This last case is analyzed and is also used as reference (γ=0). The

liquefaction ratio at the end of shaking is shown in figure 8b. It is interesting to note

that while ru decreases directly under the structure, it increases on the surrounding soil.

Figure 8c shows the difference between the two cases. Negative values, in blue, denote

the places where the liquefaction is greater before treatment (LMS case) and the places

where liquefaction increases after treatment (MDS case) are the positive values, shown

in red. Two zones presented higher ru values after treatment: (1) a layer of a couple of

meters immediately below the treatment zone and (2) the soil below 15m.

In an effort to quantify the excess pore-pressure generation, Shinozuka and Ohtomo

(1989) introduced the liquefaction Index (Q) applied in this case to the area of the model

as:

QA =
1

H · L

∫ H

0

∫ L

0
ru(y, z)dydz (8)

where ru is the liquefaction ratio evaluated at the end of shaking and H and L are
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the height and length of the soil deposit. A value of 1.0 indicates conditions of initial

liquefaction throughout the H ·L area and thus gives information of the liquefaction ratio

as well as the total liquefied zone. After the entire portion of the soil is replaced, and if QA

is evaluated in the mitigation zone (i.e. H=4m and L=20m), it decreases 44%. However

for the entire soil deposit (i.e. H=20m and L=50m) the use of soil mixing only decreases

6% the QA value. Which means that liquefaction in the model is reduced under the

structure, but is present in other locations. These results are in accordance with those of

Coelho et al. (2004) and Lopez-Caballero and Modaressi-Farahmand-Razavi (2013) and

can be explained by the energy of the motion that must be dissipated. As it is constant

for both cases, the reduction in one zone, will necessarily affect other parts of the deposit.

Additionally, the pore-pressure migration can be seen from the loose untreated sand to

the mitigation zone in the boundaries between both soils. An important interaction is

therefore present in the mixture which will be of great importance in the heterogeneous

deposit case.

Concerning the relative settlement (|uz|), shown in figure 9a, a reduction of almost 50%

is attained, which according to the limits given by Bird et al. (2006) corresponds to a

slight damage state and will only need repairs for aesthetic reasons. As the pore-pressure

migration continues after shaking, the liquefaction ratio under the right column and at

2.5m depth increases (shown in figure 9b); although, there is almost no contribution of

post-seismic consolidation to the total settlement.

6.1 Heterogeneous model

One of the most influential factors on the treated ground is the effectiveness of the

mixing process, which adds important variations in the soil. This heterogeneity depends

on the mitigation technique, but will in general have a spatial correlation on the vertical
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and horizontal direction. Studies on this topic usually apply homogeneous random field

techniques to account for the spatial variation (Jones et al. 2002). In them, properties are

described by a probabilistic function where a mean value and a coefficient of variation

is provided. In the present analysis, it was assumed that the heterogeneous deposit is

composed of two materials: a treated-soil and the remaining soft soil. This could be the

case of mixing techniques such as soil-mixing or bio-treatment. The interaction of these

soils is important as the loose sand induces an increase in excess pore-water pressure in

the surrounding treated sand.

As recalled before, Chakrabortty and Popescu (2012) analyzed centrifuge experiments

of heterogeneous sand deposits. Results show an increase in excess pore water pressure for

the heterogeneous case compared with an average-density homogeneous sand. However,

the analysis was deterministic and the use of a traditional homogeneous equivalent model

could be inappropriate due to the fully nonlinear behavior. The traditional homogeniza-

tion theories, such as the linear and harmonic average bounds (Wiener 1912) are used to

describe the effective properties of parallel or perpendicular phase alignment but the ge-

ometric arrangements of granular soil and interactions when subjected to seismic loading

are rarely fitted to these cases. The spatial discretization described in section 3.4 is used

here to generate the heterogeneous deposits. The spatial fraction (γ) is varied between

not treated to fully treated (i.e. from 1 to 0) and 20 independent spatial distributions

per γ value were realized.

The auto-regressive coefficients β1 and β2 control the correlation length in the hori-

zontal and vertical direction. These parameters, which are normalized by the size of the

heterogeneous zone, describe the degree of correlation of the spatially random values.

Thus, a value close to 1 will imply a smoothly varying field, while a small value will

imply a ragged field. In this analysis, both coefficients are equal to 0.4 (i.e. a correlation
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length close to 8m). This value was taken from in-situ measurements and recommenda-

tions for sandy soil and gravelly sand (Alonso and Krizek 1975, Senger et al. 1992). The

effect in the liquefaction-induced settlement of different spatial correlations (e.g. magni-

tude of the correlation lengths and differences between the horizontal and the vertical

correlations) could be interesting but it is out of the scope of this paper.

6.2 Water migration and soil-interaction in a heterogeneous deposit

In order to better understand the interaction between the two soils in the heterogeneous

deposit, the results for different treatment efficiencies will be analyzed.

0 0.2 0.4 0.6 0.8 1
10

15

20

25

γ [1]

|u
z| [

cm
]

(a)

0 0.2 0.4 0.6 0.8 1
0.65

0.66

0.67

0.68

0.69

0.7

0.71

0.72

0.73

γ  [1]

Q
A
 [1

]

(b)

Figure 10.: Box-and-whiskers plot for a) the relative settlement (|uz|) of the structure
with respect to free-field and b) the Liquefaction Index (QA)

Figure 10 shows the box-and-whisker plots for the relative settlement of the structure

with respect to free-field (|uz |) and for the liquefaction index evaluated at the treated

zone (QA) as a function of the spatial fraction. These plots are commonly used to show

scalar statistics when the uncertainty of a number of related variables are compared

(Helton et al. 2006). In fact, they give information not only about the mean values (in

red), but also about the 3 quartiles, corresponding to 25, 50 and 75% of data (that

compose the box) and the extreme cases, as the whiskers are the lowest and highest data



May 10, 2016 12:2 Georisk Art˙Random˙GRK

24 S. Montoya-Noguera and F. Lopez-Caballero

within 1.5IQR (Inter-Quartile Range) and the unusual observations or outliers are drawn

as blue dots. In order to analyze the effect of the treated soil in the relative settlement,

concerning figure 10a, two aspects will be discussed : the variation of the average value

and the dispersion for each γ value.

At first, the efficiency of the soil improvement can be analyzed from the evolution of

the average relative settlement with the spatial fraction, shown in figure 10a in red. For

this case, it seems that even a small amount of treated soil (e.g. γ= 0.9) can reduce,

in average, the relative settlement. In contrast, it appears that below a certain spatial

fraction, the average settlement will not be greatly affected if a greater amount of denser

soil is used. In other words, it seems that the relation between the relative settlement and

the spatial fraction is nonlinear and divided in two concave curves: one that is mostly

related to the natural soil (higher γ values) and another highly sensitive to the introduced

soil (lower γ values).

Furthermore, regarding all values it can be observed that higher variation is present for

γ equal to 0.3. This value could be the percolation threshold dividing the two curves, from

which the interactions between the two soils change. It can be noted that this relation

differs greatly from the average value of both soils, hence, traditional homogenization

theories - such as the arithmetic (parallel) or geometric (series) averages should not be

used as reference. Otherwise, while for some spatial fractions the average value will be

overestimated; for others, it will be underestimated.

From a statistical point of view, the outliers have an important effect in the probabilistic

distribution function (PDF). In other words, the existence of these values can change the

PDF for example from a lognormal to a Gumbel distribution. For γLMS= 0.9, more

outliers are seen; which is due to the very different spatial distributions that can be

presented. A zoom on the heterogeneous zone of the spatial distributions that presented
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the minimum and maximum |uz| are shown in figure 11 and correspond to 16.0 and 23.4

cm, respectively. It is noted that for the former, i.e. minimum |uz| in figure 11a , the

MDS elements (colored in red) are on shallow depths, mostly under the structure. Even

so a cluster is present under the right column. On the contrary, for the maximum |uz|,

in figure 11b, the soils are in smaller clusters and the MDS elements are mostly at the

bottom or near the edges. These conclusions agree with the theory of stress distribution

of Boussinesq, hence as the inclusions are further from the structures region of influence

their effect is smaller.

(a) (b)

Figure 11.: Zoom on the heterogeneous zone for the distributions with γ = 0.9 and β1=β2
= 0.4 that presented a) the minimum and b) maximum |uz|

However, the variation on the box and whiskers size shown in figure 10a, suggests that

the discrete model is highly dependent on the interaction between the two materials and

their spatial distribution. In this regard, figure 12a shows the experimental cumulative

density function (CDF) for 3 cases: γ equal to 0.3, 0.5 and 0.7. The |uz| is normalized

with respect to the corresponding mean value to allow the comparison of the variation.

It can be observed that for γ equal to 0.3, the CDF has a lower slope though it presents

higher variation.

Regarding figure 10b, there is a clear relationship between the |uz| and the QA, which

explains the importance of pore water pressure generation and migration through the soil
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Figure 12.: Relative settlement (|uz |): a) cumulative density function and b) Convergence
of the mean and standard deviation for γ = 0.9 and β1 = β2 = 0.4

deposit. However, the QA presents higher variation specially for lower spatial fractions.

A possible explanation is that liquefaction triggering depends on the spatial distribution

and the presence of clusters while the relative settlement depends on the entire deposit.

This subject will be explained below.

In order to verify that the number of distributions used is sufficient for the purpose

of this work, the statistical convergence of the mean and the standard deviation of the

relative structure settlement is shown in figure 12b for γ equal to 0.9. The blue dashed

lines correspond to the 5% and 95% confidence intervals obtained with the t-student and

χ2 statistical model, respectively. Although there is still some variation in the results,

for N=20 the statistical convergence is satisfactory for this analysis.

However, for the same spatial fraction, the relative settlement can vary greatly only

due to the distribution of the two soils in the deposit. As an example, the distributions

for γ = 0.4 that present the minimum and maximum |uz| are shown in figure 5 and

correspond to 13.4 and 19.0 cm, respectively (i.e. a relative difference of 30%). It is

noted that for the minimum |uz| in figure 5a , the LMS elements (colored in blue) are

mostly on shallow depths, under the structure and packed in groups or clusters. On
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the contrary, for the maximum |uz|, there are smaller clusters and the LMS elements

are surrounded by more denser sand in the mitigation zone. The different interactions

between the LMS and MDS elements could be the cause of the difference in |uz|. Thus, as

more clusters develop (i.e. for very low or very high spatial fractions), more interactions

develop between the two soils; therefore, more variation on the |uz| value is shown. In

order to develop this explanation, three aspects will be further analyzed: i) the time

history at one element under the structure right column , ii) the profile below the left

column and iii) the entire model.

Firstly, the comparison of the time evolution of the liquefaction ratio (ru) between

the homogeneous cases (i.e. before treatment -LMS- and fully treated -MDS) and the 20

simulations of heterogeneous cases is shown in figure 13 for one element. It is situated

below the right column and at 2m depth. Other positions were analyzed, but the response

varies greatly with the confinement pressure and the effect of the structure. The compar-

ison in the same element position of the different spatial distributions is interesting as

it permits to analyze the numerous soil interactions (e.g. when the element is embedded

in a cluster or in contact with the other soil) while leaving the mayority of other factors

unchanged. Nonetheless, one could compare different positions in the same model but

these will have different confinement pressures with distinct liquefaction evolution. For

the sake of brevity, only one element is shown in the present analysis. The responses

are divided in two figures: the behavior of the models where the element in the chosen

position is composed of LMS are shown in green in figure 13a and those composed of

MDS are shown in magenta in figure 13b.

Concerning figure 13a, it is interesting to note, that some LMS elements in the het-

erogeneous model present more pore pressure generation than those of the homogeneous

LMS model. In contrast, some cases resemble the MDS model behavior. For these cases,
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the LMS element is principally surrounded by more denser sand, hence less pore-pressure

migration can occur. In general, the behavior is affected by its neighbors but other LMS

elements are also present.

Similarly in figure 13b, almost all MDS elements have higher ru than the corresponding

homogeneous model. Additionally, for some MDS elements in the heterogeneous model

the ru starts increasing after the predominant time of the motion (i.e. for t > t95=13s),

while it decreases or stays constant for those composed of LMS, which emphasizes the

interaction between the different soils. This interaction was also shown in the centrifuge

analyses of Chakrabortty et al. (2010); although the comparison was made with a density-

average homogeneous deposit and the elements compared were not at the same depth.

While, in general, in the homogeneous deposits the pore-water pressure starts to dissipate

at the end of shaking, the LMS elements in the heterogeneous model keep feeding water

to neighboring MDS elements. This water migration has been analyzed by Chakrabortty

et al. (1998), Ghosh and Madabhushi (2003), Popescu et al. (2005), among others.
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Figure 13.: Liquefaction ratio evolution with time for (a) LMS and (b) MDS elements at
2m depth and under the right column for γ = 0.4 and β1 = β2 = 0.4. The homogeneous
cases before (LMS) and after (MDS) treatment are also shown.

Two profiles below the left column of the structure are shown in figure 14 for all the
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spatial distributions used with γ = 0.4 and β1 = β2 = 0.4. The homogeneous models

before (LMS) and after (MDS) treatment are also shown as reference. The γ chosen

presented the highest variation of the liquefaction index evaluated at the treated zone

(QA) shown in figure 10b. The profiles correspond to: a) the settlement and b) the

Arias intensity (IA). Regarding the settlement profile in figure 14a, it can be seen the

important fluctuations in the heterogeneous zone and down to almost 10m. For the LMS

model, the settlement is concentrated in the treated zone but for the MDS and most of

the heterogeneous models, the settlement is greater for lower depths. This is reasonable

because the MDS inclusions will stiffen the soil above, creating a higher impedance with

the deeper zones where the profile will become more vulnerable.

In addition, figure 14b shows the IA profile. This value is a measure of the total energy

per unit mass defined by Arias (1970) as:

IA =
π

2

∫ tend

0
a(t)2 dt (9)

Its evolution expresses the amplification (or deamplification) of the energy through the

soil profile. As ru increases and the soil softens, the seismic energy is deamplified by the

soil. In contrast, as the heterogeneous models present less ru below 7m, the energy is

amplified for deeper soil. However, as the γ is small, the behavior of the heterogeneous

model is closer to that of the MDS model. For all heterogeneous models, the IA at surface

is higher than that of the untreated LMS model which will cause an amplification of the

structure motion.

To compare the results of the entire deposit, figure 15 shows the differences between

the heterogeneous model with maximum |uz| and the homogeneous LMS model. Again,

results are shown for γ = 0.4 and β1 = β2 = 0.4, as an example. Figure 15a shows the

ru differences (i.e. ruHET − ruHOM ) and it clearly depicts the interactions between the
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Figure 14.: Profile below the structure for (a) settlement and (b) Arias intensity at the
end of shaking

two soils. As in the time histories (figure 13a), the results vary greatly from one position

to another. For this case, the heterogeneous model presents, in general, lower ru values,

specially in the treated zone (except for some regions). Although, immediately below the

treated zone and at the bottom of the model, the ru increased after the inclusion of the

denser sand. The explanation is that the interface around this zone acts as a barrier for

the water migration and as the layered cases studied in the laboratory, a water film is

formed around the liquefied sand (Fiegel and Kutter 1994, Kokusho and Kojima 2002,

Konrad and Dubeau 2002, among others).
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Figure 15.: Difference between the heterogeneous with maximum |uz| and the homoge-
neous LMS model for (a) the Liquefaction ratio (ru), b) the settlement and c) the Arias
intensity (IA) at the end of shaking
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Similarly, the settlement at the end of shaking difference (sett.HET − settl.HOM) be-

tween the heterogeneous and the homogeneous model before treatment is shown in figure

15b. As in the profile under the building column, before treatment the most part of the

settlement is located below the structure, but after the heterogeneity is added, the high-

est settlement is found under the treated area. These two comparisons are evidence of the

complexity added with the spatial variation by which neither the liquefaction apparition

nor the settlement is homogeneous even for the untreated remaining soil, i.e. below and

beside the intervened zone.

However, the comparison of the Arias intensity ratio (i.e. IAHET /IAHOM), in figure

15c, is mostly regular in the horizontal direction. The seismic motion is more amplified

by the heterogeneous model for the soil near the surface and at the lower half of the soil

deposit. The ratio is the lowest immediately below the treatment zone which corresponds

to the highest values of liquefaction ratio in the heterogeneous model.

7. Conclusions

A numerical model of discrete spatial heterogeneity was used to assess the liquefaction

induced settlement of an inelastic soil-structure system. Correlation in both directions

was introduced by the nearest-neighbor model. The effect of the spatial fraction (γ) of

the treated-untreated soil mixture was analyzed. Twenty simulations were used for each

of the γ. The main conclusions of the present study are:

• For the motion tested, the case of the fully-treated soil reduces the relative settlement

of the structure with respect to free-field but increases the liquefaction ratio under and

around the treated area.

• Owing to excess pore-pressure migration, treated soil surrounded by loose sand can

present liquefaction and therefore low fractions of soil treatment have very low effi-



May 10, 2016 12:2 Georisk Art˙Random˙GRK

32 S. Montoya-Noguera and F. Lopez-Caballero

ciency. Similarly, once the loose sand is well surrounded by treated soil, improvement

in the relative settlement is small.

• While the relative settlement |uz| appears to be related to the liquefaction index QA;

the latter presents more variation due to the pore-pressure migration. Even so, for

some cases, QA could be increased at adding denser soil to the deposit.

• In general, the spatial variability is highly dependent of the distribution of the two

soils thus an average model will not be able to represent its behavior.

• Therefore, homogeneous equivalent models are to be taken only as reference and will

rarely correspond to the arithmetic (i.e. parallel homogenization) nor harmonic (series

homogenization) average of the heterogeneous response.

The numerical model of discrete spatial variation applied in a probabilistic framework

appears to properly include heterogeneity on the soil. However, the effect of multivariate

discrete models should be further analyzed. Furthermore, the effect of the soil properties

correlation (in the horizontal and vertical direction) on the liquefaction-induced settle-

ments should be investigated and, if possible, related to real in-situ measurements of

added spatial variability due to mitigation techniques. The effect of different soil prop-

erties and different seismic motions could be also of interest.
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