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#### Abstract

The research presented here is devoted to the construction of a probabilistic reduced-order computational model adapted to the low- and mid-frequency structural dynamics. The methodology presented here is based on a global/local separation of the space of admissible displacements by solving two separated eigenvalue problems in which the kinetic energy is modified. This paper presents a general framework for constructing the modified kinetic energy by introducing classes of kinematic reductions. The global/local separation allows the construction of a probabilistic model of uncertainties for which the fluctuations of the global displacements and the fluctuations of the local displacements can be controlled separately.
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## 1. Introduction

The dynamical analysis of complex structures in the low- and mid-frequency range often requires the construction of computational models having millions degrees of freedom (DOF) in order to compute the dynamical response with a sufficient accuracy. In automotive industry for instance, in order to take into account all the geometric and structural details, the computational models which are used today can reach tens of millions of DOFs. The dynamical analysis of structures using so large computational models directly
yields two main problems. The first one is related to the computational cost of such a dynamical analysis. It is then necessary to reduce the size of the computational model without decreasing its accuracy in the frequency band of analysis. The second problem is related to the robustness of the computational model with respect to uncertainties. There are several sources of uncertainties: The first one concerns the existing variability within the specimens that the computational model has to represent. Indeed between two nominally identical structures, there may exist some slight differences due for instance to manufacturing tolerances, differences in the equipments (for instance different options for a car), the damages during the life cycle and so on (see $[16,10]$ for experimental frequency responses of nominally identical automotive vehicles). The second source of uncertainties concerns the computational model for which some parameters may not be perfectly known and for which there may exist some model uncertainties induced by the modeling choices related for instance to the constitutive laws, the type of elements, the modeling of the boundary conditions and so on. It is then necessary to take into account these two sources of uncertainties in order to compute the dynamical response with a good robustness.

The objective of this paper concerns the construction of a stochastic reduced-order computational model adapted to the low- and mid-frequency analysis of complex structures. For the low-frequency range, if the resonances are well-separated, the modal analysis method [23] allows a small-size reduced-order model to be constructed. In general the computed elastic modes are global and robust with respect to uncertainties. In the midfrequency range, due to the numerous local displacements of the flexible parts or embedded equipments, the modal density is higher and then the modal analysis method becomes less efficient because of the large number of modes that have to be calculated. For complex structures, which are made up of several structural scales (for instance a master stiff part and several flexible substructures), the low-frequency range and the mid-frequency overlap and sometimes structures can exhibit a high modal density even for low frequencies. A feature of the mid-frequency range concerns the high sensitivity of the response with respect to uncertainties. Several classes of methods have been proposed in the literature to construct a reduced-order model adapted to the mid-frequency range. Among these methods one can find fuzzy attachments methods $[27,33,34,36]$, Trefftz methods [18, 9, 7, 35, 5, 3, 17, 25], hybrid Finite Element/Statistical Energy methods, [28, 6, 19, 8, 20, 37, 24, 22] and methods using stochastic computational models [31, 14, 21].

The methodology presented in this paper belongs to the class of methodologies using a stochastic computational model. In $[4,32]$ a new methodology has been proposed in order to construct a reduced-order model for dynamical structures having a high modal density in the low-frequency range. This methodology consists in splitting the admissible displacement space into two subspaces: a space of global displacements and a space of local displacements. The basis of each of these spaces is constructed separately by solving an eigenvalue problem in which the kinetic energy is modified while the elastic energy is kept exact. The modified kinetic energies of theses two eigenvalue problems are obtained by introducing a projection operator than defines a kinematic reduction. In the previous papers [4, 32] this kinematic reduction consists in an averaging of the displacement in non-overlapping subdomains of the whole domain. In the present paper, a general framework is introduced in order to construct more accurate kinematic reductions. This extension of the previous researches allows to obtain (1) a global response of the structure in a larger frequency including the mid-frequency range and (2) a better global/local separation (a better filtering of the local displacements is performed for the global basis and a better filtering of the global displacements is performed for the local basis). Then a probabilistic model of uncertainties can be introduced for each scale (global and local) separately so that the global fluctuations and the local fluctuations can be controlled separately.

In Section 2, the reference boundary value problem is developed then in Section 3 the construction of the reduced-order problem is constructed and analysed for the continuous formulation. The global eigenvalue problem and the local eigenvalue problem are presented. In Section 4, the reducedorder computational model is derived using the Finite Element (FE) method. Section 5 is devoted to the construction of the probabilistic model of uncertainties for the global contributions of for the local contributions. Finally in Section 6, the methodology is illustrated on a numerical application which exhibits a high modal density in both the low- and mid-frequency range.

## 2. Variational formulation of the boundary value problem

The structure we are interested in is made up of a linear viscoelastic (with instantaneous memory) elastic medium occupying the domain $\Omega$ of $\mathbb{R}^{3}$, with boundary $\partial \Omega$. Let $\mathbf{x}$ be any point in $\Omega$. The external unit normal to $\partial \Omega$ is denoted by $\mathbf{n}$. In this paper, the dynamical response of the structure is constructed in the frequency domain, in the frequency band $B=\left[\omega_{\min }, \omega_{\max }\right]$.

Let $\mathbf{u}(\mathbf{x}, \omega)$ be the displacement field defined on $\Omega$ with values in $\mathbb{C}^{3}$. The boundary $\partial \Omega$ is made up of two parts. On the part $\Gamma_{0}$ of the boundary $\partial \Omega$, there is a Dirichlet condition $\mathbf{u}=0$. On the part $\Gamma$ of the boundary $\partial \Omega$, a surface force field, $\mathbf{f}^{\text {surf }}(\mathbf{x}, \omega)$ with values in $\mathbb{C}^{3}$, is applied. In addition, there is a volume force field, $\mathbf{f}^{\mathrm{vol}}(\mathbf{x}, \omega)$ with values in $\mathbb{C}^{3}$, applied in $\Omega$. We are interested in the linear response around a static equilibrium considered as the reference configuration defined by $\Omega$. The boundary value problem in the frequency domain is written, for all real $\omega$, as

$$
\begin{array}{cl}
-\omega^{2} \rho \mathbf{u}-\operatorname{div} \boldsymbol{\sigma}=\mathbf{f}^{\text {vol }} & \text { in } \Omega, \\
\mathbf{u}=\mathbf{0} & \text { on } \Gamma_{0},  \tag{1}\\
\boldsymbol{\sigma} \mathbf{n}=\mathbf{f}^{\text {surf }} & \text { on } \Gamma,
\end{array}
$$

where $\rho(\mathbf{x})$ is the positive-valued mass density, $\boldsymbol{\sigma}(\mathbf{x}, \omega)$ is the second-order stress tensor, in which $\{\operatorname{div} \boldsymbol{\sigma}(\mathbf{x}, \omega)\}_{j}=\sum_{k=1}^{3} \partial \sigma_{j k}(\mathbf{x}, \omega) / \partial x_{k}$. Let $\boldsymbol{\varepsilon}(\mathbf{x}, \omega)$ be the strain tensor defined by $\varepsilon_{j k}(\mathbf{x}, \omega)=\left(\partial u_{j}(\mathbf{x}, \omega) / \partial x_{k}+\partial u_{k}(\mathbf{x}, \omega) / \partial x_{j}\right) / 2$. The stress tensor $\boldsymbol{\sigma}(\mathbf{x}, \omega)$ is related to the strain tensor $\boldsymbol{\varepsilon}(\mathbf{x}, \omega)$ by a constitutive equation which is written for a nonhomogeneous anisotropic dissipative elastic medium as $\sigma_{h \ell}(\mathbf{x}, \omega)=a_{h \ell j k}(\mathbf{x}) \varepsilon_{j k}(\mathbf{x}, \omega)+i \omega b_{h \ell j k}(\mathbf{x}) \varepsilon_{j k}(\mathbf{x}, \omega)$, in which $a_{h \ell j k}(\mathbf{x})$ and $b_{h \ell j k}(\mathbf{x})$ are the fourth-order real tensors related to the elastic and dissipative parts and which must satisfy symmetry and positiveness properties. Since $\mathbf{u}=0$ on the part $\Gamma_{0}$ of the boundary, there will be no rigid body displacements.

Let $\mathcal{H}^{\text {comp }}$ be the space of all the square integrable functions defined on $\Omega$ with values in $\mathbb{C}^{3}$ equipped with inner-product $\langle\mathbf{u}, \mathbf{v}\rangle=\int_{\Omega} \mathbf{u}(\mathbf{x}) . \overline{\mathbf{v}(\mathbf{x})} d \mathbf{x}$, in which u.v $=\sum_{i=1}^{3} u_{i} v_{i}$ is the Euclidean inner product in $\mathbb{R}^{3}$. Let $\mathcal{V}^{\text {comp }}$ be the admissible displacements space (subspace of $\mathcal{H}^{\text {comp }}$ ). The variational formulation of the boundary value problem defined by Eq. (1) consists in finding, for all $\omega$ in $B$, the function $\mathbf{u}(\omega)$ with values in $\mathcal{V}^{\text {comp }}$ such that for all $\mathbf{v}$ in $\mathcal{V}^{\text {comp }}$,

$$
\begin{equation*}
-\omega^{2} m(\mathbf{u}, \mathbf{v})+i \omega d(\mathbf{u}, \mathbf{v})+k(\mathbf{u}, \mathbf{v})=g(\mathbf{v} ; \omega) . \tag{2}
\end{equation*}
$$

In Eq. (2), the mass sesquilinear form $m$ in defined on $\mathcal{H}^{\text {comp }} \times \mathcal{H}^{\text {comp }}$ by $m(\mathbf{u}, \mathbf{v})=\int_{\Omega} \rho \mathbf{u} . \overline{\mathbf{v}} d \mathbf{x}$. The damping sesquilinear form $d$ is defined on $\mathcal{V}^{\text {comp }} \times$ $\mathcal{V}^{\text {comp }}$ by $d(\mathbf{u}, \mathbf{v})=\int_{\Omega} b_{i j k h}(\mathbf{x}) \epsilon_{k h}(\mathbf{u}) \epsilon_{i j}(\overline{\mathbf{v}}) d \mathbf{x}$. The stiffness sesquilinear form $k$ is defined on $\mathcal{V}^{\text {comp }} \times \mathcal{V}^{\text {comp }}$ by $k(\mathbf{u}, \mathbf{v})=\int_{\Omega} a_{i j k h}(\mathbf{x}) \epsilon_{k h}(\mathbf{u}) \epsilon_{i j}(\overline{\mathbf{v}}) d \mathbf{x}$.

The antilinear form $g$ of the external forces is defined on $\mathcal{V}^{\text {comp }}$ by $g(\mathbf{v} ; \omega)=$ $\int_{\Gamma} f_{\text {surf }, i}(\mathbf{x}, \omega) \overline{v_{i}}(\mathbf{x}) d s+\int_{\Omega} f_{\text {vol }, i}(\mathbf{x}, \omega) \overline{v_{i}}(\mathbf{x}) d \mathbf{x}$.

## 3. Construction of the reduced-order model.

### 3.1. Physical insights and summary of the methodology.

As explained in the introduction, we are interested in complex dynamical structures which are made up of several structural scales (for instance a master stiff part and several flexible substructures) and then for which the low-frequency range and the mid-frequency overlap. Then the well-separated global modes classically encountered in LF band and the numerous local modes classically encountered in the MF and HF bands are intertwined and mixed the ones with the others. In general, the global displacements of a structure are robust with respect to uncertainties (except for uncertainties related to boundary conditions). On the contrary the local displacements are more sensitive with respect to uncertainties related to the numerous local details of the structure which are generally not perfectly modeled. Therefore, it is interesting to separate the global displacement from the local displacements in order to model the uncertainties related to global displacements independently from the uncertainties related to the local displacements. For the complex structures we are interested in, the elastic modes are combinations of global displacements and local displacements and therefore a separation is not possible.
The objective here is to construct a basis for the global displacements and a basis for the local displacements separately. The key idea for this construction consists in modifying dynamically the mass distribution of the structure in order to either (1) lock the local displacements and then keep only global displacements or (2) lock the global displacements and then keep only local displacements. We then obtain two new computational models corresponding to these two modifications of the mass distribution and for which the stiffness properties are kept unchanged with respect to the original structure. Then the global basis and the local basis correspond to the elastic modes associated with each of these two new computational models. It is important to keep the stiffness of the structure exact so that the global basis and the local basis return the boundary conditions and the static deformations of the original structure and then the union these two basis provides a good projection basis for the original structure. This locking methodology is directly inspired by the lumping mass method [13] which consists in concentrating the mass
at given master points in order to extract a global basis. Nevertheless, the methodology we propose is more general and allows the global basis to be completed by constructing separately a local basis.
The dynamical modification of the mass distribution is performed by reducing the kinematics of the displacement associated with the kinetic energy (while the kinematics associated with the elastic energy is not modified). For instance, if for a deformable structure the kinematics of the kinetic energy is reduced to homogeneous displacements for the three directions, then the total mass of the structure is equivalent a point mass associated with three DOFs corresponding to three spacial averagings of the displacement along the three directions (see first particular case below). As a consequence the structure associated with this new kinetic energy will only exhibit three global elastic modes. A complementary kinematic reduction can be associated with each kinematic reduction. Then the kinematic reduction and the complementary kinetic reduction allows to split the kinetic energy into (1) a reduced kinetic which is used for the construction of the global basis and (2) a complementary kinetic energy which is used for the construction of the local basis.
From a mathematical point of view, the kinematic reduction and the complementary kinematic reduction correspond to a projection operator and its complementary projection operator respectively. This framework allows :

- to construct kinematic reductions that make the reduced kinetic energy as closed as possible to the original kinetic energy.
- to split properly the kinetic energy into a reduced kinetic and a complementary kinetic energy.
- to obtain a global basis and a local basis for which the union forms a basis of the admissible displacements space.
In this Section, we first present the construction of the kinematic reductions using projection operators. For a given class of kinematic reductions, the optimal one is constructed as the one that minimizes the kinetic energy associated with the errors introduced by the kinetic reduction. Three particular interesting cases are developed. Then the reduced kinetic energy and the complementary reduced kinetic energy are constructed by projecting the initial kinetic energy using the kinematic reduction and the complementary kinetic reduction. Finally, a global eigenvalue problem and a local eigenvalue problem can be constructed by replacing the original kinetic energy by the reduced kinetic energy and the complementary kinetic energy respectively (the elastic energy is kept exact). These two eigenvalue problems are solved
separately and their solutions provide a global basis and a local basis which are independent and for which the union forms a basis of the admissible displacements space.


### 3.2. Kinematic reduction of the kinetic energy.

### 3.2.1. General methodology

Let $\mathcal{H}$ be the subspace of $\mathcal{H}^{\text {comp }}$ of real square integrable functions and $\mathcal{V}$ be the subspace of $\mathcal{V}^{\text {comp }}$ made of real functions. The kinematic reduction is performed using the projection operator $\mathbf{u} \mapsto \mathbf{h}^{r}(\mathbf{u})$ defined on $\mathcal{H}$ with values in a $n_{r}$-finite dimension subspace $\mathcal{H}^{r}$ of $\mathcal{H}$. Then the complementary projection operator $\mathbf{u} \mapsto \mathbf{h}^{c}(\mathbf{u})=\mathbf{u}-\mathbf{h}^{r}(\mathbf{u})$ defined on $\mathcal{H}$ with values in a subspace $\mathcal{H}^{c}$ of $\mathcal{H}$ can also be constructed. Let $\mathbf{u}^{r}=\mathbf{h}^{r}(\mathbf{u})$ and $\mathbf{u}^{c}=\mathbf{h}^{c}(\mathbf{u})$. By construction we have $\mathcal{H}=\mathcal{H}^{r} \oplus \mathcal{H}^{c}$.

We now have to construct the projection operator $\mathbf{h}^{r}$. Let $m(\mathbf{u}, \mathbf{v})=$ $\int_{\mathbb{R}^{3}} \rho(\mathbf{x}) \mathbf{u}(\mathbf{x}) \cdot \mathbf{v}(\mathbf{x}) \mathrm{d} \mathbf{x}$ be the mass symmetric positive-definite bilinear form defined on $\mathcal{H} \times \mathcal{H}$. Let endow the space $\mathcal{H}$ with the inner-product $\langle\mathbf{u}, \mathbf{v}\rangle_{m}=$ $m(\mathbf{u}, \mathbf{v})$ with associate norm $\|\mathbf{u}\|_{m}=m(\mathbf{u}, \mathbf{u})^{1 / 2}$. Then the projection $\mathbf{u}^{r}(\mathbf{x})$ of function $\mathbf{u}(\mathbf{x})$ is constructed as the function minimizing the distance || $\mathbf{u}-\mathbf{u}^{r} \|_{m}$ in which $\mathbf{u}^{r}$ belongs to $\mathcal{H}^{r}$. Physically, this construction consists in minimizing the kinetic energy of the error associated to the projection. Let $\left\{\mathbf{g}_{1}^{r}(\mathbf{x}), \ldots, \mathbf{g}_{n_{r}}^{r}(\mathbf{x})\right\}$ be a basis of $\mathcal{H}^{r}$ and let $[G]=\left[\mathbf{g}_{1}^{r} \ldots \mathbf{g}_{n_{r}}^{r}\right]$. Then any function $\mathbf{u}^{r}$ of $\mathcal{H}^{r}$ can be written as

$$
\begin{equation*}
\mathbf{u}^{r}(\mathbf{x})=[G(\mathbf{x})] \boldsymbol{\delta}(\mathbf{u}), \tag{3}
\end{equation*}
$$

where the vector $\boldsymbol{\delta}(\mathbf{u})$ contains the coordinates of $\mathbf{u}^{r}$ in the basis $\left\{\mathbf{g}_{1}^{r}(\mathbf{x}), \ldots\right.$, $\left.\mathbf{g}_{n_{r}}^{r}(\mathbf{x})\right\}$ which correspond to dynamical degrees of freedom related to the kinematic reduction. We then have to calculate the optimal vector $\boldsymbol{\delta}^{\mathrm{opt}}(\mathbf{u})$ which is solution of the minimization problem

$$
\begin{equation*}
\boldsymbol{\delta}^{\mathrm{opt}}(\mathbf{u})=\underset{\delta \in \mathbb{R}^{n_{r}}}{\arg \min }\|\mathbf{u}-[G] \boldsymbol{\delta}\|_{m}^{2} \tag{4}
\end{equation*}
$$

It can easily be shown that the solution of the mean-square minimization problem (4) is given by

$$
\begin{equation*}
\boldsymbol{\delta}^{\text {opt }}(\mathbf{u})=[\mathcal{M}]^{-1} \mathbf{c}(\mathbf{u}) \tag{5}
\end{equation*}
$$

where the matrix $[\mathcal{M}]$ and the vector $\mathbf{c}(\mathbf{u})$ are defined by

$$
\begin{equation*}
[\mathcal{M}]=\left[\int_{\mathbb{R}^{3}} \rho(\mathbf{x})[G(\mathbf{x})]^{T}[G(\mathbf{x})] \mathrm{d} \mathbf{x}\right] \quad \text { et } \quad \mathbf{c}(\mathbf{u})=\int_{\mathbb{R}^{3}} \rho(\mathbf{x})[G(\mathbf{x})]^{T} \mathbf{u}(\mathbf{x}) \mathrm{d} \mathbf{x} \tag{6}
\end{equation*}
$$

Then the projection $\mathbf{u}^{r}$ is written as

$$
\begin{equation*}
\mathbf{u}^{r}=\mathbf{h}^{r}(\mathbf{u})=[G][\mathcal{M}]^{-1} \mathbf{c}(\mathbf{u}), \tag{7}
\end{equation*}
$$

and the complementary projection $\mathbf{u}^{c}$ is written as

$$
\begin{equation*}
\mathbf{u}^{c}=\mathbf{h}^{c}(\mathbf{u})=\mathbf{u}-[G][\mathcal{M}]^{-1} \mathbf{c}(\mathbf{u}) . \tag{8}
\end{equation*}
$$

The orthogonal projection theorem [2] states that (1) the solutions $\mathbf{u}^{r}$ and $\mathbf{u}^{c}$ given by Eqs.(7) and (8) exist and are unique and (2) for all $\mathbf{v}^{r}$ in $\mathcal{H}^{r}$

$$
\begin{equation*}
m\left(\mathbf{u}^{c}, \mathbf{v}^{r}\right)=0, \tag{9}
\end{equation*}
$$

and thus

$$
\begin{equation*}
m\left(\mathbf{u}^{c}, \mathbf{u}^{r}\right)=0 . \tag{10}
\end{equation*}
$$

The reduced mass bilinear form $m^{r}(\mathbf{u}, \mathbf{v})$ is defined by

$$
\begin{equation*}
m^{r}(\mathbf{u}, \mathbf{v})=m\left(\mathbf{u}^{r}, \mathbf{v}^{r}\right) \tag{11}
\end{equation*}
$$

Then using the decomposition $\mathbf{u}=\mathbf{u}^{r}+\mathbf{u}^{c}$ and Eq.(10), we have

$$
\begin{equation*}
m^{r}(\mathbf{u}, \mathbf{v})=m\left(\mathbf{u}, \mathbf{v}^{r}\right)=m\left(\mathbf{u}^{r}, \mathbf{v}\right) \tag{12}
\end{equation*}
$$

This reduced mass bilinear form can be expressed as

$$
\begin{equation*}
m^{r}(\mathbf{u}, \mathbf{v})=\boldsymbol{\delta}^{\mathrm{opt}}(\mathbf{u})^{T}[\mathcal{M}] \boldsymbol{\delta}^{\mathrm{opt}}(\mathbf{v})=\mathbf{c}(\mathbf{u})^{T}[\mathcal{M}]^{-1} \mathbf{c}(\mathbf{v}) \tag{13}
\end{equation*}
$$

Similarly, the complementary bilinear form $m^{c}(\mathbf{u}, \mathbf{v})$ is defined by

$$
\begin{equation*}
m^{c}(\mathbf{u}, \mathbf{v})=m\left(\mathbf{u}^{c}, \mathbf{v}^{c}\right)=m\left(\mathbf{u}, \mathbf{v}^{c}\right)=m\left(\mathbf{u}^{c}, \mathbf{v}\right) . \tag{14}
\end{equation*}
$$

Using Eq.(10), we then have

$$
\begin{equation*}
m^{c}(\mathbf{u}, \mathbf{v})=m(\mathbf{u}, \mathbf{v})-m^{r}(\mathbf{u}, \mathbf{v}) \tag{15}
\end{equation*}
$$

This relation shows that the initial kinetic energy (represented by the mass bilinear form) is split into a reduced kinetic energy (represented by the reduced mass bilinear form) and a complementary kinetic energy (represented by the complementary mass bilinear form).

### 3.2.2. Particular cases

The matrix $[\mathcal{M}]$ and the vector $\mathbf{c}(\mathbf{u})$ depend on the choice for the subspace $\mathcal{H}^{r}$. The particular case that are developed below correspond to approximations which are based on the decomposition of the domain $\Omega$ into $n_{J}$ non-overlapping subdomains $\Omega_{j}$. The size of these subdomains controls the size of the smallest spatial wavelengths for the displacements that will be kept in the global basis. For these particular cases, only the projection operators are derived. The complementary projection operators are deduced easily using Eq. (8).

## Particular case 1: Uniform displacement in each subdomain.

For this first case, the displacement $\mathbf{u}$ is approximated by a displacement $\mathbf{u}^{r}$ which is uniform in each subdomain $\Omega_{j}$ :

$$
\begin{equation*}
\mathbf{u}^{r}(\mathbf{x})=\sum_{j=1}^{n_{J}} \mathbb{1}_{\Omega_{j}}(\mathbf{x}) \mathbf{u}_{0, j}(\mathbf{u}) \tag{16}
\end{equation*}
$$

In this case $\boldsymbol{\delta}(\mathbf{u})=\left(\mathbf{u}_{0,1}(\mathbf{u})^{T}, \ldots, \mathbf{u}_{0, n_{J}}(\mathbf{u})^{T}\right)^{T}$ and $n_{r}=3 n_{J}$. We then have $[G(\mathbf{x})]=\left[\mathbb{1}_{\Omega_{1}}(\mathbf{x})\left[I_{3}\right], \ldots, \mathbb{1}_{\Omega_{n_{J}}}(\mathbf{x})\left[I_{3}\right]\right]$ and it can be shown that

$$
[\mathcal{M}]=\left[\begin{array}{ccc}
m_{1}\left[I_{3}\right] & \cdots & 0  \tag{17}\\
\vdots & \ddots & \vdots \\
0 & \cdots & m_{n_{J}}\left[I_{3}\right]
\end{array}\right], \boldsymbol{\delta}^{\mathrm{opt}}(\mathbf{u})=\left[\begin{array}{c}
\frac{1}{m_{1}} \int_{\Omega_{1}} \rho\left(\mathbf{x}^{\prime}\right) \mathbf{u}\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime} \\
\vdots \\
\frac{1}{m_{n_{J}}} \int_{\Omega_{n_{J}}} \rho\left(\mathbf{x}^{\prime}\right) \mathbf{u}\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime}
\end{array}\right]
$$

where $m_{j}=\int_{\Omega_{j}} \rho(\mathbf{x}) \mathrm{d} \mathbf{x}$ is the mass of subdomain $\Omega_{j}$. In Eq. (17), the matrix $[\mathcal{M}]$ corresponds to the mass matrix of $n_{J}$ uncoupled point masses $m_{1}, \ldots, m_{n_{J}}$ and the dynamical degrees of freedom $\boldsymbol{\delta}^{\mathrm{opt}}(\mathbf{u})$ correspond to averagings, in each subdomain, of the displacement $\mathbf{u}$ with respect to the mass density $\rho$. Finally, the projection $\mathbf{u}^{r}$ of the displacement $\mathbf{u}$ is written as

$$
\begin{equation*}
\mathbf{u}^{r}(\mathbf{x})=\sum_{j=1}^{n_{J}} \mathbb{1}_{\Omega_{j}}(\mathbf{x}) \frac{1}{m_{j}} \int_{\Omega_{j}} \rho\left(\mathbf{x}^{\prime}\right) \mathbf{u}\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime} \tag{18}
\end{equation*}
$$

and the corresponding reduced mass bilinear form is written as

$$
\begin{equation*}
m^{r}(\mathbf{u}, \mathbf{v})=\sum_{j=1}^{n_{J}} m_{j}\left\|\frac{1}{m_{j}} \int_{\Omega_{j}} \rho\left(\mathbf{x}^{\prime}\right) \mathbf{u}\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime}\right\|^{2} \tag{19}
\end{equation*}
$$

The projection defined by Eq. (18) for this first particular case corresponds to the projection operator that has been presented in the previous papers $[4,32]$ and can be interpreted as an averaging of the displacement $\mathbf{u}$, in each subdomain. It should be noted that the reduction of the kinetic energy defined by Eq. (19) does not correspond to a classical mass lumping for which the masses of the subdomains are concentrated at given master points. Here the masses of the subdomains are distributed to dynamical degrees of freedom which corresponds to averagings of the displacement.

## Particular case 2: Rigid body displacement in each subdomain.

The previous particular case can be enriched by taking into account the rotations of the subdomains which can become large in the mid-frequency range. For this second particular case, these rotations are taken into account by approximating the displacement $\mathbf{u}$ by a (small) rigid body displacement in each subdomain $\Omega_{j}$ :

$$
\begin{equation*}
\mathbf{u}^{r}(\mathbf{x})=\sum_{j=1}^{n_{J}} \mathbb{1}_{\Omega_{j}}(\mathbf{x})\left\{\mathbf{u}_{0, j}(\mathbf{u})+\mathbf{u}_{1, j}(\mathbf{u}) \times\left(\mathbf{x}-\mathbf{r}_{j}\right)\right\} \tag{20}
\end{equation*}
$$

in which $(\cdot \times \cdot)$ denotes the cross-product and where $\mathbf{r}_{i}=\left(1 / m_{j}\right) \int_{\Omega_{j}} \mathbf{x} \rho(\mathbf{x}) \mathrm{d} \mathbf{x}$ is the center of mass of subdomain $\Omega_{j}$. In this case, $\boldsymbol{\delta}(\mathbf{u})=\left(\mathbf{u}_{0,1}(\mathbf{u})^{T}, \mathbf{u}_{1,1}(\mathbf{u})^{T}, \ldots\right.$, $\left.\mathbf{u}_{0, n_{J}}(\mathbf{u})^{T}, \mathbf{u}_{1, n_{J}}(\mathbf{u})^{T}\right)^{T}$ and $n_{r}=6 n_{J}$. The reduced mass matrix is then defined by

$$
[\mathcal{M}]=\left[\begin{array}{ccccc}
m_{1}\left[I_{3}\right] & 0 & \cdots & 0 & 0  \tag{21}\\
0 & {\left[J_{1}\right]} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & m_{n_{J}}\left[I_{3}\right] & 0 \\
0 & 0 & \cdots & 0 & {\left[J_{n_{J}}\right]}
\end{array}\right]
$$

where $\left[J_{j}\right]$ is the inertia matrix of subdomain $\Omega_{j}$ such that

$$
\begin{equation*}
\left[J_{j}\right]=\operatorname{tr}\left(\left[Z_{j}\right]\right)\left[I_{3}\right]-\left[J_{j}\right], \tag{22}
\end{equation*}
$$

in which $\left[Z_{j}\right]$ is the $(3 \times 3)$ matrix related to the Euler tensor and is defined by

$$
\begin{equation*}
\left[Z_{j}\right]=\int_{\Omega_{j}}\left(\mathbf{x}-\mathbf{r}_{i}\right)\left(\mathbf{x}-\mathbf{r}_{i}\right)^{T} \rho(\mathbf{x}) d \mathbf{x} . \tag{23}
\end{equation*}
$$

In Eq. (21), the reduced matrix $[\mathcal{M}]$ corresponds to the mass matrix of $n_{J}$ uncoupled rigid bodies. Finally, the projection $\mathbf{u}^{r}$ of the displacement $\mathbf{u}$ is written as

$$
\begin{align*}
& \mathbf{u}^{r}(\mathbf{x})=\sum_{j=1}^{n_{J}} \mathbb{1}_{\Omega_{j}}(\mathbf{x})\left\{\frac{1}{m_{j}} \int_{\Omega_{j}} \rho\left(\mathbf{x}^{\prime}\right) \mathbf{u}\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime}\right. \\
&\left.+\left[J_{j}\right]^{-1}\left(\int_{\Omega_{j}} \rho\left(\mathbf{x}^{\prime}\right)\left(\mathbf{x}^{\prime}-\mathbf{r}_{j}\right) \times \mathbf{u}\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime}\right) \times\left(\mathbf{x}-\mathbf{r}_{j}\right)\right\} \tag{24}
\end{align*}
$$

It should be noted that the displacement $\mathbf{u}$ could be approximated by a large rigid body displacement in each subdomain $\Omega_{j}$ :

$$
\begin{equation*}
\mathbf{u}^{r}(\mathbf{x})=\sum_{j=1}^{n_{J}} \mathbb{1}_{\Omega_{j}}(\mathbf{x})\left\{\mathbf{u}_{0, j}(\mathbf{u})+\left[\operatorname{Rot}_{j}(\mathbf{u})\right]\left(\mathbf{x}-\mathbf{r}_{j}\right)\right\} \tag{25}
\end{equation*}
$$

where $\left[\operatorname{Rot}_{j}(\mathbf{u})\right]$ would be a rotation matrix. Unfortunately, using such an approximation, the subspace $\mathcal{H}^{r}$ would not be a subspace of $\mathcal{H}$ (the linear combination of two rotation matrix is not, in general, a rotation matrix). Nevertheless, such an approximation, which corresponds to the construction of Tisserand axes (see [11]) can be constructed under some hypotheses [11, 12] which ensure the existence and the uniqueness of the solution of the minimization problem (4).

## Particular case 3: Linear displacement in each subdomain.

This third particular case corresponds to a linear approximation of the displacement $\mathbf{u}$ is each subdomain $\Omega_{j}$ :

$$
\begin{equation*}
\mathbf{u}^{r}(\mathbf{x})=\sum_{j=1}^{n_{J}} \mathbb{1}_{\Omega_{j}}(\mathbf{x})\left\{\mathbf{u}_{0, j}(\mathbf{u})+[T(\mathbf{u})]\left(\mathbf{x}-\mathbf{r}_{j}\right)\right\} \tag{26}
\end{equation*}
$$

where $[T(\mathbf{u})]$ is a $(3 \times 3)$ real matrix. Thus this third case corresponds to a generalization of the previous case (for which the slope matrices were
restricted to $(3 \times 3)$ real antisymmetric matrices). In this case, it can be shown that the projection $\mathbf{u}^{r}$ is written as

$$
\begin{align*}
\mathbf{u}^{r}(\mathbf{x})=\sum_{j=1}^{n_{J}} \mathbb{1}_{\Omega_{j}}(\mathbf{x}) & \left\{\frac{1}{m_{j}} \int_{\Omega_{j}} \rho\left(\mathbf{x}^{\prime}\right) \mathbf{u}\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime}\right. \\
& \left.+\left(\int_{\Omega_{j}} \rho\left(\mathbf{x}^{\prime}\right) \mathbf{u}\left(\mathbf{x}^{\prime}\right)\left(\mathbf{x}^{\prime}-\mathbf{r}_{j}\right)^{T} d \mathbf{x}^{\prime}\right)\left[Z_{j}\right]^{-1}\left(\mathbf{x}-\mathbf{r}_{j}\right)\right\} \tag{27}
\end{align*}
$$

This third particular case could be generalized to higher-order polynomial approximations in each subdomain $\Omega_{j}$.

### 3.3. Global eigenvalue problem and local eigenvalue problem.

The global basis and the local basis are constructed by solving two separated eigenvalue problem for which the kinetic energy (represented by the mass bilinear form) is modified while the elastic energy (represented by the stiffness bilinear form) is kept exact:
(1) The global basis is constituted of the global eigenmodes $\varphi^{g}$ in $\mathcal{V}$ associated with the global eigenvalues $\lambda^{g}$ verifying for all $v$ in $\mathcal{V}$ the following global eigenvalues problem

$$
\begin{equation*}
-\lambda^{g} m^{r}\left(\varphi^{g}, v\right)+k\left(\varphi^{g}, v\right)=0 \tag{28}
\end{equation*}
$$

By replacing the kinetic energy by the reduced kinetic energy (which is chosen sufficiently rough) the mass is distributed to a small number of dynamical degrees of freedom representing the global displacements of the structure. Therefore the local displacements become massless and only global displacements are kept in the global basis.
(2) The local basis is constituted of the local eigenmodes $\varphi^{\ell}$ in $\mathcal{V}$ associated with the local eigenvalues $\lambda^{\ell}$ verifying for all $v$ in $\mathcal{V}$ the following local eigenvalues problem

$$
\begin{equation*}
-\lambda^{\ell} m^{c}\left(\varphi^{\ell}, v\right)+k\left(\varphi^{\ell}, v\right)=0 \tag{29}
\end{equation*}
$$

By replacing the kinetic energy by the complementary reduced kinetic energy the mass is distributed to local dynamical degrees of freedom. Therefore the global displacements become massless and only local displacements are kept in the local basis.

The properties of these two eigenvalue problems have been studied in [32] for the particular case 1 presented in Section 3.2.2 (uniform displacement in each subdomain) only. It was proven that the global eigenvalue problem admits $n_{r}$ finite solutions $0<\lambda_{1}^{g} \leq \ldots \leq \lambda_{n_{r}}^{g}$ associated with the family of global eigenmodes $\left\{\varphi_{1}^{g}, \ldots, \varphi_{n_{r}}^{g}\right\}$ and that the local eigenvalue problem admits an infinite increasing sequence of solutions $0<\lambda_{1}^{\ell} \leq \lambda_{2}^{\ell} \leq \ldots$, associated with the family of local eigenmodes $\left\{\varphi_{1}^{\ell}, \varphi_{2}^{\ell}, \ldots\right\}$. It was also proven in [32] that the family $\left\{\varphi_{1}^{g}, \ldots, \varphi_{n_{r}}^{g}, \varphi_{1}^{\ell}, \varphi_{2}^{\ell}, \ldots\right\}$ containing both the global eigenmodes and the local eigenmodes is a basis of the space $\mathcal{V}$ and then any function $u$ in $\mathcal{V}$ can written as

$$
\begin{equation*}
u=\sum_{\alpha=1}^{n_{r}} \varphi_{\alpha}^{g} q_{\alpha}^{g}+\sum_{\alpha^{\prime}=1}^{+\infty} \varphi_{\alpha^{\prime}}^{\ell} q_{\alpha^{\prime}}^{l} . \tag{30}
\end{equation*}
$$

In [32], the proofs concerning these properties are based on the property $\mathcal{H}=\mathcal{H}^{r} \oplus \mathcal{H}^{c}$. In the present paper, this property is verified by construction and then the properties of the eigenvalue problems listed hereinbefore are still verified.

A reduced-order model can then be constructed by truncation of the global and local bases:

$$
\begin{equation*}
u \simeq \sum_{\alpha=1}^{n_{g}} \varphi_{\alpha}^{g} q_{\alpha}^{g}+\sum_{\alpha^{\prime}=1}^{n_{\ell}} \varphi_{\alpha^{\prime}}^{\ell} q_{\alpha^{\prime}}^{\ell}, \tag{31}
\end{equation*}
$$

in which $n_{g} \leq n_{r}$ is the number of global eigenmodes which are kept in the global reduced-order basis and $n_{\ell}$ is the number of local eigenmodes which are kept in local reduced-order basis.

## 4. Reduced-order computational model.

### 4.1. Full-order computational model.

The computational model is constructed using the FE method applied to the variational formulation defined by Eq. (2). Let $m$ be the number of DOFs. Then, for all $\omega \in B$, the vector $\mathbb{U}(\omega)$ in $\mathbb{R}^{m}$ is the solution of the following matrix equation

$$
\begin{equation*}
\left(-\omega^{2}[\mathbb{M}]+i \omega[\mathbb{D}]+[\mathbb{K}]\right) \mathbb{U}(\omega)=\mathbb{F}(\omega), \tag{32}
\end{equation*}
$$

in which $[\mathbb{M}],[\mathbb{D}]$ and $[\mathbb{K}]$ are the $(m \times m)$ positive-definite mass, damping and stiffness matrices corresponding to the FE discretization of the mass, damping and stiffness sesquilinear forms ( $m, d$ and $k$ ) and where $\mathbb{F}(\omega)$ is the vector of the external forces corresponding to the FE discretization of the antilinear form $g$ of the external forces.

### 4.2. Global and local reduced-order bases.

For the FE discretization, the kinetic energy is represented by the mass matrix $[\mathbb{M}]$. We then have to reduce the kinematic for the mass matrix in order to construct a reduced mass matrix $\left[\mathbb{M}^{r}\right]$ and a complementary matrix $\left[\mathbb{M}^{c}\right]$. There are three strategies in order to construct these two modified mass matrices:
(1) The first one consists in directly constructing a FE discretization of the reduced mass bilinear form $m^{r}$ and the complementary mass bilinear form $m^{c}$ defined by Eqs. (11) and (14).
(2) The second one consists in constructing a FE discretization of the projection operators $\mathbf{h}^{r}$ and $\mathbf{h}^{c}$ defined by Eqs. (7) and (8) yielding the $(m \times m)$ projection matrices $\left[H^{r}\right]$ and $\left[H^{c}\right]$ respectively. Then the reduced and complementary matrices are constructed such that $\left[\mathbb{M}^{r}\right]=\left[H^{r}\right]^{T}[\mathbb{M}]\left[H^{r}\right]$ and $\left[\mathbb{M}^{c}\right]=\left[H^{c}\right]^{T}[\mathbb{M}]\left[H^{c}\right]$.
(3) The third one, which is the one adopted here, consists in directly constructing a projection operator $\mathbb{U} \mapsto \mathbf{h}^{r}(\mathbb{U})$ with values in a $n_{r}$-dimension subspace $\mathcal{Y}^{r}$ of $\mathbb{R}^{m}$ and a complementary projection operator $\mathbb{U} \mapsto \mathbf{h}^{c}(\mathbb{U})=$ $\mathbb{U}-\mathbf{h}^{r}(\mathbb{U})$ with values in a $n_{c}$-dimension subspace $\mathcal{Y}^{c}$ of $\mathbb{R}^{m}$ such that $m=n_{r}+n_{c}$ and $\mathbb{R}^{m}=\mathcal{Y}^{r} \oplus \mathcal{Y}^{c}$. Then by equipping $\mathbb{R}^{m}$ with the innerproduct $\langle\mathbb{U}, \mathbb{V}\rangle_{\mathbb{M}}=\mathbb{U}^{T}[\mathbb{M}] \mathbb{V}$ with associated norm $\left.\|\mathbb{U}\|_{\mathbb{M}}=<\mathbb{U}, \mathbb{U}\right\rangle_{\mathbb{M}}^{1 / 2}$ and by introducing a basis $\left\{\mathbf{g}_{1}^{r}, \ldots, \mathbf{g}_{n_{r}}^{r}\right\}$ of $\mathcal{Y}^{r}$, the projection $\mathbb{U}^{r}$ of vector $\mathbb{U}$ is constructed by minimizing the error $\|\mathbb{U}-[G] \delta\|_{\mathbb{M}}^{2}$, in which $[G]=\left[\mathbf{g}_{1}^{r}, \ldots, \mathbf{g}_{n_{r}}^{r}\right]$ and where $\boldsymbol{\delta}$ is the vector of the coordinates of $\mathbb{U}^{r}$ in the basis $\left\{\mathbf{g}_{1}^{r}, \ldots, \mathbf{g}_{n_{r}}^{r}\right\}$. It can then be shown that $\mathbb{U}^{r}=\left[H^{r}\right] \mathbb{U}$ in which $\left[H^{r}\right]=[G]\left([G]^{T}[\mathbb{M}][G]\right)^{-1}[G]^{T}[\mathbb{M}]$ is a $(m \times m) n_{r}$-rank matrix and $\mathbb{U}^{c}=$ $\left[H^{c}\right] \mathbb{U}$ in which $\left[H^{c}\right]=\left[I_{m}\right]-\left[H^{r}\right]$ is a $(m \times m) n_{c}$-rank matrix. This third strategy is easier to implement than the two previous one. Furthermore it allows the orthogonality property

$$
\left(\mathbb{U}^{c}\right)^{T}[\mathbb{M}] \mathbb{U}^{r}=0
$$

to be verified exactly. Then, similarly to the second strategy, the reduced
and complementary mass matrices are constructed such that

$$
\begin{equation*}
\left[\mathbb{M}^{r}\right]=\left[H^{r}\right]^{T}[\mathbb{M}]\left[H^{r}\right]=[\mathbb{M}]\left[H^{r}\right]=\left[H^{r}\right]^{T}[\mathbb{M}] \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\mathbb{M}^{c}\right]=\left[H^{c}\right]^{T}[\mathbb{M}]\left[H^{c}\right]=[\mathbb{M}]\left[H^{c}\right]=\left[H^{c}\right]^{T}[\mathbb{M}] \tag{34}
\end{equation*}
$$

The rank of $\left[\mathbb{M}^{r}\right]$ is $n_{r}$ and the rank of $\left[\mathbb{M}^{c}\right]$ is $n_{c}$.
The global eigenvectors $\phi^{g} \in \mathbb{R}^{m}$ which form the global basis are solutions the following global generalized eigenvalue problem

$$
\begin{equation*}
[\mathbb{K}] \phi^{g}=\lambda^{g}\left[\mathbb{M}^{r}\right] \phi^{g} \tag{35}
\end{equation*}
$$

This problems admits a family of $n_{r}$ positive finite eigenvalues $0<\lambda_{1}^{g} \leq$ $\ldots \leq \lambda_{n_{r}}^{g}$, associated with the family of global eigenvectors $\left\{\phi_{1}^{g}, \ldots, \phi_{n_{r}}^{g}\right\}$.

The local eigenvectors $\phi^{\ell} \in \mathbb{R}^{m}$ which form the local basis are solutions the following local generalized eigenvalue problem

$$
\begin{equation*}
[\mathbb{K}] \phi^{\ell}=\lambda^{\ell}\left[\mathbb{M}^{c}\right] \phi^{\ell} . \tag{36}
\end{equation*}
$$

This problems admits a family of $n_{c}$ positive finite eigenvalues $0<\lambda_{1}^{\ell} \leq$ $\ldots \leq \lambda_{n_{c}}^{\ell}$, associated with the family of global eigenvectors $\left\{\boldsymbol{\phi}_{1}^{\ell}, \ldots, \boldsymbol{\phi}_{n_{c}}^{\ell}\right\}$. It should be noted that by using a subspace iteration algorithm to solve these two eigenvalue problems, the full matrices $\left[\mathbb{M}^{r}\right]$ et $\left[\mathbb{M}^{c}\right]$ do not need to be assembled.

It is shown in Appendix A that the global basis and the local basis are linearly independent. Then, since $m=n_{r}+n_{c}$, the union of these two bases is a basis of $\mathbb{R}^{m}$ and can be used to construct an approximation of vector $\mathbb{U}$ at order $\left(n_{g}, n_{\ell}\right)$ such that

$$
\begin{equation*}
\mathbb{U}^{\left(n_{g}, n_{\ell}\right)}=\sum_{\alpha=1}^{n_{g}} q_{\alpha}^{g} \boldsymbol{\phi}_{\alpha}^{g}+\sum_{\beta=1}^{n_{\ell}} q_{\beta}^{\ell} \boldsymbol{\phi}_{\beta}^{\ell}, \tag{37}
\end{equation*}
$$

where $q_{1}^{g}, \ldots, q_{n_{g}}^{g}$ are the global coordinated $q_{1}^{\ell}, \ldots, q_{n_{\ell}}^{\ell}$ are the local coordinates. The latter equation can be rewritten as

$$
\begin{equation*}
\mathbb{U}^{\left(n_{g}, n_{\ell}\right)}=\left[\Phi^{g}\right] \mathbf{q}^{g}+\left[\Phi^{\ell}\right] \mathbf{q}^{\ell} \tag{38}
\end{equation*}
$$

where $\left[\Phi^{g}\right]=\left[\boldsymbol{\phi}_{1}^{g}, \ldots, \boldsymbol{\phi}_{n_{g}}^{g}\right],\left[\Phi^{\ell}\right]=\left[\boldsymbol{\phi}_{1}^{\ell}, \ldots, \boldsymbol{\phi}_{n_{\ell}}^{\ell}\right], \mathbf{q}^{g}=\left(q_{1}^{g}, \ldots, q_{n_{g}}^{g}\right)$ and $\mathbf{q}^{\ell}=$
$\left(q_{1}^{\ell}, \ldots, q_{n_{\ell}}^{\ell}\right)$.

### 4.3. Reduced-order matrix equation.

The reduced-order model is constructed by projecting matrix equation (32) using the global basis and the local basis. Let $n_{t}=n_{g}+n_{\ell}$ and let $\mathbf{q}(\omega)=\left(\mathbf{q}^{g}(\omega), \mathbf{q}^{\ell}(\omega)\right)$ be the vector of the $n_{t}$ generalized coordinates. Then, for all $\omega$ in $B$, vector $\mathbf{q}(\omega)$ is solution the following reduced matrix equation

$$
\begin{equation*}
\left(-\omega^{2}[M]+i \omega[D]+[K]\right) \mathbf{q}(\omega)=\tilde{\mathbf{f}}(\omega), \tag{39}
\end{equation*}
$$

where $[M],[D]$ and $[K]$ are the $\left(n_{t} \times n_{t}\right)$ positive-definite mass, damping and stiffness generalized matrices defined by block as follows
$[M]=\left[\begin{array}{cc}M^{g g} & M^{g \ell} \\ \left(M^{g \ell}\right)^{T} & M^{\ell \ell}\end{array}\right],[D]=\left[\begin{array}{cc}D^{g g} & D^{g \ell} \\ \left(D^{g \ell}\right)^{T} & D^{\nu \ell}\end{array}\right],[K]=\left[\begin{array}{cc}K^{g g} & K^{g \ell} \\ \left(K^{g \ell}\right)^{T} & K^{\ell \ell}\end{array}\right]$.
Let $A($ or $\mathbb{A})$ denote $M, D$ or $K$ (or $\mathbb{M}, \mathbb{D}$ or $\mathbb{K}$ ). Then the global, local and coupling blocks are respectively defined by

$$
\begin{equation*}
\left[A^{g g}\right]_{\alpha \beta}=\left(\boldsymbol{\phi}_{\alpha}^{g}\right)^{T}[\mathbb{A}] \boldsymbol{\phi}_{\beta}^{g},\left[A^{\ell \ell}\right]_{\alpha \beta}=\left(\boldsymbol{\phi}_{\alpha}^{\ell}\right)^{T}[\mathbb{A}] \boldsymbol{\phi}_{\beta}^{\ell},\left[A^{g \ell}\right]_{\alpha \beta}=\left(\boldsymbol{\phi}_{\alpha}^{g}\right)^{T}[\mathbb{A}] \boldsymbol{\phi}_{\beta}^{\ell} . \tag{41}
\end{equation*}
$$

The blocks $\left[K^{g g}\right]$ and $\left[K^{\ell \ell}\right.$ ] are diagonal by construction. The vector of the generalized forces is written as $\tilde{\mathbf{f}}(\omega)=\left(\tilde{\mathbf{f}}^{g}(\omega), \tilde{\mathbf{f}}^{\ell}(\omega)\right)$ where $\tilde{\mathbf{f}}_{\alpha}^{g}(\omega)=$ $\left(\phi_{\alpha}^{g}\right)^{T} \mathbb{F}(\omega)$ and $\tilde{\mathbf{f}}_{\alpha}^{\ell}(\omega)=\left(\phi_{\alpha}^{\ell}\right)^{T} \mathbb{F}(\omega)$.

## 5. Stochastic reduced-order computational model.

Several types of uncertainties may exist for a computational model representing a family of nominally identical dynamical structures:

- The parameters uncertainties are induced by (1) the variability of some parameters of the structure that may exist between two specimens of the structure (induced by the manufacturing tolerances, damage or transformation occurring during the life cycle, ...), (2) by the lack of knowledge related to these parameters (such epistemic uncertainties may be reduced if more experimental data are available) and (3) by a natural randomness that may exist inside one specimen of the structure (random forces, random configurations during the cycle of life, ...).
- The model uncertainties are due to the modelling choices that have been done during the construction of the computational model: constitutive laws,
geometry details, boundary conditions, and so on.
- The experimental uncertainties are concerned if the computational model is updated using experimental data. In this case, the experimental data may be uncertain due to the measurement errors, the choice of the experimental configuration, and so on.
The present paper is only focused of parameters uncertainties and model uncertainties. In a complex system such as an automotive vehicle, there exit a large amount of possible sources of both parameters uncertainties and model uncertainties. It is then very difficult to try to model separately each source of uncertainty. In the present paper, all the sources of uncertainties are taken into account by constructing a probabilistic model of uncertainties at the reduced-order model level directly by using a non-parametric probabilistic approach for which the matrices of the reduced-order model are replaced by random matrices (see [30]). One of the advantages of this method is that the probabilistic model of all the sources of uncertainties are controlled by a small numbers of dispersion parameters. This feature facilitates an experimental identification (if experimental data are available) or a sensitivity analysis.

The objective here is to take the advantages of the global/local separation that has been introduced previously in order to control separately the level of fluctuations for the global displacements and the level of fluctuations for the local displacements. In [32], a global/local probabilistic model was proposed in which only the global and local blocks of the generalized matrices are replaced by random matrices while the coupling blocks are kept deterministic. In the approach that is proposed below the probabilistic modeling is improved by adding a probabilistic modeling of the coupling blocks. The proposed construction ensures the positive-definiteness of the random generalized matrices.

The blocks of the generalized matrices in Eq. (41) can be rewritten as

$$
\begin{equation*}
\left[A^{g g}\right]=\left[P^{g}\right]^{T}[A]\left[P^{g}\right], \quad\left[A^{g \ell}\right]=\left[P^{g}\right]^{T}[A]\left[P^{\ell}\right], \quad\left[A^{\ell \ell}\right]=\left[P^{\ell}\right]^{T}[A]\left[P^{\ell}\right], \tag{42}
\end{equation*}
$$

where $\left[P^{g}\right]$ and $\left[P^{\ell}\right]$ are projection matrices on the global coordinates and local coordinates respectively and are then such that $\left[P^{g}\right]=\left[I_{n_{g}} 0_{n_{\ell}}\right]$ et $\left[P^{\ell}\right]=$ $\left[0_{n_{g}} I_{n_{\ell}}\right]$. The probabilistic model of uncertainties is constructed using a nonparametric probabilistic approach in which the matrix $[A]$ is replaced by (1) the random matrix $\left[\mathbf{A}^{g}\right]$ for the global contributions and (2) the matrix $\left[\mathbf{A}^{\ell}\right]$ for the local contributions (see Appendix B for the generation of independent
realizations of positive-definite random matrices). The Cholesky factorisation of these matrices yields

$$
\begin{equation*}
\left[\mathbf{A}^{g}\right]=\left[\mathbf{L}_{A}^{g}\right]^{T}\left[\mathbf{L}_{A}^{g}\right], \quad\left[\mathbf{A}^{\ell}\right]=\left[\mathbf{L}_{A}^{\ell}\right]^{T}\left[\mathbf{L}_{A}^{\ell}\right] . \tag{43}
\end{equation*}
$$

The deterministic blocks in Eq. (41) are then replaced by the following random blocks

$$
\begin{equation*}
\left[\mathbf{A}^{g g}\right]=\left[P^{g}\right]^{T}\left[\mathbf{A}^{g}\right]\left[P^{g}\right], \quad\left[\mathbf{A}^{g l}\right]=\left[P^{g}\right]^{T}\left[\mathbf{L}_{A}^{g}\right]^{T}\left[\mathbf{L}_{A}^{\ell}\right]\left[P^{\ell}\right], \quad\left[\mathbf{A}^{\ell \ell}\right]=\left[P^{\ell}\right]^{T}\left[\mathbf{A}^{\ell}\right]\left[P^{\ell}\right], \tag{44}
\end{equation*}
$$

The randomness of the random coupling blocks $\left[\mathbf{A}^{g \ell}\right]$ is then due to both the global randomness and the local randomness. Then, the random matrix $[\mathbf{A}]$ is written as

$$
[\mathbf{A}]=\left[\begin{array}{cc}
\mathbf{A}^{g g} & \mathbf{A}^{g \ell}  \tag{45}\\
\left(\mathbf{A}^{g \ell}\right)^{T} & \mathbf{A}^{\ell \ell}
\end{array}\right]=\left[\mathbf{L}_{A}^{g} P^{g} \mathbf{L}_{A}^{\ell} P^{\ell}\right]^{T}\left[\mathbf{L}_{A}^{g} P^{g} \mathbf{L}_{A}^{\ell} P^{\ell}\right]
$$

which shows that random matrix $[\mathbf{A}]$ is positive definite almost surely. The probabilistic model of uncertainties for random matrix $[\mathbf{A}]$ is controlled by two dispersion parameters $\delta_{A, g}$ and $\delta_{A, \ell}$ which are associated with the random matrices $\left[\mathbf{A}^{g}\right]$ and $\left[\mathbf{A}^{\ell}\right]$ respectively. Then considering the three random matrices $[\mathbf{M}],[\mathbf{D}]$ and $[\mathbf{K}]$, the complete probabilistic model of uncertainties is controlled by six dispersion parameters $\delta_{M, g}, \delta_{M, \ell}, \delta_{D, g}, \delta_{D, \ell}, \delta_{K, g}$ and $\delta_{K, \ell}$. These six parameters allows to control the level of fluctuations of the global displacements and the level of fluctuations of the local displacements separately for each random operator. Concerning the values of these parameters two situations may exist:

- If experimental data are available then the dispersion parameters can be identified by solving an inverse stochastic problem (maximum likelihood method for instance). Since the dispersion parameters are related to a nonparametric model of all the sources of uncertainties, the identified values can be used for other computational models related to structures which are similar to the structure that has been used to identify the dispersion parameters. Indeed such an identification is very expensive and can not be performed for each designed structure.
- If no experimental data is available then a sensitivity analysis with respect to uncertainties can be performed by analysing the response of the stochastic computational model for several sets of values for the dispersion parameters.


## 6. Application.

In this section the methodology is validated through a numerical application which is relatively simple but presents two structural scales which allow the presence of both (1) global displacements and (2) non-negligible local displacements even for low frequencies. The nominal and stochastic computational models are constructed. For this application, the stochastic model is used to perform a sensitivity analysis with respect to the global and the local uncertainties. For a real structure for which experimental data would be available, the value of the dispersion parameters could be identified and the uncertainty on the outputs could be quantified.

### 6.1. Nominal computational model.

The mesh of the FE model is represented on Figure 1. This structure is


Figure 1: FE mesh of the nominal computational model.
made up of and (1) Euler beams (thick black lines on Fig. 1) which constitute the master stiff part and (2) Kirchhof plates which constitutes flexible substructures. The plates are curved (but the elements are flat) and have different deterministic prescribed values for the Young's modulus within the range $[6.01,6.74] \times 10^{10} \mathrm{~Pa}$. The bottom-front line and the bottom-rear line are fixed (see Fig. 2). The frequency band of analysis is $B=2 \pi \times] 0,200] \mathrm{rad} / \mathrm{s}$. The structure has $m=5,844$ DOF. In the frequency band $] 0,247] \mathrm{Hz}$, the nominal computational model has 250 classical elastic modes.


Figure 2: Fixed parts (red line), excitation point (green) and observation points (bleu).

### 6.2. Reduced-order computational model.

The global basis and the local basis are constructed using the methodology introduced in Sections 3 and 4. Three types of kinematic reduction corresponding to the three particular cases developed in Section 3.2.2 are analysed. Each one is based on a decomposition of the domain into 30 subdomains (see Fig. 3). These subdomains are constructed using the Fast Marching method (see $[15,26,1]$ ) which allows to propagate fronts from a set of initial points. The Kinematic 1 corresponds to a uniform displacement in each subdomain (first particular case in Section 3.2.2), the Kinematic 2 corresponds to a rigid body displacement in each subdomain (second particular case in Section 3.2.2) and the Kinematic 3 corresponds to a linear displacement in each subdomain (third particular case in Section 3.2.2). For Kinematic 1, the structure exhibits 30 global eigenvectors and 235 local eigenvectors in the frequency band $] 0,247] \mathrm{Hz}$. For Kinematic 2, the structure exhibits 46 global eigenvectors and 223 local eigenvectors in the frequency band $] 0,247]$ Hz. For Kinematic 3, the structure exhibits 59 global eigenvectors and 214 local eigenvectors in the frequency band $] 0,247] \mathrm{Hz}$. Since global


Figure 3: Decomposition of the domain into 30 subdomains. Each color represents a subdomain.
eigenvectors and local global eigenvectors are not classical elastic modes, the total number of global eigenvectors and local eigenvectors in $] 0,247] \mathrm{Hz}$ is not equal to number of classical elastic modes in $] 0,247]$ Hz. For Kinematic 2, the histogram of the global eigenfrequencies and the histogram of the local eigenfrequencies are plotted on Fig. 4. It can be seen that in the frequency band $] 0,247] \mathrm{Hz}$ the global eigenvectors and local eigenvectors overlap completely. For Kinematic 2, global eigenvector $\boldsymbol{\phi}_{1}^{g}$ and $\boldsymbol{\phi}_{16}^{g}$ are plotted on Fig. 5 (these two eigenvectors are flexural modes of structure around $y$-direction and $z$-direction respectively) and local eigenvector $\phi_{1}^{l}$ and $\boldsymbol{\phi}_{64}^{l}$ are plotted on Fig 6 (these two local eigenvectors are localized on the front plate and on the roof respectively). A force equal to 1 N is applied at an excitation point Pexc (see Fig. 2) along $y$-direction. A Rayleigh damping model with damping rate 0.04 at frequencies 30 Hz and 200 Hz is used to construct the damping matrix. The frequency response is calculated along $y$-direction at two observation points: (1) Pobs $_{1}$ located on the stiff master part of the structure and (2) $\mathrm{Pobs}_{2}$ located on a flexible panel (see Fig. 2). For Kinematic 1, Kinematic 2 and Kinematic 3, the frequency response is calculated


Figure 4: Modal density for the global eigenfrequencies (grey) and the local eigenfrequencies (black).


Figure 5: Global eigenvectors $\boldsymbol{\phi}_{1}^{g}$ and $\boldsymbol{\phi}_{16}^{g}$.


Figure 6: Local eigenvectors $\boldsymbol{\phi}_{1}^{l}$ and $\boldsymbol{\phi}_{64}^{l}$.
using different projection bases: Global eigenvectors only ( $n_{g}=30$ for Kinematic $1, n_{g}=46$ for Kinematic 2, $n_{g}=59$ for Kinematic 3 and $n_{\ell}=0$ ), local eigenvectors only ( $n_{g}=0, n_{\ell}=235$ for Kinematic 1 , $n_{\ell}=223$ for Kinematic 2 and $n_{\ell}=214$ for Kinematic 3) and both global and local eigenvectors ( $n_{g}=30$ for Kinematic 1, $n_{g}=46$ for Kinematic 2, $n_{g}=59$ for Kinematic 3, $n_{\ell}=235$ for Kinematic $1, n_{\ell}=223$ for Kinematic 2 and $n_{\ell}=214$ for Kinematic 3). The responses for Kinematic 1 are plotted on Fig. 7, the responses for Kinematic 2 are plotted on Fig. 9 and the responses for Kinematic 3 are plotted on Fig. 10. For point Pobs $_{1}$, the three first resonances correspond


Figure 7: Kinematic 1: Frequency response at points Pobs $_{1}$ (left figure) and Pobs $_{2}$ (right figure). Exact response (thick solid line), response with global eigenvector (dashed line), response with local eigenvectors (mixed line) and response with both global and local eigenvectors (thin solid line, superimposed with exact response almost everywhere).
to global elastic modes. It can be seen on figures 7 and 9 that:

- For point Pobs ${ }_{1}$ located in the master stiff part of the structure, the contributions of the local displacements are small while for point $\mathrm{Pobs}_{2}$ located in the flexible part, the contributions of the local displacements are larger.
- The union of the global eigenvectors and the local eigenvectors allows to compute responses which are very closed to the exact responses. The small differences are due to truncation effects of the global basis and the local basis. - The Kinematic 2 which corresponds to a finer kinematic reduction for the kinetic energy than Kinematic 1 allows a better global/local separation to be performed. Indeed, it can be seen that for the Kinematic 1, in the low frequency range, the local eigenvectors tend to synthesise resonances corresponding to global displacements. That is not the case for Kinematic 2. The Kinematic 3 which corresponds to a finer kinematic reduction than Kinematic 2 allows to improve a little more the global/local separation.


Figure 8: Kinematic 2: Frequency response at points $\mathrm{Pobs}_{1}$ (left figure) and $\mathrm{Pobs}_{2}$ (right figure). Exact response (thick solid line), response with global eigenvector (dashed line), response with local eigenvectors (mixed line) and response with both global and local eigenvectors (thin solid line, superimposed with exact response almost everywhere).


Figure 9: Kinematic 3: Frequency response at points $\mathrm{Pobs}_{1}$ (left figure) and $\mathrm{Pobs}_{2}$ (right figure). Exact response (thick solid line), response with global eigenvector (dashed line), response with local eigenvectors (mixed line) and response with both global and local eigenvectors (thin solid line, superimposed with exact response almost everywhere).

### 6.3. Stochastic reduced-order computational model.

The Stochastic reduced-order computational model is constructed for Kinematic 2 only. The random response is analysed using the Monte Carlo simulation method with $n_{s}=1000$ realizations, for three cases: (1) For the first one, only the global blocks are random with $\delta_{M, g}=\delta_{D, g}=\delta_{K, g}=0.2$ and $\delta_{M, \ell}=\delta_{D, \ell}=\delta_{K, \ell}=0$, (2) for the second one, only the local blocks are random with $\delta_{M, g}=\delta_{D, g}=\delta_{K, g}=0$ and $\delta_{M, \ell}=\delta_{D, \ell}=\delta_{K, \ell}=0.2$ and (3) the third one, both the global and local blocks are random with $\delta_{M, g}=\delta_{D, g}=\delta_{K, g}=0.2$ and $\delta_{M, \ell}=\delta_{D, \ell}=\delta_{K, \ell}=0.2$. The random response
for these three cases are plotted on figures 10-12. It can be seen on Fig. 10


Figure 10: Random global blocks, deterministic local blocks: Random frequency response at points $\mathrm{Pobs}_{1}$ (left figure) and $\mathrm{Pobs}_{2}$ (right figure). Mean response (thick solid line) and confidence region with probability level 0.95 (thin solid lines).


Figure 11: Deterministic global blocks, random local blocks: Random frequency response at points $P o b s_{1}$ (left figure) and Pobs $_{2}$ (right figure). Mean response (thick solid line) and confidence region with probability level 0.95 (thin solid lines).
that the randomness on the global blocks yields fluctuations of the random response in all the frequency band $B$. Indeed the global eigenfrequencies are regularly spaced in all the frequency band $B$. Figure 11 shows that for point Pobs $s_{1}$ located on the stiff part, the randomness on the local blocks yields fluctuations of the random response mainly in the frequency band $] 75,200] \mathrm{Hz}$ where the local contributions are more important. For point $\mathrm{Pobs}_{2}$ located on the flexible part, the randomness on the local blocks yields large fluctuations in all the frequency band $] 0,200] \mathrm{Hz}$ with a smoothing of the mean


Figure 12: Random global blocks, random local blocks: Random frequency response at points Pobs $_{1}$ (left figure) and $\mathrm{Pobs}_{2}$ (right figure). Mean response (thick solid line) and confidence region with probability level 0.95 (thin solid lines).
response for large frequencies. In Fig. 12, the global randomness and the local randomness are cumulated yielding fluctuations in all the frequency band $] 0,200] \mathrm{Hz}$ with larger fluctuations in the frequency band $] 75,200] \mathrm{Hz}$ where the local contributions are more important.

## 7. Conclusions.

A new methodology for the construction of a probabilistic reduced-order model adapted to the low- and mid-frequency structural dynamics has been presented. The projection operators which are needed for the construction of the global eigenvalue problem and the local eigenvalue problem are constructed by minimizing the kinetic energy of the error induced by the kinematic reduction. Several classes of kinematic reduction can be constructed. The application shows that the rigid body kinematic reduction allows a good global/local separation to be performed. Then a probabilistic model of uncertainties can be implemented using a non-parametric approach for the global matrix blocks and the local matrix blocks separately allowing to control the global fluctuations and the local fluctuations separately. This possibility of controlling these two types of fluctuation is of most importance since, in general, the local displacements are more sensitive to uncertainties than the global displacements.
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## Appendix A. Independence of the global basis and the local basis.

It is shown here that the global basis $\left\{\boldsymbol{\phi}_{1}^{g}, \ldots, \phi_{n_{r}}^{g}\right\}$ is linearly independent of the local basis $\left\{\boldsymbol{\phi}_{1}^{\ell}, \ldots, \boldsymbol{\phi}_{n_{c}}^{\ell}\right\}$.

Let $\boldsymbol{u}=a \boldsymbol{\phi}_{\alpha}^{g}+b \boldsymbol{\phi}_{\beta}^{\ell}$ with $(a, b) \in \mathbb{R}^{2}, \alpha \in\left\{1, \ldots, n_{r}\right\}$ and $\beta \in\left\{1, \ldots, n_{c}\right\}$. We then have to show that $\boldsymbol{u}=\mathbf{0}$ implies that $a=0$ and $b=0$. We have $\boldsymbol{u}=\mathbf{0}$ implies that $a[\mathbb{K}] \boldsymbol{\phi}_{\alpha}^{g}+b[\mathbb{K}] \boldsymbol{\phi}_{\beta}^{\ell}=0$ which implies that $a \lambda_{\alpha}^{g}\left[\mathbb{M}^{r}\right] \boldsymbol{\phi}_{\alpha}^{g}+$ $b \lambda_{\beta}^{l}\left[\mathbb{M}^{c}\right] \boldsymbol{\phi}_{\beta}^{\ell}=0$. Then using Eqs. (33) and (34), this implies that $[\mathbb{M}]\left(a \lambda_{\alpha}^{g}\left[H^{r}\right] \phi_{\alpha}^{g}+\right.$ $\left.b \lambda_{\beta}^{l}\left[H^{c}\right] \phi_{\beta}^{\ell}\right)=0$ and then since matrix $[M]$ is positive-definite $a \lambda_{\alpha}^{g}\left[H^{r}\right] \phi_{\alpha}^{g}+$ $b \lambda_{\beta}^{l}\left[H^{c}\right] \phi_{\beta}^{\ell}=0$. The term $a \lambda_{\alpha}^{g}\left[H^{r}\right] \phi_{\alpha}^{g}$ belongs to the subspace $\mathcal{Y}^{r}$ and the term $b \lambda_{\beta}^{l}\left[H^{c}\right] \boldsymbol{\phi}_{\beta}^{\ell}$ belongs to the subspace $\mathcal{Y}^{c}$. Since we have $\mathbb{R}^{m}=\mathcal{Y}^{r} \oplus \mathcal{Y}^{c}$, this implies that these two terms are both zero. Finally, the global eigenfrequencies and the local eigenfrequecies being strictly positive, it can be concluded that $a=0$ and $b=0$.

## Appendix B. Generator of independent realizations for normalized symmetric positive-definite random matrices.

In this appendix, we recall the formulation [30] for the generator of independent realizations of symmetric positive-definite random matrices. Let $[\mathbf{A}]$ be $\left[\mathbf{A}^{g}\right]$ or $\left[\mathbf{A}^{\ell}\right]$ introduced in Section 5 and for which the mean value is denoted $[A]$. For more convenience, the random matrix $[\mathbf{A}]$ is normalized as follow. Matrix $[A]$ being positive definite, its Cholesky decomposition yields

$$
\begin{equation*}
[A]=\left[\underline{L}_{A}\right]^{T}\left[\underline{L}_{A}\right] \tag{B.1}
\end{equation*}
$$

in which $\left[\underline{L}_{A}\right]$ is an upper triangular matrix in the set $\mathbb{M}_{n_{t}}(\mathbb{R})$ of all the $\left(n_{t} \times n_{t}\right)$ real matrices. Then, the random matrix $[\mathbf{A}]$ can be rewritten as

$$
\begin{equation*}
[\mathbf{A}]=\left[\underline{L}_{A}\right]^{T}[\mathbf{G}]\left[\underline{L}_{A}\right] \tag{B.2}
\end{equation*}
$$

The random matrix $[\mathbf{G}]$ is written as $[\mathbf{G}]=[\mathbf{L}]^{T}[\mathbf{L}]$, in which $[\mathbf{L}]$ is an upper triangular random matrix with values in $\mathbb{M}_{n_{t}}(\mathbb{R})$ such that:
(1) random variables $\left\{[\mathbf{L}]_{j j^{\prime}}, j \leq j^{\prime}\right\}$ are independent;
(2) for $j \leq j^{\prime}$, real-valued random variables $[\mathbf{L}]_{j j^{\prime}}$ can be written as $[\mathbf{L}]_{j j^{\prime}}=$ $\sigma_{n_{t}} U_{j j^{\prime}}$ in which $\sigma_{n_{t}}=\delta_{A}\left(n_{t}+1\right)^{-1 / 2}$ and where $U_{j j^{\prime}}$ is a real-valued Gaussian random variable with zero mean and variance equal to 1 ;
(3) for $j=j^{\prime}$, positive-valued random variables $[\mathbf{L}]_{j j}$ can be written as $[\mathbf{L}]_{j j}=\sigma_{n_{t}} \sqrt{2 V_{j}}$ in which $\sigma_{n_{t}}=\delta_{A}\left(n_{t}+1\right)^{-1 / 2}$ and where $V_{j}$ is a positivevalued gamma random variable whose probabilty density function $p_{V_{j}}(v)$ with respect to $d v$ is written as

$$
\begin{equation*}
p_{V_{j}}(v)=1_{\mathbb{R}^{+}}(v) \frac{1}{\Gamma\left(\frac{n_{t}+1}{2 \delta_{F}^{2}}+\frac{1-j}{2}\right)} v^{\frac{n_{t}+1}{2 \delta_{A}^{2}}-\frac{1+j}{2}} e^{-v} \tag{B.3}
\end{equation*}
$$

in which $\delta_{A}$ is the dispersion parameter defined by

$$
\begin{equation*}
\delta_{A}=\left\{\frac{1}{n_{t}} E\left\{\left\|[\mathbf{G}]-\left[I_{n_{t}}\right]\right\|\right\}_{F}^{2}\right\}^{1 / 2} \tag{B.4}
\end{equation*}
$$

and which has to be chosen such that

$$
\begin{equation*}
0<\delta_{A}<\sqrt{\left(n_{t}+1\right)\left(n_{t}+5\right)^{-1}} \tag{B.5}
\end{equation*}
$$
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