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Nonlinear damped partial differential equations and their
uniform discretizations

Fatiha Alabau-Boussouira* Yannick Privat! Emmanuel Trélatt

Abstract

We establish sharp energy decay rates for a large class of nonlinearly first-order damped
systems, and we design discretization schemes that inherit of the same energy decay rates, uni-
formly with respect to the space and/or time discretization parameters, by adding appropriate
numerical viscosity terms. Our main arguments use the optimal-weight convexity method and
uniform observability inequalities with respect to the discretization parameters. We establish
our results, first in the continuous setting, then for space semi-discrete models, and then for
time semi-discrete models. The full discretization is inferred from the previous results.

Our results cover, for instance, the Schrédinger equation with nonlinear damping, the
nonlinear wave equation, the nonlinear plate equation, the nonlinear transport equation, as
well as certain classes of equations with nonlocal terms.

Keywords: stabilization, dissipative systems, space/time discretization, optimal weight convexity
method.

AMS classification: 37L15, 93D15, 35B35, 65N22
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1 Introduction

Let X be a Hilbert space. Throughout the paper, we denote by || - || x the norm on X and by (-, ) x
the corresponding scalar product. Let A : D(A) — X be a densely defined skew-adjoint operator,
and let B : X — X be a nontrivial bounded selfadjoint nonnegative operator. Let F' : X — X be
a (nonlinear) mapping, assumed to be Lipschitz continuous on bounded subsets of X. We consider
the differential system

u'(t) + Au(t) + BF (u(t)) = 0. (1)

If F = 0 then the system (1) is conservative, and for every ug € D(A), there exists a unique
solution u(-) € C°(0,+o0; D(A)) N C1(0, +00; X) such that u(0) = wug, which satisfies moreover
[lu(®)||x = ||u(0)] x, for every ¢ > 0.

If F = 0 then the system (1) is expected to be dissipative if the nonlinearity F has “the good
sign". Defining the energy of a solution u of (1) by

1
Eu(t) = 5llu®l, (2)
we have, as long as the solution is well defined,
E,(t) = —(u(t), BF(u(t)))x- (3)

In the sequel, we will make appropriate assumptions on B and on F ensuring that E! (t) <
0. It is then expected that the solutions are globally well defined and that their energy decays
asymptotically to 0 as t — +o00.

The objective of this paper is twofold.

First of all, in Section 2 we provide adequate assumptions under which the solutions of (1) have
their norm decaying asymptotically to 0 in a quasi-optimal way. This first result, settled in an
abstract continuous setting, extends former results of [9] (established for damped wave equations) to
more general equations and damping operators for stabilization issues based on indirect arguments
(for direct arguments see e.g. [5, 8]).

Then, in Section 3, we investigate discretization issues, with the objective of proving that, for
appropriate discretization schemes, the discrete approximate solutions have a uniform decay. In
Section 3.1, we first consider spatial semi-discrete approximation schemes, and in Section 3.2 we
deal with time semi-discretizations. The full discretization is done in Section 3.3. In all cases, we
establish uniform asymptotic decay with respect to the mesh size, by adding adequate viscosity
terms in the approximation schemes.



2 Continuous setting

2.1 DMain result

Assumptions and notations. First of all, we assume that
(u, BF(u))x >0, (4)

for every u € X. Using (3), this first assumption ensures that the energy E, (t) defined by (2) is
nonincreasing.

Since B is bounded, nonnegative and selfadjoint on X, it follows from the well-known spectral
theorem that B is unitarily equivalent to a multiplication (see, e.g., [23]). More precisely, there
exist a probability space €2 with measure p, a real-valued bounded nonnegative measurable function
b defined on Q (satisfying ||b]| L0,y = || B]|), and an isometry U from L?(Q, u) into X, such that

(UT'BUf)(x) = b(z)f (),

for almost every x € Q and for every f € L%(, ). Another usual way of writing B is

+oo
B:/ NAE(N),
0

where the family of F()\) is the family of spectral projections associated with B. We recall that
the spectral projections are obtained as follows. Defining the orthogonal projection operator @
on L2(Q, 1) by (Qxf)(@) = x{pz)<ay (@) f(2), for every f € L*(Q, n) and for every = € 2, we have
E\) =UQ\U%

We define the (nonlinear) mapping p : L2(, u) — L?(2, u) by

p(f)=UT"FUS),

for every f € L?(Q, ). In other words, the mapping p is equal to the mapping F viewed through
the isometry U.

Note that, setting f = U~'u, the equation (1) is equivalent to d;f + Af + bp(f) = 0, with
A =U"'AU, densely defined skew-adjoint operator on L?(€2, 1), of domain U~*D(A).

We assume that p(0) = 0 and that

fo(f) =0, (5)
for every f € L?(2, u). Following |5, &, 9], we assume that there exist ¢; > 0 and co > 0 such that,
for every f € L™(Q, ),

c19(|f(@)]) < |p(f)(x)] < cag ' (|f(x)]) for almost every x € Q such that |f(x)| < 1, (©)
a |f(@)] < p(f)(2)] < e | f(x)] for almost every = € Q such that |f(z)| > 1,
where g is an increasing odd function of class C* such that
sg'(s)?
0)=4(0)=0 — 0
9(0) = ¢'(0) = 0, o(5) 0

and such that the function H defined by H(s) = /sg(\/s), for every s € [0,1], is strictly convex
on [0, s3] for some sq € (0, 1] (chosen such that g(sg) < 1).



We define the function H on R by H(s) = H(s) for every s € [0,s2] and by H(s) = +oo
otherwise. Using the convex conjugate function H* of H, we define the function L on [0, +0c) by
L(0) = 0 and, for r > 0, by

H* 1 -
L(r) = (r) = — sup (rs - H(s)) . (7)

r T seR

By construction, the function L : [0, +00) — [0, s3) is continuous and increasing. We define the
function Ay : (0,s3] — (0,+00) by Ag(s) = H(s)/sH'(s), and for s > 1/H’(s3) we set

1 H'(s3) 1
V) = Ty T /1/5 20 Ap (@) ®)

The function v : [1/H'(s3), +o0) — [0, +00) is continuous and increasing.

Throughout the paper, we use the notations < and ~ in many estimates, with the following
meaning. Let S be a set, and let F' and G be nonnegative functions defined on R x  x S§. The
notation F' < G (equivalently, G 2 F') means that there exists a constant C' > 0, only depending on
the function g or on the mapping p, such that F(¢,z,\) < CG(t,z, A) for all (t,2,\) e Rx Q2 x S.
The notation F; ~ Fy means that Fy < Fy and Iy 2 Fb.

In the sequel, we choose S = X, or equivalently, using the isometry U, we choose S = L?(£2, ),
so that the notation < designates an estimate in which the constant does not depend on v € X,
or on f € L?(2, 1), but depends only on the mapping p. We will use these notations to provide
estimates on the solutions u(-) of (1), meaning that the constants in the estimates do not depend
on the solutions.

For instance, the inequalities (6) can be written as

1) S 1D S g (1) on the set [f] S 1,
(D= 1fl  ontheset [f] 2 1.

The main result of this section is the following.

Theorem 1. In addition to the above assumptions, we assume that there exist T > 0 and Cp > 0
such that

T
Crl6O)% < / 1BY26(0)|% dt, (9)

for every solution of ¢’ (t)+Ap(t) = 0 (observability inequality for the linear conservative equation,).
Then, for every ug € X, there exists a unique solution u(-) € C°(0, +oo; X)NC(0, +00; D(A))
of (1) such that u(0) = ug.! Moreover, the energy of any solution satisfies

1
Eu(t) STmax(y, E,(0) L | ——— |, 10
() 5 Tmaxton, BO) L ) (10)
for every time t > 0, with y1 ~ || B||/v2 and vy ~ C7 /(T3 BY?||* + T). If moreover
limsupAg(s) <1, (11)
sN\0

then we have the simplified decay rate
Ey(t) < Tmax (71, Eu(0)) (H') ™! (E) 7

for every time t > 0, for some positive constant vz ~ 1.

IHere, the solution is understood in the weak sense, see [13, 17], and D(A) is the dual of D(A) with respect to
the pivot space X. If ug € D(A), then u(-) € C°(0, +o0; D(A)) N C1(0, +o0; X).



Theorem 1 improves and generalizes to a wide class of equations the main result of [9] in
which the authors dealt with locally damped wave equations. The case of boundary dampings
is also treated in [8] (see also [5]) by a direct method, which provides the same energy decay
rates. The result gives the sharp and general decay rate L(1/¢~1(t)) of the energy at infinity
(forgetting about the constants), and the simplified decay rate (H')~!(1/t) under the condition
(11). Tt is also proved in [8] that, under this condition, the resulting decay rate is optimal in
the finite dimensional case, and for semi-discretized nonlinear wave or plate equations. Hence
our estimates are sharp and they are expected to be optimal in the infinite dimensional case.
The proof of optimality relies on the derivation of a one-step decay formula for general damping
nonlinearity, on a lower estimate based on an energy comparison principle, and on a comparison
lemma between time pointwise estimates (such our upper estimate) and lower estimates which are
of energy type. Note also that p has a linear growth when ¢’(0) # 0. In this case the energy
decays exponentially at infinity. Moreover, even in the finite dimensional case, optimality cannot
be expected when limsup Ay (s) = 1 (functions p leading to that condition are close to a linear

sN\0
growth in a neighborhood of 0), and it is possible to design examples (linear feedback case) with
two branches of solutions that decay exponentially at infinity but do not have the same asymptotic
behavior.

Let us recall some previous well-known results of the literature. The first examples of nonlinear
feedbacks were only concerning feedback functions having a polynomial growth in a neighborhood
of 0 (see e.g. [36, 24] and the references therein). As far as we know, the first paper considering
the case of arbitrary growing feedbacks (in a neighborhood of 0) is [26]. In this paper, the analysis
is based on the existence (always true) of a concave function h satisfying h(sp(s)) > s + p?(s) for
all |s] < N (see (1.3) in [26]). The paper is very interesting but provides only two examples of
construction of such function A in Corollary 2, namely the linear and polynomial growing feedbacks.
The results use only the Jensen’s inequality (not the Young’s inequality), and allow the authors to
compare the decay of the energy with the decay of the solution of an ordinary differential equation
S'(t) + q(S(t)) = 0 where q(z) =z — (I + p)~(z) and p(z) = (cI + h(Cz))"*(Kz) where ¢, C, K
are non explicit constants and f~! stands for the inverse function of f. In the general case, these
results do not give the ways to build an explicite concave function satisfying h(sp(s)) = s% + p?(s).
No general energy decay rates are given in an explicit, simple and general formula, which besides
this, could be shown to be "optimal". Due to this lack of explicit examples of decay rates for
arbitrary growing feedbacks in other situations than the linear or polynomial cases, other results
were obtained, also based on convexity arguments but through other constructions in [32, 33]
(see also [37]) through linear energy integral inequalities and in [30] through the comparison with
a dissipative ordinary differential inequality. In both cases, optimality is not guaranteed. In
particular, [32, 33] do not allow to recover the well-known expected "optimal" energy decay rates
in the case of polynomially growing feedbacks. Optimality can be shown in particular geometrical
situations, in one dimension when the feedback is very weak (as for p(s) = e~/ for s > 0 close to
0 for instance), see e.g. [42, 5]. Hence the challenging questions are not only to derive energy decay
rates for arbitrary growing feedbacks, but to determine whether if these decay rates are optimal,
at least in finite dimensions and in some situations in the infinite dimensional case, and also to
derive one-step, simple and semi-explicite formula which are valid in the general case. This is the
main contribution of [5, 8] for direct methods and of the present paper for indirect methods for
the continuous as well as the discretized settings (see also [9] for the continuous setting). Note also
that the direct method is valid for bounded as well as unbounded feedback operators.

Several examples of functions g (see (6)) are given in Table 1, with the corresponding Ay and
decay rates. Note that other examples can be easily built, since the optimal-weight convexity
method gives a general and somehow simple way to derive quasi-optimal energy decay rates.



| 9(s) | An(s) | decay of E(t) |

s/In"P(1/s), p>0 limsupAg(s) =1 R )
sP on [0,s3], p>1 A;\((g) = p—il <1 1—2/(=1)
e /s lim A (s) = 1/In(t)
sPIn?(1/s),p>1,4>0 lim Ap(s) = 227 <1 [ /Dm0 ()
W1/ 59 ?{% An(s) =0 o277 (0)

Table 1: Examples

In the four last examples listed in Table 1, the resulting decay rates are optimal in finite
dimension and for the semi-discretized wave and plate equations. Moreover, (11) is satisfied.

Remark 1. [t also is natural to wonder whether the linear feedback case, that is g(s) = s for every
s close to 0, as well as the nonlinear feedback cases which have a linear growth close to 0, such as
the example g(s) = arctans for s close to 0, are covered by our approach in a "natural continuous”
way. These cases can be treated under a common assumption, which is indeed ¢g’'(0) # 0. Notice
that an apparent difficulty lies in the fact that the function H is the identity function and is not
strictly convex anymore, so that our construction may seem to fail. This limit case is investigated
in the following result, whose proof is postponed at the end of Section 2.3. It is obtained under
slight modifications in the proof of Theorem 1. This approach is also valid for the direct approach
presented in [5, 8], which leads to continuous nonlinear integral inequalities. We will also formulate
a general result in this direction below.

Corollary 1. Let us assume that ¢’(0) # 0. Under the same assumptions as those of Theorem 1
(namely, the ones at the beginning of Section 2.1 as well as the observability inequality (9)), there
holds limsup, o A (s) =1 and

By (t) S T max(y1, £4(0)) exp (—72t),
for every time t > 0 with y1 ~ ||B||/v2 and v2 ~ Cr/(T3||B?||* +T).

Let us now apply this generalization to the direct optimal-weight convexity method as intro-
duced in [5, 8]. In all the results presented in these two papers, and when the bounded as well as
unbounded feedback operator p satisfies (6) with a function g such that g(0) = 0 = ¢’(0) we can
extend the given proofs to the cases for which g(0) = 0 whereas ¢’(0) # 0 (i.e. when ¢ has a linear
growth close to 0). More precisely, we can extend the proof of Theorems 4.8, 4.9, 4.10 and 4.11
in [8] (but also in the more general framework as presented in Theorem 4.1) to the case for which
¢'(0) # 0. For this, it is sufficient as for the proof of Corollary 1 to replace g by the sequence
of functions g. defined by g.(s) = s'7¢ for every |s| < 1, where ¢ € (0,1). One can then apply
the optimal-weight convexity method to this sequence, and define the associate optimal-weight
function w.(-) = L_l(ﬁ) in a suitable interval (see the above references for more details). We

then prove that

/T w(E()E(t)dt < ME(S) Y0<S<T,
S

where M, B can be chosen independently on €. We then let € goes to 0. Thanks to the proof of
Corollary 1, we know that the sequence w. converges poinwise on (0, 3r2) towards 1. This leads



to the inequality
T
/ Et)dt < ME(S) VO ST,
s

from which we deduce that F decays exponentially at infinity (see e.g. [24]).
We next provide some typical examples of situations covered by Theorem 1.

2.2 Examples
2.2.1 Schrédinger equation with nonlinear damping

Our first typical example is the Schrodinger equation with nonlinear damping (nonlinear absorp-
tion)
i0su(t, ) + Au(t, x) + ib(x)u(t, ) p(x, |u(t, z)|) = 0,

in a Lipschitz bounded subset € of IR", with Dirichlet boundary conditions. In that case, we
have X = L?(Q2,C), and the operator A = —i/\ is the Schrédinger operator defined on D(A) =
H}(Q,C). The operator B is defined by (Bu)(x) = b(z)u(z) where b € L°°(2,R) is a nontrivial
nonnegative function, and the mapping F' is defined by (F(u))(z) = u(x)p(z, |u(z)|), where p is
a real-valued continuous function defined on © x [0, 4+00) such that p(-,0) = 0 on Q, p(z,s) = 0
on Q x [0, +00), and such that there exist a function g € C*([-1, 1], R) satisfying all assumptions
listed in Section 2.1, and constants ¢; > 0 and ¢o > 0 such that

c19(s) < sp(x,8) <cag™(s) if0<s <1,
s < ol )

N

oS if s > 1,

for every x € ). Here, the energy of a solution u is given by By (t) = £ [, [u(t, z)|? dz, and we have
= — [ b(@)|u(t, 2)|*p(x, |u(t,z)|) dz < 0. Note that, in nonlinear optics, the energy E,(t) is
called the power of u.
As concerns the observability assumption (9), it is well known that, if b(-) > a > 0 on some
open subset w of Q, and if there exists T" such that the pair (w,T) satisfies the Geometric Control
Condition, then there exists C' > 0 such that

Cr (0, 22y < / / )|t 2)|? dudt,

for every solution ¢ of the linear conservative equation 9;¢ — i/A¢ = 0 with Dirichlet boundary
conditions (see [28]).
2.2.2 Wave equation with nonlinear damping
We consider the wave equation with nonlinear damping
Opu(t,x) — Au(t,z) + b(x)p(z, dpu(t, x)) = 0,

in a C? bounded subset Q of R", with Dirichlet boundary conditions. This equation can be written
as a first-order equation of the form (1), with X = H}(Q) x L?(Q) and

0 —id
A= )
defined on D(A) = H}(Q) N H2(Y) x H(R). The operator B is defined by (B(u,v))(z) =
(0,b(z)v(z)) " where b € L*°(Q) is a nontrivial nonnegative function, and the mapping F is defined



) = (0, p(z,v(x))) ", where p is a real-valued continuous function defined on € x R
0) = 0 on Q, sp(x,s) = 0 on Q x R, and such that there exist a function g €

by (F(u,v))(z

such that o(-,
C1([-1,1],R) satisfying all assumptions listed in Section 2.1, and constants ¢; > 0 and ¢z > 0
such that
c1g(Jsl) < lo(z, s)| < cag™'(Is]) if |s| < 1, (12)
cls| < |p(x, 8)| < cals| ifs>1,

for every z € Q. Here the energy of a solution w is given by Ey(t) = & [, ((|[Vu(t, z)]* + (dyu(t, x))?) dz,
and we have B}, (t) = — [, b(x)0yu(t, z)p(z, Byu(t, z)) dz < 0.

The framework of this example is the one of [9].

As concerns the observability assumption (9), it is well known that, if b(-) > « > 0 on some
open subset w of 2, and if there exists T such that the pair (w,T) satisfies the Geometric Control
Condition, then there exists C'7 > 0 such that

Crl|(6(0, ), 810, ) 21 ey < / / (@(t, 2))? dad,

for every solution ¢ of the linear conservative equation d;:¢p — A¢ = 0 with Dirichlet boundary
conditions (see [12]).

2.2.3 Plate equation with nonlinear damping

We consider the nonlinear plate equation
Opu(t, x) + A%u(t, z) + b(z)p(z, dpu(t, ) = 0,

in a C* bounded subset 2 of R", with Dirichlet and Neumann boundary conditions. This equation
can be written as a first-order equation of the form (1), with X = HZ(Q) x L?*(Q2) and

0 —id
1= )

defined on D(A) = (HZ(Q) N H*()) x HZ(Q). The operator B is defined by (B(u,v))(z) =
(0,b(z)v(z))T where b € L>(f) is a nontrivial nonnegative function, and the mapping F is
defined by (F(u,v))(z) = (0,p(z,v(z)))", where p is a real-valued continuous function defined
on 2 x [0,+00) such that p(-,0) = 0 on €, sp(x,s) = 0 on Q x R, and such that there ex-
ist a function g € C1([-1,1],IR) satisfying all assumptions listed in Section 2.1, and constants
¢1 > 0 and ¢ > 0 such that (12) holds. Here, the energy of a solution wu is given by E,(t) =
3 Jo ((Au(t, x))? + (Du(t, x))?) dz, and we have E[,(t) = — [, b(2)dsu(t, x)p(x, Opu(t, x)) dz < 0.

The framework of this example is the one of [6].

A sufficient condition obtained in [28], ensuring the observability assumption (9), is the follow-
ing: if b(-) > a > 0 on some open subset w of € for which there exists T such that the pair (w,T)
satisfies the Geometric Control Condition, then there exists Cp > 0 such that

Cr(6(0,), (0, ) 230y 120 / | bt s

for every solution ¢ of the linear conservative equation dy¢ + A2¢ = 0 associated to the corre-
sponding boundary conditions.



2.2.4 Transport equation with nonlinear damping

We consider the one-dimensional transport equation
8tu(t7 .I) + 81u(t7 'r) + b(I)p(Ia u(tv I)) = 07 T E (07 1)5

with periodicity conditions u(t,0) = u(¢,1). This equation can be written as a first-order equation
of the form (1), with X = L?(0,1) and A = 9, defined on D(A) = {u € Hl(O 1) | u( ) =u(l)}.
We make on p the same assumptlons as before. The energy is given by E,(t) = 5 fo u(t, z)? dz,
and we have F/ (t — Jo b(x x)p(z,u(t,z))dr < 0. The observablhty inequality for the
conservative equatlon is satlsﬁed as soon as the observability time is chosen large enough.

On this example, we note two things.

First of all, the above example can be easily extended in multi-D on the torus T" = R™/Z", by
considering the following non-linear transport equation

Opu(t, x) + div(v(z)u(t, z)) + b(z)p(x, u(t,x)) = 0, t>0, zeT",

where v is a regular vector field on T” such that div(v) = 0. The divergence-free condition on the
function v ensures that the operator A defined by Az = div(v(z)z(x)) on

D(A) ={z€ HYT") | 2(-+e) = 2(-), Vi € [1,n]},

where e; denotes the i-th vector of the canonical basis of R", is skew-adjoint.
Second, in 1D we can drop the assumption of zero divergence, by using a simple change of
variable, which goes as follows. We consider the equation

Opu(t, ) + v(x)Ozu(t, x) + bp(x, u(t, z)) = 0, t>0, xz€(0,1),

with v a measurable function on (0,1) such that 0 < v_ < v(z) < vy. Then, using the change of
variable x — f - Udi we immediately reduce this equation to the case where v = 1.

Hence our results can as well be applied to those cases.

2.2.5 Dissipative equations with nonlocal terms

In the three previous examples, the term b(-)p(+,-) is a viscous damping which is local. In other
words, the value at = of the function F(u) does only depend on the value at = of the function w.
To illustrate the the potential of our approach and the large family of nonlinearities that it covers,
We slightly modify here the examples presented in the sections 2.2.1, 2.2.2, 2.2.3 and 2.2.4, by
providing several examples of viscous damping terms containing a non-local term.

We refer to the previous sections for the precisions on the boundary conditions and the func-
tional setting associated to each system.

We consider the non-linear systems

i0wu(t, x) + Au(t, ) + ib(z)u(t, )p(|u|)( x)=0
Opu(t,x) — Au(t,x) + b(z)p(Qu)(t, z) =

Opeu(t, x) + AN%u(t, z) + b(z)p(Opu)(t, )

Oru(t, x) + Opu(t, x) + b(z)p(u)(t, ) =

where the non-linear term p is defined by



where ¢ : R®* — IR is a continuous function and A : L?(Q) — R stands for a non-local term.
We can typically choose N(f) = [, x(z)f(z)dx with x € L*(2) whenever © is bounded or x
smooth with compact support else. In the framework of Section 2.2.4, one is also allowed to choose
N(f) = K % f with K € L?(T"). We also impose that ¢ satisfies the following uniform Lipschitz
property: there exists C' > 0 such that

(s, ) — s, )| + lip(s, ) — p(5,7)] < Clls — '] + |sl-lr — 7))

for every (s,s’,7,7') € R*. As a consequence, one easily infers that the mapping p is Lipschitz
from L?(Q) into L?(Q).

Moreover, we choose the function ¢ odd with respect to its first variable and such that (s, 7) >
0 for every s > 0 and 7 € R. It follows that the assumption fp(f) > 0 is satisfied by every
feLr*n).

Finally, we assume that the assumption (6) is satisfied.

Let us provide an example of such a function p. Notice that, if there exist two positive constants
k1 and ko such that for every 7 € IR, there exist two positive real numbers ¢, and C in [kq, k2]
such that

3

o(s,7) ~crs° ass—0 and  @(s,7) ~Crs ass— +oo,

then the assumption (6) is satisfied. A possible function ¢ is given by
o(s,7) = p1(s)p2(T) where v1:R2s+—s—sins

and ¢- : R — IR denotes any function bounded above and below by some positive constants, for
instance @2 (7) = 7 + arctan(r).

2.3 Proof of Theorem 1

First of all, note that the global well-posedness follows from usual a priori arguments. Indeed, in

in sequel we are going to consider the solution, as long as it is well defined, and establish energy

estimates. Since we prove that the energy (which is the Hilbert norm of X) is decreasing, the global

existence of weak and then strong solutions follows (see, e.g., [13, Theorem 4.3.4 and Proposition

4.3.9]). Hence, in the sequel, without taking care, we do as if the solution were globally well defined.
Note that uniqueness follows from the assumption that F' is locally Lipschitz on bounded sets.
The proof goes in four steps.

First step. Comparison of the nonlinear equation with the linear damped model.
In this first step, we are going to compare the nonlinear equation (1) with its linear damped
counterpart
2'(t) + Az(t) + Bz(t) = 0. (13)

Lemma 1. For every solution u(-) of (1), the solution of (13) such that z(0) = u(0) satisfies
T T
/ IBY22(8)% dt < 2 / (1B 2u(®)l% + 1 B2 (u(t) % ) dt. (14)
0 0
Proof. Setting 9(t) = u(t) — z(t), we have
(¥'(t) + Ay(t) + BF (u(t)) — Bz(t),9(t))x = 0.

Denoting Ey(t) = $w(t)[|%, it follows that

Ey(t) + | BY22(0)% = —(u(t), BF (u(t))x + (B?F(u(t)), BY22(t))x + (B"?u(t), BY?2(t))x

10



Using (4), we have (u(t), BF (u(t)))x > 0, and hence
Ey(t) + | BY22()|% < IBY2F(u(t)|x||B*?2(t)|x + 1B *u(®)llx[|B/*2(t)] x-

Using the Young inequality ab < a—e + 9% with 6 = %, we get
Ey(t) +|B22(0)[1% < §|\Bl/22(t)|\§< + | BY2F(u(®) % + 1B ?u(t)]%,

and thus,
1
Ey(t) + gllBl/2 2ON% < IBY2F(®)|% + 1B *u(t)|%-
Integrating in time, and noting that Ey(0) = 0, we infer that

1 T T
3| 1B a< [ (1B ER@O) I+ 1B ) ) i

Since Ey(T) > 0, the conclusion follows. O

Ey(T) +

Second step. Comparison of the linear damped equation with the conservative linear equation.
We now consider the conservative linear equation

¢'(t) + Ap(t) = 0. (15)

Lemma 2. For every solution z(-) of (13), the solution of (15) such that $(0) = z(0) is such that
T

[ 1B a <k [ 1B, (16)

with kp = 8T?||B'/?||* + 2.
Proof. Setting 0(t) = ¢(t) — z(t), we have

(0'(t) + AB(t) — Bz(t), 0()) x =
Denoting Ey(t) = 1(|0(t)||%, it follows that Ej(t) = (Bz(t),6(t))x. Integrating a first time over
) =0, we get

[0,t], and a second time over [0, T, and noting that Ey(0
T
/ Ey(t)dt = / / (Bz(s Yx dsdt = / (T —t)(Bz(t),0(t)) x dt.
0 0

Applying as in the proof of Lemma 1 the Young inequality with § = % yields

1 r 2 r 2 2 1 r 2
—/|wmuﬁ</frwamuw+—/nwwxw
2 0 0 4 0

and therefore, since B is bounded,

1 T T
1l ar < TBAE [ ar

Now, since ¢(t) = 6(t) + z(t), it follows that

T T T
[ 1B esa<s [ s s [0k <s [ B0
0 0 0

The lemma is proved. O
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Third step. Nonlinear energy estimate.
Let 8 > 0 (to be chosen large enough, later). Following the optimal weight convexity method
of [5, 8], we define the function

w(s) = L~ (%) : (17)

for every s € |0, ﬁsg). In the sequel, the function w is a weight in the estimates, instrumental in
order to derive our result.

Lemma 3. For every solution u(-) of (1), we have

T
/0 w(Bs(0) (1B 2u(®)|% + I1BY2F(u(®) %) dt
T
S TIBI ((E(0) + (w(Eo(0) +1) [ (Bu(t). Fu®))x ar. (15)

Proof. To prove this inequality, we use the isometric representation of B in the space L2(£2, u).
Denoting f = U~ 'u, using that U"'BUf = bf, p(f) = U 'F(Uf), we have, for instance,
| BY2ul|% = (f,bf)r2(0,), and hence it suffices to prove that

T
/ w(E¢(0))/ (bf? + bp(f)?) dp dt
0 Q
T
ST/deu H*(w(E¢(O)))+(w(E¢(O))+1)/O /Qbfp(f) dpdt. (19)

Indeed, this implies (18) (note that [, bdu < || B|| by the spectral theorem).

Let us prove (19). First of all, for every ¢t € [0,7] we set Q} = {z € Q| |f(t,z)] < eo}. If
b =0 on Qf then the forthcoming integrals (see in particular the left-hand side of (20) are zero
and there is nothing to prove; hence, without loss of generality we assume that b is nontrivial on
Q). Using (6), we choose g9 > 0 small enough such that %p(f)2 < s almost everywhere in Q¢

and therefore we have ) )
[ p(f)bdu € [0, 2]
fQi bdu /Qi 3 0

Using the Jensen inequality with the measure bdyu, and using the fact that H(z) = y/zg(y/x), we

get
L[ Ly R 1
i (fmbdﬂ L o) bdu) < L s (1ot ) v

Using (6), we have |p(f)(z)| < cag (| f(z)]) for almost every z € Qf, and since g is increasing,

we get that ¢ (é|p(f)|) < | f] almost everywhere in 4. Since fp(f) = 0 by (5), we get

1 1 1 1 1 1
H / —p(f)*bdu <7—/ bl fllp()ldp < ———— [ bfp(f)dp.

Since H is increasing, it follows that

B 11
[ oworrdu<d [ vawr (== [ brpn)da).
ot ot wii Hc2 Jo
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and therefore,

T 2 T 2 -1 1 i
| o) [ 1) dde < | o /QtlbduH ( T / bfp(f)du> d.

Thanks to the Young inequality AB < H(A) + H*(B) (where H* is the convex conjugate), we
infer that

T T T
| o) [ 1) dde < | e [erotnans [ /Qtlbd“ H* (w(E(0)) dt

€

) (20)
2 *
<a [ [ bfotr dude+ T [ b 5 w(Eo(0).
Besides, in 2\ Qf, using (6) we have |[p(f)| < |f|. Using (5), it follows that
T T
[ wteaon [ wotpPdnars [ o) [ oslothlduds
0 Q\Qt 0 o\t (21)

T
< / w(Ey(0)) /Q biplf) dpdt.

From (20) and (21), we infer that
T T
| ) [ oot dpar < )+ 0 [ [ s dnieet [ v i wEso).

Let us now proceed in a similar way in order to estimate the term fOTw(E¢(O)) Jo bf* dpdt.
We set 1§ = H~! (%H(s%)) and g1 = min(sg, g(r1)) < 1. For every t € [0,T], we define Qf =

{z € Q||f(t,z)] < e1}. As before, without loss of generality we assume that b is nontrivial on Q5.
From (6), we have c1g(|f|) < |p(f)| in 2. By construction, we have

1
fg; bdp (934

Using the Jensen inequality as previously, and using (6) and (5), we infer that

1 1
| — f2bdu> < 7/ [f1lg(F)Ibdp
<fﬂébdu y Jog b Jo

ey
< blf ()] dp <
C1 fﬂg bdp Qb

fbdp € [0, 53],

———— [ bfp(f)dn
C1 fQEbd,UJ Q ( )

Since H is increasing, and integrating in time, we get

Pbdpdt < /0 (B (0)) /

/ " w(E(0) bp H [ — / bfp(f)du | dt
0 Qg C1 fQ;bd,u Q

Qt

It then follows from the Young inequality that
T T
1
[ wtEaon [ Poanar<t [ vaw i) + o [ [ vfo(n) dude
0 Q Q €1 Jo Ja

The estimate in Q \ QF is obtained in a similar way.
The lemma is proved. O
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Fourth step. FEnd of the proof.

BT < B (1-prr (222)), (22)

Lemma 4. We have

for some positive sufficiently small constant pr.

Proof. Using successively the observability inequality (9), the estimate (16) of Lemma 2 and the
estimate (14) of Lemma 1, we first get that

T
200Ea0) < [ 1B o0 < ke [ 1B
T
<2hr [ (1BY2ul0)% + B2 F @) ) dr
0

Multiplying this inequality by the constant w(Ey4(0)), it follows from the estimate (18) of Lemma
3 that

T
Crw(Ey(0))Es(0) S krT|| Bl H" (w(E4(0))) + kr (w(Ee(0)) + 1)/0 (Bu(t), F(u(t)))x dt, (23)

From (7) and (17), we have L(w(s)) = £ = 2204 o1 avery s € [0, Bs2), and hence BH* (w(s)) =

. w(s)
w(s). We choose 8 large enough such that F,(0) < Bs2, and thus in particular we get
. w(Ey(0)Ey(0)
H*(w(Ey(0))) = # (24)
Besides, we also choose § large enough such that 5 > (}f{ ((Ol)), and since L : [0,+00) — [0, s3) is
continuous and increasing, it follows that
w(By(0)) < H'(s5) $ 1. (25)

Finally, we get from (23), (24) and (25) that

krT\B
(cr - b2

We choose 3 large enough such that C'p — M > &2 Tt follows that

T
> w(Ey(0)Es(0) S kT/O (Bu(t), F(u(t)))x dt,

T
pru(E0)Es(0) < [ (Bult), Flu(t)x dt = E.(0) - BulT), (20)
0
for some positive sufficiently small constant pr, and since Ey(0) = E,(0), using (17), we have

obtained that
B0 < £0) (1 pr2 (252,

as expected. O

By translation invariance, we get from (22) that

E.((k+1)T) < E,(kT) <1 —prL™! <E“(;T))> ,

14



for every integer k. Setting Fj = % and M(x) = zL~*(z) for every = € [0,s3], we have

Eyi1 — Ex + prM(Ex) < 0, for every integer k. From these inequalities, we deduce by routine

arguments (similar to those in [9], and thus not reproduced here) that, setting K, (1) = [ %’

we have K1 '
1 - _
M(E,) < — min <_Llﬂﬂl_ﬁ>7
pr ¢€{0,...,p} {41

from which it follows that

. 1, t—-T-4 1
Eu(t) < BTM <o<;2fm (aKr (pT») s ok (m) |

for sufficiently large ¢, with ¢ defined by (8). The precise constants in the estimate (10) follow
from the choice of § (large enough) above. Theorem 1 is proved.

Proof of Corollary 1. Since ¢’(0) # 0 and g is strictly increasing, there exist ¢; > 0 and ¢ > 0
such that
erls] < lg(s) < cals] ¥ [s| < 1. (27)

To overcome the difficulty of dealing with non strictly convex functions, let us consider for ¢ > 0
small enough, the function g.(s) = s'*¢ for |s| < 1. According to (27), we have

c19:(|f(@)]) < )p(f)(x)] < o g;l(|f(x)|) for almost every = € Q such that |f(z)] <1,

|
Denote respectively by L. and w,. the functions defined from g = g. respectively by (7) and (17).
Straightforward computations lead to

2/e €/2
€ 2r _ 24¢ ((24¢e)r
LS(T) = ) Ls I(T) = ( ) )
24e\24¢ 2 €
for |r| < 1 and it follows that

=12 (5) - 55 (45)”

for s small enough. Hence, the family (w.).~o converges pointwisely on (0, 3s3) to 1 as € tends to
0.

Following the proof of Theorem 1, one shows that the estimate (26) is verified with w. as weight
function, in other words that

prws(E(0))Es(0) < Eu(0) — Eu(T),
for the same positive constant pr € (0,1) as the one introduced in (26). Letting £ go to 0 and
using that E,;(0) = E,(0) leads to
0< E,(T) <(1—pr)E,(0).
It is standard to derive from such an estimate the exponential decay of the energy E, (see e.g.

[21]). For that purpose, let us reproduce the previous reasoning on each interval [§7, (5 + 1)T)
with j > 1. Using an induction argument, it follows that

0 < Bu(§T) < (1= pr)! Eu(0) = e/ E,(0),

where w = —In((1 — pr)) > 0. Then, for every t > T, there exists a unique j € N such that
t e [jT,(j+1)T). Since j > & — 1, and E is nonincreasing, we obtain
1

0 < Eu(t) < E,(§T) < e “7E,(0) e TR, (0),

C1-pr
whence the expected result.
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3 Discretization issues: uniform decay results

3.1 Semi-discretization in space

In this section, we introduce and analyze a general space semi-discrete version of (1). Our main
objective is to prove a theorem similar to Theorem 1, but in this semi-discrete setting, with
estimates that are uniform with respect to the mesh parameter. In order to ensure uniformity, we
add an extra numerical viscosity term in our discretization scheme (as in [410]), and we establish
uniform decay rates estimates as those proved in Theorem 1.

Let Az > 0 be a space discretization parameter, standing for the size of the mesh. We assume
that 0 < Az < Az, for some fixed Az, > 0. We now introduce an appropriate setting for
semi-discretizations in space, following [25, 27] (see also [14]). Let (Xaz)o<Az<az, be a family of
finite-dimensional vector spaces. Without loss of generality, we identify X, with RY (A7) where
N(Az) € IN. More precisely, if {;}1<i<n(az) is a family of mesh nodes and u is a mapping
from X to IR, then the vector un, € Xa, is expected to be an approximation of the vector
(u(i))1<isN(az)-

Hereafter, the notations < and ~, already used in the continuous setting, keep the same meaning
as before, with the additional requirement that they also mean that the involved constants are
uniform as well with respect to Az.

Let us recall what is the Hilbert space usually denoted by X/, (see, e.g., [I7]). Let 3 be
a real number belonging to the resolvent of A. Then the space X/, is the image of X under
(Bidx — A)~'/2, and it is endowed with the norm [|u|x,,, = [|(Bidx — A)"/?u|x. For instance,
when A'/2 is well defined, we have X;/5 = D(AY2). We set X_; /5 = X{ /g, where the dual is
taken with respect to the pivot space X.

We assume that, for every Az € (0, Axy), there exist linear mappings Pa, : X_1/2 = XA

and ]BAE $ Xpe = Xy such that Pa,Pa, = idx,,. We assume that the scheme is convergent,
that is, |(I — PaxPags)ulx — 0 as Az — 0, for every u € X. Here, we have implicitly used
the canonical injections D(A) < Xy/3 <= X < X_y/5 (see [17]). Additionally, we assume that

Ppn, = PX,. Note that, at this step, these assumptions are very general and hold for most of
numerical schemes.
For every Az € (0, Ax), the vector space Xa, is endowed with the Euclidean norm || ||ax

defined by ||uaz|az = HﬁAIuAgCHX, for ua, € Xaz. The corresponding scalar product is denoted
by (-,-)az. Note that [|[Paz|lr(x.,,x) = 1 and that, by the Uniform Boundedness Principle,

| Prellx,xam S 1.
For every Az € (0,Azy), we define the approximation operators Aa; : XAy — Xag of

A, and Bag : XAz — Xag, by Aaz = PAwAﬁAw (where, in this formula, we have implicitly
used the canonical extension of the operator A : X2 = X_l/z) and Ba, = PAxBISAz. Since
Pa, = ]311, note that Aa, is identified with a skew-symmetric matrix, and Ba, is identified with
a symmetric nonnegative matrix.? Finally, we define the (nonlinear) mapping Fa, : XAz — XAz
by Faz(uaz) = PAEF(ﬁAqux), for every up, € Xa,. Note that, by construction, Ba, is
uniformly bounded with respect to Az, and Fa, is Lipschitz continuous on bounded subsets of

X az, uniformly with respect to Ax.
We consider the space semi-discrete approximation of (1) given by

U/Az (t) + AAquz(t) + BAIFAI(’UJAI (t)) + (A:Z?)UVAIUAI(t) =0. (28)

The additional term (Az)?Vazuag(t), with o > 0, is a numerical viscosity term whose role is
crucial in order to establish decay estimates that are uniform with respect to Axz. The role and the

2We have (Bazuaz, unz) Az = (PreBPasuas, uaz)as = (BPAzusz, PAzunsg)x = 0.

16



design of such a term will be discussed further. We only assume, throughout, that VA, : XA, —
XA is a positive selfadjoint operator.
Defining the energy of a solution ua, of (28) by
1

Bus, () = 5 luse(®)| (29)
we have, as long as the solution is well defined,

E;Az (t) = _<qu(t)v YN N (uéw(t)»éw - (Ax)U”(VAw)l/Qqu(t)HQAm' (30)

We are going to perform an analysis similar to the one done in Section 2, but in the space semi-
discrete setting, with the objective of deriving sharp decay estimates for (28), which are uniform
with respect to Ax.

3.1.1 Main result

Assumptions and notations. First of all, we assume that
<UA;Eu BAwFA;E (uAm)>A;E + (Ax)a”(VAw)l/2uA;E”2Ag; > 07 (31)

for every ua, € Xay. Using (30), this assumption ensures that the energy E, . (t) defined by
(29) is nonincreasing.
Moreover, we assume that there exists syp > 0 such that

sup  (82)7 [V N2 x s, < Ho0. (32)
Axe(0,s0]
This assumption will be commented in Remark 3.
We keep all notations and assumptions done in Section 2.1. In order to discretize the mapping
p: L*(Q, 1) — L*(Q, ) defined by p(f) = UF(Uf), we use as well the approximation spaces
Xpz, as follows. We first map the functional setting of X to L?(Q,p) by using the isometry

U=l X — L%, ). In Section 2.1, we have defined the operator A = U~YAU on H = L?*(Q, p),
of domain H; = D(A) = U D(A). Accordingly, we set Hijpp = U_1X1/2, and we define H_; /5 as
the dual of H; /5 with respect to the pivot space H. We have H_;/, = U_lX,l/Q, where we keep
the same notation U to designate the canonical (isometric) extension U : H_1/5 — X_1/5. Now,
for every Az € (0, Axg), the linear mappings Pa,U : H_y/3 = X, and UPry: Xpw — Hi2
give a space discretization of the Hilbert space H = L?(2, 1) on the finite-dimensional spaces X .
For every ua, € XAz, we set

pAm(uA;E) = PAmUp(U_lﬁA;Equ) = PAmF(ﬁAqu;E) = FAw(uA;E)a

so that, finally, we have par, = Fay.
Besides, for every f € L?(Q, ), we set

pra(f) = U " ProPpaUp(f) = U ' ProPrs F(UF). (33)

By definition, we have pa, (U Pagtng) = U Pag pae(tng), for every ua, € Xa,. The map-
ping s is the mapping p filtered by the “sampling operator" U~!Pa,Pa,U = (PagU)*Pp,U.
By assumption, the latter operator converges pointwise to the identity as Az — 0, and in many
numerical schemes it corresponds to take sampled values of a given function f.

We have pa.(0) = 0, but (5) and (6) are not necessarily satisfied, with p replaced with pa.
In the sequel, setting fa, = UflpAzqu, we assume that

fAzﬁAx(fAm) P 07 (34)
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and that

c19(|frz()]
1l frz(z)

for every upn, € XAy, for every Az € (0, Axg).

Note that the additional assumptions (34) and (35) are valid for many classical numerical
schemes, such as finite differences, finite elements, and in more general, for any method based on
Lagrange interpolation, in which inequalities or sign conditions are preserved under sampling. But
for instance this assumption may fail for spectral methods (global polynomial approximation) in
which sign conditions may not be preserved at the nodes of the scheme. The same remark applies
to (31).

Note also that assuming (34) and (35) is weaker than assuming (5) and (6) with p replaced
with pag, for every f € L?(Q, u1). Indeed, the inequalities (34) and (35) are required to hold only
at the nodes of the numerical scheme.

<29 H(|farx(w)]) for ae. x € Q such that |fa.(z)]
< o |fas(x)] for a.e. € Q such that |fa.(z)]

The main result of this section is the following.

Theorem 2. In addition to the above assumptions, we assume that there exist T > 0, o > 0 and
Cr > 0 such that

T
CrBon 0 < [ (IBL200s(0lfss + (Ao VK260 1)) . (36)

for every solution of ¢'s . (t) + Arzdre(t) =0 (uniform observability inequality with viscosity for
the space semi-discretized linear conservative equation).

Then, the solutions of (28), with values in Xa,, are well defined on [0,4+00), and the energy
of any solution satisfies

1
E,..,t)ST v Bup, 0) L —— | »
oo0) S Tmax(o1, B O) 2 (55— )
for every t > 0 and Az € (0, s, with y1 ~ ||B||/y2 and 2 ~ Cp/T(T?||B'/?||* 4+ 1). Moreover,
under (11), we have the simplified decay rate

Eup, (t) S Tmax(y, Bu,, (0)) (H) ' (22)),

for every t > 0 and Az € (0, sg], for some positive constant v3 ~ 1.

Remark 2 (Comments on the uniform space semi-discrete observability inequality (36)). The
main assumption above is the uniform observability inequality (36), which is not easy to obtain in
general. There are not so many general results in the existing literature, providing such uniform
estimates.

First of all, in the absence of a viscosity term, the observability inequality (36) fails to be uniform
in general (see [/5] and references therein), in the sense that the largest constant appearing at the
left-hand side of (36), depending on Ax in general, tends to 0 as Az — 0. This phenomenon,
which is by now well known, is due to the fact that the discretization creates spurious highfrequency
oscillations that cause a vanishing speed of highfrequency wave packets. We refer to [/5] for the
detailed description of this lack of uniformity, in particular for 1D wave equations with boundary
observation (for which a simple computation yields non-uniformity).

A counterexample to uniformity is provided in [31] for the 1D Dirichlet wave equation with in-
ternal observation (over a subset w), semi-discretized in space by finite differences: it is proved that,
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for every solution of the conservative system ¢/, (t) — AazPaz(t) =0, there holds CagEy ., (0) <

foT Xell @, (D)%, dt, where the largest positive constant Ca, for which this inequality is valid sat-
isfies Cay — 0 as Ax — 0. The proof of this lack of uniformity combines the following facts:
using gaussian beams, it is shown that, along every bicharacteristic ray, there exists a solution
of the wave equation whose energy is localized along this ray; the velocity of highfrequency wave
packets for the discrete model tends to 0 as Ax tends to 0. Then, for every T > 0, for Ax > 0
small enough, there exist initial data whose corresponding solution is concentrated along a ray that
does not reach the observed region w within time T'.

Note that the uniform observability inequality (36) holds for all solutions of the linear conser-
vative equation ¢'s . (t) + Arzdaa(t) = 0, if and only if the solutions of 2z . (t) + Arzzaa(t) +
Bazzaz(t) = 0 are exponentially decaying, with a uniform exponential rate (see [19], see also
Lemma 6 and the end of Section 3.1.2, from which this claim follows by an easy adaptation).

Many possible remedies to the lack of uniformity have been proposed in [/5], among which the
filtering of highfrequencies, the use of multigrids, or the use of appropriate viscosity terms. Here,
since we are in a nonlinear context, we focus on the use of viscosity, that we find more appropriate.”
The role of the numerical viscosity term (which vanishes as the mesh size tends to zero) is to damp
out the highfrequency numerical spurious oscillations that appear in the semi-discrete setting.

A typical choice of the viscosity operator, proposed in [19], is

Vaz = AxAna,

(symmetric positive definite square root of Aa.; if it is not positive definite, add some eidx, ), with
o chosen such that (31) is satisfied. Some variants of the viscosity term are possible. Unfortunately,
it is not proved in the existing literature that such a general viscosity term is systematically sufficient
in order to recover the desired uniform properties (in contrast to time discretizations, see further).
As discussed in [19], the main difficulty consists in establishing the uniform observability inequality
(36) with viscosity (see [/5] for a thorough discussion on this issue).

There are quite few results in the literature where one can find such uniform stability results,
for some particular classes of equations.

One of them concerns the wave equation, studied in 1D (and in a 2D square) in [/0], with an
internal damping (see also the generalization to any reqular 2D domain in [35]), semi-discretized
in space by finite differences. Using discrete multipliers, the authors prove that the solutions of the
semi-discretized locally damped wave equation with viscosity

ygz (t) - AAIyAI(t) + aAIyle(t) - (Ax>2AAEy/Az (t) = Oa

decay exponentially to 0, uniformly with respect to Ax. Here, the viscosity term is —(Ax)*ApzYa,s
and the term ap, stands for the discretization of a localized damping. With our notations, we have

2 (t 0 —I 0 0 0 0
N B NP ) R O

with o = 2, and with Aa., the usual finite-difference discretization of the Laplacian, given for

3Note that, in the linear context, filtering and adding a viscosity term are equivalent, as it follows from [19,
Corollary 3.8 and Remark 3.9].
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instance in 1D by

-2 1 0 0
1

A _ 1 . . .
o ... 0 1 -2

In that case, the viscosity operator is mot positive definite, however the uniform observability in-
equality (36) follows from the proof of [19, Theorem 1.1].

In [18, Theorem 7.1], the author studies a class of second-order equations, with a self-adjoint
positive operator, semi-discretized in space by means of finite elements on general meshes, not
necessarily reqular. This result is generalized in [7/] with a weaker numerical viscosity term. We
refer also to [1] for a similar study under appropriate spectral gap conditions, noting that, in that
paper, results are also provided on uniform polynomial stability.

Finally, in [38] and [39], the authors use a similar viscosity operator for the plate equation
and even for a more general class of second-order evolution equations (under appropriate spectral
gap assumptions, and thus essentially in 1D). They do not explicitly prove a uniform observability
inequality but they establish a close result based on a frequential characterization of the dissipation
introduced in [20].

Remark 3 (Comments on the assumption (32) on the numerical viscosity.). The assumption (32)
is satisfied in all cases mentioned in Remark 2 (see the corresponding references): in [/0], some
explanations about the choice of the viscosity operator and its properties (including (32)) are given
after Theorem 1.1; in [19], (32) corresponds to the third assumption on the viscosilty operator in
Theorem 8.7; in [35], a finite difference approximation scheme is used, with o = 2 in the viscosity
(it is easy to see that (32) is indeed satisfied); finally, in [38, 39], this assumption follows from
their particular choice of the numerical viscosity operator.

3.1.2 Proof of Theorem 2

We follow the lines of the proof of Theorem 1. The only difference is in handling the viscosity term.
Hereafter, we provide the main steps and we only give details when there are some differences with
respect to the continuous case.

Note that the global well-posedness of the solutions follows from usual a priori arguments (using
energy estimates), as in the continuous setting. Uniqueness follows as well from the assumption
that F' is locally Lipschitz on bounded sets.

First step. Comparison of the nonlinear equation (28) with the linear damped model.
We first compare the nonlinear equation (28) with the linear damped system

Z/Am (t) + AAIZAI(t) + BazzZas (t) + (A:Z?)UVAIZAI(t) =0. (37)

Lemma 5. For every solution ua.(-) of (28), the solution za.(-) of (37) such that za.(0) =
un,(0) satisfies
g 1/2 1/2
| (B0 0l + (B VR an 01,

T
1/2 1/2 o 1/2
s2 /O (1B 2ua(®)Rs + 1BYE Fav(usc®)l, +200) IV Zuse A, ) dt

20



Proof. Setting ¥ax(t) = uas(t) — zax(t), we have
<¢IAm (t) + AAw¢Am (t) + BAmFA;E (qu (t)) - BAwZAw (t) + (Ax)aVAw¢Am (t)u ¢A;E (t)>Aw =0.
Denoting Ey,, (t) = 3[vaz(t)||%,, it follows that
Eillla (t) + HBAmZAw( )||2Aac + (Ax)? ||V1/2¢Aw||Az = —(uaz(t), BazFazc(unz(t))) ae
+ (B Fae(uan(t), B 200 ae + (B use(t), B 2na() n-

Using (31), we have (uay(t), BazFag(uag(t))) e = —(AI)UHVXjuAI(t)HiI, and hence

El,, (1) + 1B 2ne(®)|as + (A2) V20 ne | 2e < IBRZFre(uas @)l ael BXE 200 ()] A

1B 2une Ol acl|BLZ 200 ()| aa + (22)7 VN 2upe (t)]|A 4

Thanks to the Young inequality ab < % + 9% with 6 = %, we get

El, () + B 2nc)2s + (D) IV 20 nl s
1, 172 1/2 ol 1/2
< SIBL zas Ol Ae + IBA: Fas(was®) e + 1B uss®lhe + (A2)7 [V uss®)lae.

and thus,

L1/ 1/2
By, () + 5 IBA 2000l hs + (L2)° [V basl A

1 ol yl/2
<IBY 2 Fae(una@)|d, + | BLuse®) ks + (20)7 IV use (b4,
Integrating in time, noting that Ey,  (0) = 0, we infer that
TR 2 oiy1/2
B+ 5 | (1B 2an@las + (00 Vi 202 ) di
T
1/2 1/2 o 1/2
< / (182 Paw(uae)las + 1B uneO)lhs +200) IV Zuse I, ) dt
Since Ey ., (T) > 0, the conclusion follows. O

Second step. Comparison of the linear damped equation with the conservative linear equation.
We consider the space semi-discretized conservative linear system

ne(t) + Aprzdnaz(t) = 0. (38)

Lemma 6. Assume that (32) holds true. Then, for every solution za.(-) of (37), the solution
Onrx of (38) such that da.(0) = za.(0) satisfies

[ (B 000, + Gy V200 01) a

T
Skr / (1BY2 200l + (A0 IVEZ 2O ) dt,

with kp = 1+ T2 + T2||BY/2|2 + T2|| B'/2||4.
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Proof. Setting 6a4(t) = dna(t) — 2a2(t) and Eg,, (t) = $]|022(t)||%,, we have

< ! ( ) + AAwGAw - BAwZA;E( ) - (Ax)UVA:EZALE(t)u 9&1 (t)>A;E = 07

and therefore
Ey, () = (Bazzaa(t), 002 (1) ax + (A2) (Vazzaz(t), 04 (t)) Az

Integrating a first time over [0, ¢] and a second time over [0, 7], and noting that Ey, (0) =0, we
get

1

T T
: / 1000 (8)|2, dt = / (T 1) (Bawzan(®), 000 (8)) ae + (D2)7 (Varzas(t). 0as(t)) ax) dr.
0 0

Applying the Young inequality ab < g— for some v > 0 to both terms at the right-hand side
of the above equality, we get

T T 1 T
| 10 de <72 [ [Bavas@ladis s [ 10an0], d
0 0 0
T
Az
oy [ s G [ s @ @

Using moreover that

T

T
| (10801 + Qo VEZ0msO1.) de < M [ 000,

with Ma, =1+ (Az)° ||]/1/2||£(XA ) one gets for all v > Ma,

<1—Mfz>/oT(||9m<t>||zm (B [V 00 ) dt

T T
<TMas [ |Boszar®lhsdi+ To0(00) May [ [VEZ20a(0) dt.
0 0

Let us choose v = 2M ., the last inequality becomes

3| (08Ol + oy VE 200 0)1E)

T T
<2r?M, ( | 1Baczacbadt+ (20 [ IVZend ol dt) .

As a result, there holds

T
3 (Ioarl + (o Vi20a 01 ) d

T T
1/2 o 1/2
< 72| B?|? / IBY2pn (0|2, dt + T2(A) / VY2200 () dt,
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where, to obtain the latter inequality, we have used that || Baz|| S || B||. Writing ¢ar = 0az + 242,
we have

/0 (1BXZ 62030 dt + (2) IVE 020 (D1, dt
<2 / (1BL2000(0)5s dt + (D) V2022 (1) A, ) dt
0

T
2 [ (IBYZznclt) e e+ () IV z0n Ol .

and the lemma follows. O

Third step. Nonlinear energy estimate.
We define w by (17), as before, with 8 > 0 to be chosen later.

Lemma 7. For every solution up, of (37), we have

r 1/2 1/2
(B 5, (0)) / (1B uaa(®)hs + 1B Fav(usc ), + (A0) IV Zuse®llA,) dt

S TIBIH (w(Fy. (0))
T
(B 0)+1) [ ((Basttas(t) Pastms(0)) s + () IV unslt))

Proof. We set fa,(t)=U 1P, u Az (t). Using the definitions of the discretized operators and the
isometry U, we have

||BIA/quz||Am = (Bastnz, Unz) sz = (BPazung, Prstung)x
= <U71BUU7115A96UA17 UﬁlPAzuAﬁL?(Q,u) = <bfAm7fAm>L2(Q,u) = / bfiw dp,
Q
and, using (33),

(BreFpz(unz), Fae(uss)) ae = (BPaoFas(uas), PaoFas(uas)) x

= (U 'BUU ' PpyPro F(Prguns), UﬁlpAmPAzF(PAmUAz»L?(Q,u)

= (0U ' PpoPro F(UU ' Pryups), U ' Pra Pra F(UU ! Paguns)) 120,
= (bpraz(faz), poz(faz)) 2.

- / b(Palfae))’ du.
Q

1/2
IBY2 Fru(uns)lae =

and, with a similar computation,

(BazUng, Faz(Unz)) As :/bfAzﬁAx(fo)du
o

Then, to prove the lemma, it suffices to prove that
g 2
| o) [ (072 +b Gl fa0)?) du i
0

T
7 [ b 5 (wl(Bo(0)) + (0(B5(0) + 1 / J s
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Indeed, the viscosity terms at the left-hand and right-hand sides of the desired inequality play
no role in that lemma. Then, the proof is completely similar to the one of Lemma 3, using in
particular the assumptions (34) and (35). We skip it. O

Fourth step. FEnd of the proof.

Lemma 8. We have

Bun (1) < B, 0) (1= prz (22))

for some positive constant pp < 1.

Proof. Recall that E,,_(0) = E, ., (0) and that

T
EuAm(O)—EuM(T):/O (Baruaz(t), Fas(uas(t)as + (82) IV uas(0)4,) dt. (40)

Using successively the observability inequality (36) and the estimates of Lemma 6, of Lemma 5
and of Lemma 7, we get

2Crw(Es 4, (0))Eg ., (0)

T
< w(Eo,, (0) /0 (1B 600, + (82)7 VY 0na(b)I14,) dt
T
< hrw(Bp 5, (0)) / (1B 200 Ol + (A2) IV 200 1A, dt

< 2krw(Es ., (0)) / (1B unn ) + 1B Fanluss )]s + (Aol Vi uns 0, ) de
< ko T BIH (w(Ey,. (0)))
+ (W(Eg, (0)) +1) / ) ((Fae(wae(t)), Basusa®)ae + (52) [V una (b4, ) dt
Using (40), we infer that
20rw(Eg 0, (0)) Eg ., (0) S krT|[ B H (w(Eo .. (0))) + (w(Eg ., (0)) + 1) (Bu,r. (0) = Bu, (T)).
We conclude similarly as in the proof of Lemma 4. O

The end of the proof of Theorem 2 follows the same lines as in the continuous case.

3.2 Semi-discretization in time

In this section, we analyze a time semi-discrete version of (1), with the objective of establishing
uniform decay estimates. To this aim, following [19], we add a suitable viscosity term in an implicit
midpoint numerical scheme.

Given a solution u of (1), for any At > 0, we denote by u”* the approximation of u at time
t, = kAt with k € IN. We consider the implicit midpoint time discretization of (1) given by

~k+1 _  k ko ~ktl ko ~ktl
U u+A(u + 1 )+BF(U +u )_07

At 2 2
ok k
T v, (41)
u® = u(0)
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The second equation in (41) is a viscosity term (see Remark 4 further for comments on this term
and on the choice of the midpoint rule). We only assume, throughout, that Vo, : X — X is a
positive selfadjoint operator.

Written in an expansive way, (41) gives

k+1 _ .,k k k+1 koo
m (u +u >+BF(U + (dx + At Var

U
A
* 2 2

Jurtt w1, Ot k1 _
At +VAtU + D) AVAt’UJ =0.

We define the energy of a solution (u*)zen of (41) as the sequence (E,x)ren given by
B = 13 (12)
uk — 2 U || x-

As long as the solution is well defined, using the first equation in (41), we have

k| k41 ko k+1
Eair — Eye = —At{ B u tu F u tu 7
2 2 ¥

and using the second equation in (41), we get that

At)?
Egrir = Eyenn + At |\(VAt)1/2uk+1||§( + %HVAt’UJIH_lH?X.

We infer from these two relations that

ko ook+1 k | k1
Eys1 — By = —At{ B u et F w e
2 2 x
(At)?

— BtVa) P - S Vst R, (43)
for every integer k. Note that, thanks to (4), we have E 11 — E x < 0, and therefore the energy
defined by (42) decays. We next perform an analysis similar to the one done in Section 2, but in
the time semi-discrete setting, with the objective of deriving sharp decay estimates for (28), which
are uniform with respect to At and Azx.

3.2.1 Main result

We keep all notations and assumptions done in Section 2.1.

Hereafter, the notations < and ~~, already used in the previous sections, keep the same meaning
as before, with the additional requirement that they also mean that the involved constants are
uniform as well with respect to /At.

The main result of this section is the following.

Theorem 3. In addition to the above assumptions, we assume that there exist T' > 0 and Cp > 0
such that, setting N = [T/At] (integer part), we have

2

N-1 k| JTk+1
Crledlf <oty || B2 (%)
k=0 X
N-1 N-1
FOEY Va0 PO+ (A0 Y Vet R, (44)
k=0 k=0
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for every solution of

At 2
5k+1 _ ¢k+1
At

(uniform observability inequality with viscosity for the time semi-discretized linear conservative
equation with viscosity).
Then, the solutions of (41) are well defined on [0,4+00) and, the energy of any solution satisfies

PrtL _ gk 4 <¢k+¢k+1> 0
(45)

= VAt¢k+l )

1
Ex ST Eo)L| ————
uk S max(’hv uo) (w_l(WzkAt)> )
for every integer k, with vy, ~ Cr /T (14 e*T1Bl max(1, T||B||)) and v, ~ || B||/v2. Moreover, under
(11), we have the simplified decay rate

By < Tmax(y1, Eyo) (H')™! (%) ,

for every integer k, for some positive constant 3 ~ 1.

Remark 4. As in Remark 2, we insist on the crucial role of the viscosity.

In the absence of a viscosity term, the decay is not uniform in general: see for instance [/3,
Theorem 5.1] where a counterexample to uniform exponential stability (or equivalently, to the uni-
form observability estimate (44) without viscosity) is given for a linear damped wave equation. As
for space semi-discretizations, this is caused by spurious highfrequency modes that appear when
discretizing in time, and that propagate with a vanishing velocity (as ANt — 0). The role of the vis-
cosity term is then to damp out these highfrequency spurious components. Note that other remedies
to the lack of uniformity are proposed as well in [19, /3], for instance filtering the highfrequencies.
As before, we focus here on the use of viscosity terms, more appropriate in our nonlinear context.

The main assumption in Theorem 3 is the uniform observability inequality (44).

Certainly, the most general result, which can be directly used and adapted in our study, can be
found in the remarkable article [19] (see also references therein, of which that paper is a far-reaching
achievement), from which we infer the following typical example of a viscosity operator:

Var = —(At)?A? = (At)2A*A.

For this choice, it is indeed proved in [19, Lemma 2.4, and (1.17), (2.17) and (2.20)] that, if
the observability inequality (9) is valid for the continuous model, then the uniform observability
inequality (44) holds true for the time semi-discrete model (45). We could take as well the viscosity
term Vo, = —(idx — (At)2A?) 7L (AL)2 A2, which yields as well (44), and which has the advantage
of being bounded.

Note that, in contrast to space semi-discretizations (see Remark 2), here, for time semi-discretizations,
the above choice of a viscosity systematically works in order to recover uniform properties.

Apart from the wviscosity term, note that the time discretization is an implicit midpoint Tule.
This choice is relevant for at least two reasons. The first is that an explicit time discretization
would then immediately lead to a violation of the stability CFL condition, and thus the scheme is
unstable. Actually, in Section 3.3, we are going to consider full discretizations, and then, to be
always in accordance with the CFL stability condition, it is better to choose an implicit scheme.
This choice is also relevant with respect to the conservation of the energy, for the linear conservative
equation (45), at least, without the viscosity term.

Some variants of the midpoint rule and of the design of the viscosity term are possible (see [19,

Section 2.3]).
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3.2.2 Proof of Theorem 3

We follow the lines of the proof of Theorem 1.

As in the continuous setting and in the space semi-discrete setting, the global well-posedness
of the solutions follows from usual a priori arguments (using energy estimates), and uniqueness
follows from the assumption that F' is locally Lipschitz on bounded sets.

First step. Comparison of the nonlinear equation (41) with the linear damped model.
We first compare the nonlinear equation (41) with the linear damped equation with viscosity

sk+1 _ Lk k | zk+1 k| sk+1
z z A ¥+ z B 2+ z _o,
At 2 2

gk-i-l

- (46)

—Zz
= VAtZ

k+1
At '
Lemma 9. For every solution (u*)remn of (41), the solution of (46) such that z° = u° satisfies

N—-1 N-1

ko sk+1
ZF 4z At
Z Bl/2 (f) + Z H VA 1/2 k+1||X Z HVA Zk+1H2
k=0 X k=0 k=0
N-1 ~k+1 N-1 k+1
22 Bl/z(“ +u > 2y BW(%)
=0 2 X k=0 2 X
N-1 N-1
+23 [ (Va) PR + A Var %
k=0 k=0

Proof. For every k, setting ¢* = u* — 2* and {Ek = uF — Z*, we have

wk-ﬁ-l ,(/Jk wk wk-ﬁ-l U +uk+1 Zk+’5k
At < 2 >_B(F( 2 )_ 2 )

JkJrl _ 1/}k+1
At

= VapFth,

Denoting Eyr = 3|v"||%, and taking the scalar product in X in the first equation of (47) with
M, it follows that

b 4 ZRHLN gk 4 Rl
o — e {p (FE) ey
_ e pp (Y et
B 2 2 <
wrlBr(® kg ght1N gk 4 ZhH1 canlB(? by 1N gk 4 ghtt
2 T2/ > )T 2 /.,

~h+1 k| sk+1 k| sk+1 ~h+1
<At{BF uF +u 72 +z Al B 2V 4z 7u +u .
2 2 X 2 2 X

Using the second equation of (47), we infer that

(&t

5 Vo™ %

R N [ e
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Subtracting the latter equation to the previous one, we obtain that

2

k+1 Sk+1 Th+1 k1
<At{BF uk +a 7z +z AtlB 2k +Z 7u +u .
2 2 X 2 2 X

Summing from k£ =0 to k = N — 1, since ¢° = 0, we get that

N-1 ko k41 ko k41
v+ z ¢+ z
E At E B
vt < ( 2 ) 7 2 >X

Zk+zk+1 Zk+zk+1 At 2
Byvss — B+ 00 (B (252 )+ anivan 2t e S ant

k=0
£)? N—-1
+ At Z (Va2 % + Z V™%
N-1 ~k+1 ~h+1 N-1 ~h+1 ~k+1
Atz BF ub + 7 7z +z +Atz B ¢+ 7 7u +u .
2 2 2 2
=0 X k=0 X
Thanks to the Young inequality, and since Ey~ > 0, we infer that
At R 2k gy |17 = AtQN !
T B ()| X e e s R 3 st
k=0 X k=0
N-1 k41 N-1 SR (|2
piap (WA +At 3 B2 ub +a
2 2
k=0 X k=0 X
The lemma follows, using that ||(Va:)Y/2¢*+ % > %H(Vm)l/zzk*lﬂg( — | (Var)2ur*1% and
that Va5 = 51Vaez" % — Va5 O

Second step. Comparison of the linear damped equation (46) with the time semi-discretized
conservative linear equation with viscosity (45).

Lemma 10. For every solution (2¥)renw of (46), the solution (¢*)ren of (45) such that ¢° = 2°

satisfies
N-1 7 N-1
1 1/2 ¢k+¢k+1 1/2 k+1 k+1)12
52 |B <f £ e 265 + 5 vam 1%
k=0 X k=0
N-1 k+1 N-1
2"+ z At 5
Sk ( B (f) ENCSEELTEE DS ||vmz’f+l||?x) ,
k=0 k=0 k=0

with kp = max(1 + (472 4 1)2||BY/2||4, 2).

Proof. Setting 0 = ¢' — 2% and ¢ = ¢ — 3!, we have

ni+1l _ pi i pitl i Titl
9At9+A(9+29 )_B(z+2z ):0,

gitl _ i+l
At

(48)

- VAtoH_l .
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Taking the scalar product in X in the first equation of (48) with %(5”1 + 6%, we get

S 3itl 0 + §i+1
E‘;i+1 — Egi = At <B < 5 ) , 5 . (49)
X

Now, using the second equation in (48), we obtain that

(At)?
2

Subtracting (50) to (49), and then summing from ¢ = 0 to ¢ = k — 1, with k& < N, using that

6% = 0, we obtain

Ejiyy — Egivr = Ot (Vo) 207 |5 + Vad™ % (50)

k—1
Bge + Ot > [|(Var) 20 |5 +
1=0

At 9 k—1 .
S a1
=0

- 24 Fitl 9i+§i+1
_At. <B< > ), > >X. (51)

K2

E
—

Il
=]

In passing, note that (51) implies that

N-1 N—-1 N—-1 ~] Y

At A WA S
D I0Va0 2O R+ 5 30 Vel < Y <B ( > ) S - (69
k=0 k=0 k=0 X

Now, summing (51) from k =0 to k = N — 1, using that NAt < T, we get

N-1 N—-1 (At)? N—1
g+ 0t 3 (N = 1= B)|(Van) 208 & + 25 37 (N = 1= R)[Vad [
k=0 k=0 k=0
N-1 ko sh+1N\ gk 4 gk+l N-1 ko sh+1N\ gk 4 gk+1
ot S vk (B () TS <T (2t ") '+ ,
2 2 2 2
k=0 X k=0 X
from which it follows in particular that
N-1 N-1 ko sh+1\ gk o gk+1
S Ep<T p(it= ) & . (53)
2 2
k=0 k=0 X
Besides, thanks to (50), since 8% = 0, we have
N—2 N—-1 N—2 (At)? N—2
> By =Y Ep+ At Y [[(Var) 205 % + 5 > Vad* %,
k=0 k=0 k=0 k=0

and, using (52), we infer that

N-2 N-1 N-1 ko zk+1 k o pk+1
2+ Z 0"+ 0
E E§k+1 < E Egr + At E <B ( 5 ) , 5 >X7 (54)

k=0 k=0 k=0

Using (49) for ¢ = N — 1, we have

N—-1_, 2N N-1_, gN
E9~N:E9N1+At<B(Z ks ),9 +0 > . (55)
X

2 2
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Summing (54) and (55), we obtain

N-1 N-1 N-1 ko skt k| pk+1
+ 0" + 6
S Epen <23 g+ 20t <B<Z 2‘2 > 0 > : (56)
X

k=0 k=0 k=0

Finally, summing three times (53) and (56), we get

N-1 N-1 Sk+1 k 4 pk+1
24z 0" +0
> (Eox+ Eon) AT Y < ( ) —> > (57)
k=0 k=0 X
% . <3 (||9’“||X + ||9k+1||X) = Eyr + Eg,..1, we infer from (52) and (56) that

N—-1

N-1l| gk | pk+1
T 9 + ) Va0 % + L1 Z Vad™ %
k=0 X k=0 k=0
N-1 ok 4 Fhl 9k+§k+1
<SUT+1)> B( 5 ) 5 . (58)
k=0 X

By the Young inequality, we have

N-1 S+l gk 1 gr+1
X

=0

N-1 ~ 2 > 2
1 1/2)12 1o ((ZF 2 ok 4 gk+1
< ar 1B Y B | I S
k=0 k=0 X
and therefore we get from (58) that
N-1 Y 2 N-1
1 ok + gkt At
L O AR S S TYLIE ST RS
k=0 X k=0 k=0
N-1
1 2k R+
<SMAT+1)?BY2P Y |BY? ( —— (59)
) P 2 x

Now, since ¢F = 0¥ + z* and (;NSk =gk + Z¥, using the inequality (a + b)? < 2(a? + b?), we have

N-1 2 N-1 N-1
1 ¢k +¢k+1 At
32 B ( Z £ I0a) 2O+ 5 D Vast Ik
k=0 X k= o k=0
N— N1 N-1
122 ok + gh+1 1/20k+112, 4 A k12
<182 Z | 2D IVa PR+ At YT Vad TR
k=0 X k=0 k=0
N-1 by Ry |2 N-1 N-1
# 3 [ ()| +230 10a0 B 2t Y Vs
k=0 X k=0 k=0
and, using (59), the lemma follows. O
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Third step. Nonlinear energy estimate.
We define w by (17), as before, with 5 > 0 to be chosen later.

Lemma 11. For every solution (uk)kew of (41), we have

N—-1 ~k+1 ~k+1
. v (W AT Vo p (uF
At k; w(Eyp) (HB ( 5 ) HB F 5 ;

< IBIN A H w(Eg) + (w(Eg) + DAY <B (%) F (%) >X '

k=0

X

Proof. For every k € IN, we set f* = U 'u* and fk = U~'%*. By definition of p, we have
p(f*) = UTLF(Uf*) for every k € IN. We set g9 = min(1, g(so)) and we define, for every k € N,

~ ea1n 2
the set QF = {z € Q | |fk+2fk+1 ()] < eo}. Using (6), we have ép (%) € [0, s3] and

1 1 fk +fk+1 2 )
_— —p| ——— | bd .
kabdM\/S;’f C%p 2 HE[Ovso]

1

Since H is convex on [0, s3], applying the Jensen inequality, we get

;/ ip fk fk+1 bdu
fgz’lcbd,u Qr C% 2
<fk+f~k+1>| <1
P f g\ —
C2

e 1 / 1
= fQ,fbdu Qk €2

k4 fk+1
p (i) |> bdp.
2
Using (6) and the sign condition (5), we infer that

i 1 / 1 fk fk+1 )i _ 1 1 bfk + J’Fk+1 fk + J’Fk+1 ;
P’ Kl s — p H-
‘fﬂlf b d,u Qllc C% 2 Co ‘fﬂlf b d‘LL Qllc 2 2

Since H is increasing, we deduce that

~ 2 ~ ~
k k+1 1 1 k k+1 k k+1

/ it bdu<03/ bdp H | — L (T ),

QF 2 QF C2 fgxf bdp QF 2 2

and therefore,

B 1 1 fk+fk+1 fk+]7k+1
< At 02/ bdp w(Eg)H ' | = b du | .
2 o P (Ego) 2 Tor DA o 5P 5 u

Hence, according to the Young inequality AB < H(A) + H*(B), we get that

N—1 by Th+1 N-1 ko Fk+1 k o Fk+1
B [ (B v [ (£2F)
¥ k=0 79

k=0 &

+NAtc§/de,u H*(w(Eg)). (60)
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Besides, in 2\ QF, using (6) we have ‘p (’Ck%’m)‘ S fk%fkﬂ

~ 2 ~ ~
k k+1 k k+1 k k+1
/ p i bdu < bf +f p o+ f du.
Q\Qk 2 Q 2 2

Using this inequality and (60), we obtain

, and using (5), it follows that

N-1 1
AtZw(E¢o)/ <fk 2fk+ ) bd,uSNAt/ bdp H*(w(Eg))

=0 Q Q

( (E¢0) N 1 At / fk fk+1 <fk fk-i—l)

Now, defining €; as in Lemma 3, we set Qf = {z € Q | [ — ﬂ?kﬂ( )| < e1}. Using (6), we have
€ [0, s3] and
~ 2
1 fk +fk+l )
bdu € [0, s§l-
Jos bl /Qk 2 e 05l

Since H is convex on [0, s3], by the Jensen inequality, we get

fk + J’Fk+1
2

fk + J’Fk+1
2

fk+J’Fk+1 2
2

1
bdp | < / g bdp
fsz’; bdu Joy < )

1 1 £k 4 fk-ﬁ-l £k 4 J’Fk+1
< — b p du.
1 fﬂ’g bdu Jgq 2 2

Since H is increasing on [0, s3], we deduce that

1
'\ |
fsz’; bdp Jor

N-1 a1 |2
fk+fk+l
At E ——| bd

> w( qu)/Qk 5 i
k=0 2

N-1 ~ =

B 1 1 fk+fk+1 fk+fk+1
<At w(E /bd H ' = b du | .
k;) (Ego) D <Cl Tou 05 Jo 5P 5 u

It then follows from the Young inequality AB < H(A) + H*(B) that

N-1

fr o+ J?k+1
Aty w(E¢o)/ I . | bdu< NAt / bdu H*(w(Eg))
k=0 Q5 2 Q

1 N-1 fr 4 J’Fk+1 fr 4 J’Fk+1
— At b du.

+ C1 Z Q 2 P 2 H

k=0
The estimate in  \ Q& is obtained similarly. The lemma is proved. O
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Fourth step. FEnd of the proof.

E,v < Eyo (1 — prL7t (Eg’)) , (61)

Lemma 12. We have

for some sufficiently small positive constant pr.

Proof. Summing in k the energy dissipation relations (43), we get

N—-1 k | ~k+1 k | k+1
EuN—EuOZ—AtE B ututt F uturt
2 2 ¥

k=0
N-1 (At)Q N-1
=AY VA P = S Y Ve R (62)
k=0 k=0

Using successively the observability inequality (44) and the estimates obtained in Lemmas 10, 9,
and 11, and since NAt < T, we get

Cru(Eg) 6%

N-1 ko k41 ko k41
S kr||BIITH (w(Ego)) 4+ kr(w(Ego) + 1) At Z <B (%) F (%>>
k=0 X

+ krAtw(Eg) <N1 |(Var) bk + At Nil IVmuk“H?() :
k=0 k=0
Recalling that Eg = E,o, using (62), we infer that
Crw(Eyp)Eyp S krl|BIT H (w(Eyw)) + kr(w(Ey) +1) (Bwo — Eyv).
Then, reasoning as in the proof of Lemma 4, we get the conclusion (we skip the details). O

.....

Let now p € IN be arbitrary and k € {0,..., N}. The sequence (v")icqo, . n—1} defined by
b = uF PN for k€ {0,..., N — 1}, satisfies (41) and thus (61). Noting then that E,n = E,p+1n~
and E, = E,n~, we deduce that Ej1 — Ej, + prM(Ey) < 0, where M (x) = 2L~ (x) for every
x e [O, Sg] and Fj, = EukN/ﬂ

As at the end of Section 2.3, setting K, (1) = [’ %, we have

—1 _
pr 0€{0,....p} l+1

We set ¢ = pT'. For any 0 € (0,1, we set I = [£] € {0,...,p}. We have
T 1 t—40
<MY= i Kt — .
o (2., (b ()
As in the proof of [5, Theorem 2.1], we deduce that
EuPN < ﬂL (

1
(G (pr)) ’
for every p > 1/(prH'(s2)), with ¢ defined by (8).
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Moreover, under (11), we get that E,,~ < S(H')™! (p’i—?’p), for every p sufficiently large, for a

certain 3 > 0 not depending on p, At, Ey. Let now k > T'//At be a given integer. We set p = k/N.
Since pN < k and thanks to the dissipation property (43), we have E » < E,»~. Besides, we have
prp > pr(k/N —1). Since 1 and L are nondecreasing and thanks to (63), it follows that

1
P s o (w‘l (& (kit — T))) ’

for every k > m%. Moreover, under (11), we have E,» < B(H')™! (%), for k

sufficiently large. Theorem 3 is proved.

3.3 Full discretization

Following [19] (see also references therein), results for full discretization schemes may be obtained
from the previous time discretization and space discretization results, as follows: it suffices to
notice that the results for time semi-discrete approximation schemes are actually valid for a class
of abstract systems depending on a parameter, uniformly with respect to this parameter that
is typically the space mesh parameter Axz. Then, using the results obtained for space semi-
discretizations, we infer the desired uniform properties for fully discrete schemes.

More precisely, the class of abstract systems that we consider is defined as follows. Let hg, B, 71,
T2, C1, Co, KC, 11, 2 and v be positive real numbers, let sg € (0, 1], and let g : R — IR be a function.
We define € (ho, B, T1, T2,C1,C2, K, g, 80, V1, V2, v3) as the set of 5-tuples (24, @, D(%,), Bh, Fr),
where, for every h € [0, ho):

e 2} is a Hilbert space (of finite or infinite dimension), endowed with the norm || ||5;
o o), : D(ath) C X — 24 is a densely defined skew-adjoint operator;
o By Xy — 2, is a bounded selfadjoint nonnegative operator such that | 4| < B;
e there exist .7, € [Ty, T2] and %}, € [C1,Ca] such that
Th
Ghllon(0)|17 < / (122 en ()13 + b7, en(0)13) dt,
for every solution of

& (t) + on(t) = 0;

o Fy : Xn — %3 is a mapping that is Lipschitz continuous on bounded subsets of 2}, with
Lipschitz constant less than K, and satisfying (5) and (6) with the function g;

e gisan increasing odd function of class C'* such that g(0) = ¢/(0) = 0, lims_,0 s¢'(s)?/g(s) = 0,
and such that s — /sg(y/s) is strictly convex on [0, s2];

o ¥, 2, — % is a positive selfadjoint operator, and the family (hg/2|‘7/h1/2||)he(0,ho) is
uniformly bounded;

e any solution uy of

u%(t) + ﬂhuh(t) + %hﬂh(uh(t)) + h"”//huh(t) =0,
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with up(0) € D(e,), is well defined on [0, +00), and satisfies

@)1l < vs max(e, [un(0)]|a) L <m> ’

for every time t > 0, where L and ¢ are defined (in function of g) by (7) and (8).

Within the framework and notations introduced in Sections 1 and 3, under the assumptions of
Theorems 1 and 2, there exist positive real numbers B, 71, T3, C1, C2, IC, 11, 12 and v3, such that the
5-tuple (X, A, D(A), B, F) and the one-parameter family of 5-tuples (Xaz, Aaz, XAz, Baz, Faz),
A, € (0, Axp), belong to the class € (Axo, B, T1, T2,C1,Co, K, g, S0, V1, V2, V3).

Here, the parameter h used in the definition of the abstract class above stands for the space
semi-discretization parameter Az, whenever h > 0, and if o~ = 0 then we recover exactly the
continuous setting of Section 1.

We claim that Theorem 3 can be applied within this class, uniformly with respect to the
parameter h. This can be checked straightforwardly, noticing in particular that the constants
appearing in the estimates of that result depend only on the data defining the class.

In particular, from that remark, we infer full discretization schemes of (1), in which we have
first discretized in space, and then in time, obtaining an energy decay as in Theorems 1, 2 and
3, uniformly with respect to the discretization parameters Az and At. Said in other words, we
apply Theorem 3 to the one-parameter family of systems given by (28), parametrized by Az, and
for which, by Theorem 2, we already know that the solutions decay in a uniform way. We have
thus obtained the following result.

Theorem 4. Under the assumptions of Theorems 1, 2 and 3, the solutions of
~k41 k k ~k41 k ~k+1 k ~k41
Upg —Upg + A UAg + Upg + BALF UAg + UAg 4y UAg + Upg -0
At Az 2 VAV/'2 AVAN 2 Az 2 )
~k+1 k+1

u — U
Az Ax k+1
S v VAtunl s

are well defined for every integer k, for every initial condition %, € Xaz, and for every Az €
(0, Azg), and the energy of any solution satisfies

Lok 2 !
§HuA:EHAI =By S Twmax(n, By )L (W) ’

for every integer k, with o ~ Cp/T(1+e2"I1Bl max(1, T||B||)) and y1 ~ || B||/v2. Moreover, under
(11), we have the simplified decay rate

n—1 V3
Euzz < Tmax(’ylaEquz) (H) (m) )

for every integer k, for some positive constant ~y3 ~ 1.

Example 1. Let us consider the nonlinear damped wave equation studied in Section 2.2.2. We
make all assumptions mentioned in that section.

We first semi-discretize it in space by means of finite differences, as in Remark 2, with the
viscosity operator Va, = —(Ax)?/Aa,. At some point z, of the mesh (o being an index for the
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mesh), we denote by uaz »(t) the point of R™ representing the approximation of u(t,z,). Then
the space semi-discrete scheme is given by

U/Am,a(t) — Apstpg,o(t) + bae(rs)p(s, u/Am,a(t)) - (Ax)QAAzu/Am(t) =0,

and the solutions of that system have the uniform energy decay rate L(1/¢~1(t)) (up to some
constants).
Now, discretizing in time, we obtain the numerical scheme

~k+1 k k ~k+1
U‘Am,a —Upz,o - VAz,o + UAaa,a
At 2 ’
~k+1 k k ~k+1 k ~k+1
UAz,a’ - UA;E,O’ A U’A;E,U + U’Ax,cr UAm,a' + UAac,cr
At - 8 Az,o 2 + be,cr(xa')p Zo, 2
k ~k+1
2 UAz,a’ + UAac,cr
- (AJ;) AA:E,O’ 9 =0,
akJrl _ ukJrl 5k+1 _ ,Uk+1
Az, Az,o 2 A2 k+1 Az, Ax,o 272 k41
At - _(At) AAI,G'UA;IJ,O'7 At - _(At) AAw,UUAm,a"

and according to Theorem 4, the solutions of that system have the uniform energy decay rate
L(1/%~%(t)) (up to some constants).

4 Conclusion and perspectives

We have established sharp energy decay results for a large class of first-order nonlinear damped
systems, and we have then studied semi-discretized versions of such systems, first separately in
space and in time, and then as a consequence, for full discretizations. Our results state a uniform
energy decay property for the solutions, the uniformity being with respect to the discretization
parameters. This uniform property is obtained thanks to the introduction in the numerical schemes
of appropriate viscosity terms.

Our results are very general and cover a wide range of possible applications, as overviewed in
Section 2.2.

Now several questions are open, that we list and comment hereafterin.

(Un)Boundedness of B. The operator B in (1) has been assumed to be bounded, and this
assumption has been used repeatedly in our proofs. This involves the case of local or nonlocal
internal dampings, but this does not cover, for instance, the case of boundary dampings. To give
an example, let us consider the linear 1D wave equation with boundary damping

Ot — Opgt = 0, t € (0,400), z € (0,1),
u(t,0) =0, Oyu(t,1) =—adwu(t,1), te (0,+00),

for some a > 0. It is well known that the energy E(t) = 3 fol (|0su(t, z)[* + [Ozu(t, 2)|?) da of any
solution decays exponentially (see, e.g., [12]). It is proved in [41] that the solutions of the regular
finite-difference space semi-discrete model with viscosity

WA, — DazUng — (Az)2AAzu/Aw =0,
uaz(t,0) =0, Dazuns(t,1) = —adwu(t,1),
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where DA, is the usual 1D forward finite-difference operator, given by

have a uniform exponential energy decay. Without the viscosity term, the decay is not uniform.
This example is not covered by our results, since the operator B in that example is unbounded.

We mention also the earlier work [11], in which the lack of uniformity had been numerically
put in evidence for general space semi-discretizations of multi-D wave equations with boundary
damping. By the way, the authors of that paper proposed a quite technical sufficient condition
(based on energy considerations and not on viscosities) ensuring uniformity, and applied it to mixed
finite elements in 1D and to polynomial Galerkin approximations in hypercubes. It is not clear if
such considerations may be extended to our nonlinear setting.

More general nonlinear models. In relationship with the previous problem on B unbounded,
the question is open to treat equations like (1), but where the nonlinearity F involves as well an
unbounded operator, like for instance the equation

u'(t) + Au(t) + BF (u(t), Vu(t)) = 0.

There, the situation seems widely open. In our approach, what is particularly unclear is how to
extend Lemma 3.

An intermediate class of problems that has not been investigated at the discrete level is for
instance the class of semilinear wave equations with strong damping

Opu — Au — aAOyu + byu + g x Au+ f(u) =0,

with f being not too much superlinear. Here also, many variants are possible, with boundary
damping (see [5, 8], with nonlocal terms (such as convolution), etc. There exists a huge number
of papers establishing decay rate results for such equations, see e.g. [15, 20] and the references
therein and see also [7] for a nontrivial extension of the optimal-weight convexity method to the
case of memory dissipation (non-local dissipation) but nothing has been done for discretizations.

Geometric conditions and microlocal issues. Another class of equations of interest, not
covered by our main result, is the stability of semilinear wave equations with locally distributed
damping

Opu — Au+ a(z)Opu + f(u) =0,

with Dirichlet boundary conditions. Here, a is a nonnegative bounded function assumed to be
positive on an open subset w of 2, and the function f is of class O, satisfying f(0) = 0, sf(s) = 0
for every s € R (defocusing case), |f/(s)| < C|s[P~! with p < n/(n — 2) (energy subcritical). We
set F(s) = [ f. It is proved in [14] (see also some extensions in [16, 22] and a variant in [10]) that,
under geometric conditions on w, the energy (which involves here an additional nonlinear term)

/Q (%(8,511)2 + %uwn? 4 F(u)) do

decays exponentially in time along any solution. It is natural to expect that this exponential decay
is kept in a uniform way for discrete models, if one adds appropriate viscosity terms as we have
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done in this paper. Note that this is not covered by our results since the above energy involves an
additional nonlinear term.

Besides, in the general case where w satisfies the Geometric Control Condition (GCC) of [12],
the arguments of [10, 16, 22] rely on microlocal issues and it is not clear whether or not such
arguments may withstand discretizations. For instance, it is not clear what GCC becomes in a
discrete setting. It is also not clear what a microlocal argument is at the discrete level, and such
considerations may lead to several possible interpretations. In brief, we raise here the completely
open (and deliberately informal and imprecise) question:

Do microlocalization and discretization commute?

Uniform polynomial energy decay for linear equations without observability property
Let us focus on linear equations, that is, let us assume that F = idx in (1). It is well known
that, in the continuous setting, the observability inequality (9) holds true for all solutions of the
conservative linear equation (15), if and only if the solutions of the linear damped equation (13)
(which coincides with (1) in that case) have an exponential decay (see [21]).

If the observability inequality (9) is not satisfied, then the decay of the energy cannot be
exponential, however, it may be polynomial in some cases. It may be so for instance for some
weakly damped wave equations in the absence of geometric control condition (see [12]) but also for
indirect stabilization for coupled systems, that is when certain equations are not directly stabilized,
even though the usual geometric conditions are satisfied (see [2, 3, 4]). In that case, it would be
of interest to establish a uniform polynomial decay rate for space and/or time semi-discrete and
full discrete approximations of (1). In [1], such results are stated for second-order linear equations
(certain examples being taken from [3, 4]) , with appropriate viscosity terms, and under adequate
spectral gap conditions.

Extending this kind of result to a more general framework (weaker assumptions, full discretiza-
tions), and to our nonlinear setting, is open. Our strategy of proof is indeed strongly based on the
use of observability inequalities.

Acknowledgment. The third author was partially supported by the Grant FA9550-14-1-0214 of
the EOARD-AFOSR.
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