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We show that the specific heat of incommensurately modulated crystals with broken translational
periodicity presents similar features at low temperatures to those of amorphous and glass materials.
Here we demonstrate that the excess to the constant CpðTÞ=T3 law (or Debye limit) is made up of an upturn
below 1 K and of a broad bump at T ≈ 10 K that directly originates from the gapped phase and amplitude
modes of the incommensurate structure. We argue that the low-energy dynamics of incommensurate
systems constitute a plausible simplification of the landscape of interactions present in glasses, giving rise
to their low-temperature anomalies.
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In spite of long and continuous efforts during the past
century, the physics of glasses, noncrystalline materials,
still stands as one of the most challenging topics in
condensed matter physics. One of the reasons lies in the
difficulty to apply concepts successfully developed for
solid state physics of crystalline materials to noncrystalline
counterparts. On the other side, glasses share many features
with liquids, in particular, the disorder or, better, the lack of
long-range order. Glasses exhibit an atomic structure close
to that observed in the supercooled liquid phase but display
all the mechanical properties of a solid.
A universal feature of glasses and undercooled liquids is

the occurrence of an excess of vibrational modes that leads
to a deviation of the Debye law dependence of the phonon
density of states at low energies, gðωÞ=ω2. The thermo-
dynamic properties are thus affected by this excess, and the
low-temperature specific heat displays a bump in the
CPðTÞ=T3 vs T plot, the so-called boson peak (BP) at
∼10 K [1,2]. The origin and properties of this excess have
been long discussed on the basis of the phenomenological
properties of glasses. A second ubiquitous component
observed in the CPðTÞ=T3 vs T plot is an upturn below
1 K. These two features are generally considered as
independent. Models aiming at a description of the BP
are numerous [2,3], although it seems that there is a
consensus that the BP is caused by disorder. Very recently,
this consensus has been questioned: The phonon density of
states of crystals and related glasses suggests that the BP is
caused by the same mechanism, an excess of low-energy
phonons [4–7]. The role of disorder is thus challenged, and,
whereas the anomalous thermal conductivity may be due to

disorder, the BP in the specific heat experiments is due to a
lower density of states [7].
The upturn is frequently interpreted in terms of localized,

random two-level systems (TLS). The occurrence of atoms
or small groups of atoms which can perform quantum
tunneling between two or several configurations of approx-
imately the same energy is postulated [8,9]. In a seminal
work, Yu and Leggett [10] pointed out that it is very
unlikely that this mechanism produces the very same
universal constant for the thermal conductivity or the
ultrasonic attenuation in any form of glass. Very recently,
the suppression of tunneling TLS in ultrastable glasses of
indomethacin has been reported [11], thus lending support
to Yu and Leggett’s criticism.
As the precise origin of these features is still unknown,

one question that straightforwardly emerges in this debate
is, can one address these topical problems by studying one
of the simplest (if not the simplest) systems that system-
atically show both these features at low temperature?
Like amorphous solids and glasses, incommensurate

(IC) systems lack translational symmetry (TS) that gives
way to a weak disorder in the lattice position [12]. The use
of IC structures to introduce and study the effect of disorder
in a controlled way has become a current practice in many
disciplines. For instance, recent work on IC disorder
induced in a 2D vortex lattice has served to explore the
effect of symmetry-breaking disorder [13]. Disorder
induced by TS breaking is another field of interest in
optical Bose-Einstein condensates [14]. Specifically, in this
Letter, we study the excitations arising from TS breaking
in IC compounds and calculate their contribution to the
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low-temperature specific heat. Two distinct low-energy
phonons associated with changes in the amplitude and in
the phase of the IC modulation (the so-called amplitudon
and phason modes) appear as relevant [15]. Here we show
that, although these excitations pertain to IC structures
alone, disorder is rooted in the ground state and manifests
on reducing the lifetime of the phason mode. We will show
that this mechanism is at the origin of the upturn in the
CpðTÞ=T3 plot.
IC superstructures have been largely studied in low-

dimensional metals, where they can emerge due to the
instability of the Fermi surface associated to the Kohn
anomaly [16–18]. This is the case of charge-density-wave
(CDW) compounds like NbSe3, TaS3, ðTaSe4Þ2I, and
K0.3MoO3. These systems show unexpected glasslike
features in their low-temperature properties as shown in
Fig. 1, where we also show the specific heat of vitreous
silica [19] for comparison. The bump in the CpðTÞ=T3 plot
of these CDW systems has been described as the contri-
bution from the modified Debye spectrum with two cutoffs:
a lower frequency corresponding to the pinned CDW state
and an upper frequency corresponding to the effective
Debye temperature for the collective modes (modified
Boriack-Overhauser model) [20,21].
As shown in Fig. 1, the bump is accompanied at low

temperatures by an extra contribution scaling roughly as
T−2 in the CpðTÞ=T3 plot. As in glasses, it has been
explained by invoking the presence of TLS and described
as the tail of the corresponding Schottky anomaly. This
glassy dynamics is supposed to originate from the pinned
CDW, and several models have been proposed to account
for this behavior [26,27]. These metastable states, found

also sensitive to the magnetic field [28], are attributed to the
bisolitons generated at strong pinning centers in the CDW
ground state [29,30]. They are decoupled from phonon
modes, so that the specific heat exhibits nonexponential
relaxation with aging effects [31]. As we see, the inter-
pretation of this glasslike behavior is, however, challenged
by the quasimetallic character of these systems.
In order to further study the role of disorder, we have

turned our attention to IC insulators. The work on IC
dielectrics was initiated some years ago on ðClC6D4Þ2SO2

(BCPS) [24] and on byphenil [25]. Important for low-
temperature heat transport is the possibility that the phase
mode is gapped and, thus, contributing to the specific heat
as a deviation from the T3 law [21]. A second feature that is
acknowledged to be present in many (if not all) IC
compounds is that the phason mode is damped [32] or
even overdamped as in K2SeO4 [33]. The physical origin of
this damping results from the disorder in the lattice
positions created by the IC structure. More generally, many
IC compounds do not have a soft mode, as pretransitional
dynamics is rather of the relaxational type. In this case, the
decoupling soft phonon → phason þ amplitudon is not
observed in the inelastic neutron scattering (INS) spectra.
It is the lowest-energy soft mode of the correct symmetry
that acts as both the phason and the amplitudon, and
consequently the low-temperature specific heat still bears
similar features as those here described [34,35]. These
systems also show systematic deviations from the Debye
behavior at low temperatures, as can be seen in the right
panel in Fig. 1.
The simplest case of an IC superstructure emerging in an

insulator from a purely structural phase transition is best

FIG. 1 (color online). CP=βT3 plots of several IC compounds, with β the coefficient of the Debye law. The left and middle panels are
charge density wave compounds [K0.3MoO3 [20], ðTaSe4Þ2I [22], KCP [20], and TaS3 [23] ]. The CP=βT3 plot of vitreous silica is
displayed as a comparison [19]. Right panel: Insulating compounds, BCPS [ðClC6D4Þ2SO2] [24] and biphenyl [25]. Error bars are
smaller than the size of the symbol.
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exemplified in ThB4 [36]. This system undergoes a dis-
placivelike transition to the 1q-IC modulated superstructure
at 95 K, with T-independent (between 80 and 1.5 K) wave
vector qIC ¼ 0.31c�. This phase transition has been very
well documented in the literature, and it is considered as
one of the clearest examples of displacive dynamics with
the presence of phason and amplitudon excitations below
the transition temperature. Importantly, the spectrum of this
system has been characterized by inelastic neutron scatter-
ing and Raman experiments with great accuracy down to
10 K. We thus performed low-temperature specific heat
measurements for this system in order to further correlate
these measurements with the spectrum in a no-fitting-
parameter fashion [37].
The results of the specific heat measurements in ThBr4

are shown in Fig. 2. They can be unfolded as follows [38].
(i) Acoustic phonons.—The background constant con-

tribution in the CpðTÞ=T3 plot due to acoustic phonons.
The Debye temperature θD ¼ 62 K has been calculated
from the sound velocities measured by INS [36], yielding
β ¼ 8 × 10−3 J=mole · K4.
(ii) Amplitudon contribution.—The peak in CpðTÞ=T3

around 10 K is attributed to the amplitude excitations
(amplitudon) of the IC modulation. The amplitudon
dispersion has been determined by INS in Ref. [36]. It
is rather isotropic and to a good approximation can be
reproduced with

ωðqÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2
A þ Bsin2ðq − qICÞa

q
: ð1Þ

Here ωA determines the amplitudon gap and ωDA ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2
A þ B

p
the high-frequency cutoff, a is the lattice

parameter along the direction of the IC modulation wave
vector, and qIC is the wave vector of the IC structure. Thus,
the contribution to the specific heat of the amplitudon
branch can be written as

CAðTÞ ¼ δC0

Z
x1

x0

dx
xarcsin2

� ffiffiffiffiffiffiffiffiffi
x2−x2

0

x2
1
−x2

0

r �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 − x20Þðx21 − x2Þ

p x2 expðxÞ
½expðxÞ − 1�2 ;

ð2Þ

with x0 ¼ ℏωA=kBT and x1 ¼ ℏωDA=kBT. δC0 is a pre-
factor that includes amplitudon mode weight normalization
to the total density of states. With δC0 ¼ 182 J=mol · K,
ωA ¼ 570 GHz (19 cm−1), the low-temperature optical gap
measured by Raman scattering [39], and ωDA ¼ 1.2 THz,
the high-frequency cutoff of the original soft mode [36,40],
we obtain the amplitudon contribution represented by the
green line in Fig. 2.
(iii) Phason contribution.—This contribution remains

upon subtracting (i) and (ii) off the original data. This is
represented in Fig. 2 as red circles. It can be described as a
small bump, with a maximum at ≈4 K, followed by a rise
as the temperature decreases.
The two latter features have been regularly described in

the literature as separated and having uncorrelated origins.
However, in Ref. [41], it has been shown that both the
shoulder and the subsequent rise can have a unified
description revealing that they are two different manifes-
tations of the very same phason mode: gap and damping.
The shoulder indicates that the phason dispersion in ThBr4
is not completely acousticlike as in textbook descriptions
but contains a low-frequency gap (the phason dispersion is
shown as an inset in Fig. 3). This is not very surprising,
since, physically, the incommensurate superstructure is
expected to be pinned to the underlying lattice rather than
detached from it and totally free to move at no energy cost.
According to Ref. [36], the upper limit of this gap is
estimated to be ≈50 GHz. In addition, it was pointed out
that the finite lifetime of the phason excitations can play a
nontrivial role in the low-temperature properties of incom-
mensurate systems. Such a finite lifetime has been
experimentally observed by INS [40] within the temper-
ature range of our specific heat data. This implies that, in
contrast to the amplitudon modes, the phason excitations do
not form a closed system. Consequently, the energy
distributed in the phason subsystem can be transferred to
another excitation within the time scale of our experiment.
This transfer can be seen as a sort of redistribution of
density of states that, phenomenologically, can be
accounted as [41]

FIG. 2 (color online). Temperature dependence of the specific
heat divided by T3 in a log-log plot for ThBr4. Experimental data
are displayed with full black circles. The black line represents the
Debye contribution calculated from sound velocities determined
in a neutron scattering experiment [36], using the Debye model
of the dispersion with θD ≈ 62 K, and corresponding to β ¼
8 × 10−3 J=mole · K4. The green line is the amplitudon contribu-
tion estimated from the measured INS dispersion. Full red circles
represent the contribution remaining after subtraction of previous
contributions and assigned to the phason contribution. Experi-
mental error bars are smaller than the size of the symbol.
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X3
i¼1

Z
dq
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Here ψ 0 ¼ d2½lnΓðxÞ�=dx2 is the trigamma function, and
λi are the roots of the equation λ3ðqÞ þ ωDλ

2ðqÞþ
½ω2ðqÞ þ ΓωD�λðqÞ þ ωDω

2ðqÞ ¼ 0, where ωðqÞ gives
the frequency of the phonon as a function of its wave
vector, Γ−1 determines the phonon lifetime, and ωD is a
Drude cutoff for the phonon decay introduced for conven-
ience [41,42]. The phason dispersion ωðqÞ is parametrized
by the phason gap ωϕ and the high-frequency cutoff ωDϕ as
in Eq. (1).
The best fit of the experimental data, shown in

Fig. 3, is obtained for Γ ¼ 3.8 GHz, ωϕ ¼ 46 GHz, and
ωDϕ ¼ 430 GHz. We have used for numerical calculations
the value ωD ¼ 200 THz, which does not affect the final
results. The influence of damping on the amplitude mode
contribution has been estimated as well, and it is, in view of
the rather high energy of this mode at low temperatures,
vanishingly small. We emphasize that the key ingredients
are just the phason dispersion and the corresponding
lifetime, which are in agreement with the results of inelastic
neutron scattering [36,40].
This lifetime again evidences that the incommensurate

superstructure cannot propagate freely. It will also be
subjected to dissipation certainly due to the scattering with

impurities and/or disorder. This dissipation amounts to a
redistribution of density of states [42] that, as a rule, is
ignored when addressing thermodynamic properties.
However, and as pointed out in Ref. [41], this redistribution
cannot be neglected in incommensurate systems given the
low frequency of their characteristic phason modes, which
explains the origin of the uprise below 1 K. Analogous
redistribution has been put forward in structural phase
transitions, in the context of the central peak problem above
TC [43]. The central peak originates from the damping of
the phonon excitations at the approach of TC and yields an
extra density of states at low energies. Once the source of
anharmonicity disappears, away from the critical region,
the central peak vanishes.
In summary, we have measured the low-temperature

specific heat in the incommensurate insulator ThBr4. These
measurements reveal an excess of specific heat clearly seen
in the Cp=T3 plot. By carrying out a careful correlation
with its spectrum of excitations, previously determined by
means of inelastic neutron scattering and Raman experi-
ments, we have established an unambiguous link between
this excess of specific heat and the low-energy excitations
of the incommensurate superstructure. Specifically, the
bumps in the Cp=T3 plot originate from the gaps in the
phase and amplitude branches, while the low-temperature
uprise is due to the finite lifetime of the phason excitations.
This unambiguous link between structural dynamics and
glasslike features is compatible with recent molecular
dynamics simulations in glasses [4,6,44] and is expected
to help in rationalizing the properties of more complex
systems.
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