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ABSTRACT
This paper presents a prototypical tool for sound selec-
tion driven by users’ gestures. Sound selection by gestures
is a particular case of ”query by content” in multimedia
databases. Gesture-to-Sound matching is based on com-
puting the similarity between both gesture and sound pa-
rameters’ temporal evolution. The tool presents three al-
gorithms for matching gesture query to sound target. The
system leads to several applications in sound design, virtual
instrument design and interactive installation.
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1. INTRODUCTION
The study presented in this paper is part of a series of
studies concerning the analysis of the relationships between
movements and sounds for the design of virtual instruments
and more generally for applications in sonic interaction.
Consider the following scenario. A user imagines a sound
that is too abstract to be described using words. Possibly,
a skilled user should be able to sketch with the voice what
the sound looks like. Here we consider the case where the
person uses gestures. If the profiles drawn by the temporal
evolution of the sound’s characteristics is clear in the users’
mind, they could try to gesturally ”trace the sound” either
in the air or on a surface. Thus, the goal of the proposed
tool is to return a sound that is the most pertinent accord-
ing to the tracing of the performed gesture. The problem
is a particular case of ”query by content” in multimedia
databases. The input gesture is usually called the query
and the resulting sound the target.

1.1 Background
The general problem of ”query by content” in multimedia
database was extensively studied and the literature is flour-
ishing. In Music Information Retrieval (MIR), a particular
case of ”query by content” is the famous ”query by hum-
ming” problem [4]. Query by humming system allows the
user to find a song in a database by humming part of the
tune. Most researches into query by humming use the no-
tion of contours that is the the sequence of relative differ-
ences in pitch between successive notes. Another illustrative
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example is the ”query by tapping” system [6] that allows the
user to find a song by tapping the rhythm. This system is
based on onset detection and temporal alignment.

On the gestural counterpart, there is a dramatic lack of
literature about audio query by gesture systems in either
the NIME or MIR communities. Previous works are more
dealing with the inverting system that is analyzing which
gesture is performed by a user while listening to a sound [5].
When trying to match a gesture and a sound, two problems
occur: which features should we select for describing either
the gesture or the sound? how can we fill the informational
resolution gap between both signals?

1.2 Proposed system
Figure 1 illustrates the system for gesture-driven sound se-
lection. A user performs a gesture that matches, at least
from the user perspective, an abstract sound. After a pre-
processing module, the system contains several algorithms
for time series multimodal matching. Each algorithm re-
trieves a specific part of information in the relationship be-
tween gesture and sound. The algorithm is the choice of the
user. The matching algorithm returns the sound index in
the database together with a score that indicates the target
pertinency. Finally the sound is played to the user.
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Figure 1: The proposed system. A sound that best

matches the input gesture is found in a database. The

matching depends on the algorithm used.

2. PROTOTYPE
In this section, we present the implementation. The al-
gorithms used in the current version are reported in the
next section. Then the available implementation in the
Max/MSP software is described.

2.1 Algorithms
Each matching method allows for retrieving specific infor-
mation in the relationship between gesture and sound.

Correlation-based selection
The method is based on the correlation between the input
gesture parameters and the sound features [3]. The method



is similar to Principal Component Analysis but adapted for
two datasets of different dimensionality. It is called Canon-
ical Correlation Analysis (CCA). The algorithm finds the
principal (or canonical) components that explain the most
the covariance between the two datasets. Then, it returns
two new sets of variables (for both gesture and sound) that
are ordered from the most correlated (the first ones) to the
less correlated (the last ones). Sound selection tool based on
CCA allows for the selection of the predominant features (in
terms of correlation) from both gesture and sound param-
eters. The first correlation coefficient (i.e the maximum)
is used as the similarity score. A sound is selected if the
variation of a combination of its features is similar to the
variation of a combination of the gesture parameters. Since
correlation is computed sample-by-sample, a high score also
indicates that gesture is synchronous to the sound. Finally
the sound is selected at the end of the gesture leading to
the need to mark the beginning and the end (e.g. using a
button).

Time-warping based selection
One can ask to preserve the inherent variability in gesture
and choose as similarity criterion the global shape match-
ing and the coherence between amplitudes. To that ex-
tent, the second strategy is based on temporal alignment of
both multidimensional signals. The method returns a score
that depends on whether the two signals are far from each
other in terms of alignment and amplitudes. This method
is an HMM-based technique that has been used for gesture
recognition and following [2]. It is computationally efficient,
multidimensional, real time and makes use of a simplified
learning process. For sound selection tool, a sound is se-
lected if the user performs a gesture that evolves similarly
to the sound features but can be non-linearly time shifted.
Here real time means that a sound is selected while the ges-
ture is performing. However, it requires to previously select
the features chosen to be matched.

An hybrid strategy
The algorithm is iterative and uses both correlation-based
measure and temporal alignment. The strategy is to com-
pute CCA between the user’s gesture taken as input and all
the sounds in the database. Then, we take the sound cor-
responding to the highest correlation coefficient and we ap-
ply a temporal alignment between the projected correlated
variables. We then iterate using the aligned gesture and
the original sounds in the database. The use of temporal
alignment is two-fold. First it allows to better discriminate
the candidate sound from the other. Second, it allows to
precise which feature is actually predominant in the map-
ping user’s gesture-to-selected sound. The iterative process
is heuristic but results to always increase the correlation
coefficient. Using this strategy allows for more temporal
flexibility without constraining the system by fixing previ-
ously the features but is computationally time-consuming.

2.2 Implementation
The various algorithms are encapsulated in an application
developed in the Max/MSP real-time programming environ-
ment (and MnM [1]). The sound pool uses MuBu [7] that
contains N sounds together with their audio descriptors.
These audio descriptors are directly computed in Max/MSP.
The motion data are received by OSC allowing for the use
of a wide range of interfaces. When the analysis is done, the
program returns the index of the best matching sound be-
longing into the database, and it is visualized in the MuBu
editor (see figure 2 for a screenshot of the tool).
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Figure 2: The Max/MSP patch for sound selection by

free gestures. The example is given with one feature

(loudness) per sound and is used with a WiiMote con-

troller. The user can choose which algorithm is used for

the time series matching.

3. CONCLUSION
In this paper, we presented an application allowing for sound
selection driven by user’s gestures. The application com-
putes the similarity between the gesture and sound param-
eters’ temporal evolution. The tool aims to embed several
algorithms for time series matching. A version has been
developed in the Max/MSP software and uses MnM.

Finally, we have recently investigated by an experimen-
tal study how people associate gestures to environmental
sounds for which either the cause having produced the sound
can be identified or not. This study will give important in-
sights for the relationships between gesture and sound and
will help for the design of new algorithms.
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