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ABSTRACT

This paper introduces a HMM-based speech synthesis syshéch w
uses a new method for the Separation of Vocal-tract andrigtgnts-
Fant model plus Noise (SVLN). The glottal source is sepdratto
two components: a deterministic glottal waveform Liljesiats-Fant
model and a modulated Gaussian noise. This glottal souficsties-
timated and then used in the vocal-tract estimation pragedthen,
the parameters of the source and the vocal-tract are indlute
HMM contextual models of phonems. SVLN is promising for \@ic
transformation in synthesis of expressive speech sinckoits an
independent control of vocal-tract and glottal-sourcepprties. The
synthesis results are finally discussed and subjectiveliuated.

Index Terms— HMM-based speech synthesis, Liljencrants-

Fant model

1. INTRODUCTION

Emerging fields of speech applications such as avatarsgaptk
alog system, cinema, or serious games require high qualiyea-
pressive speech. Unit-selection speech synthesis stliges the
best available quality but speaker identity and expretysasie lim-
ited by the content of the underlying database even thoughtsl
transformations can be applied. Recently HMM-based spsgch
thesis has received great attention because it allows &preentrol
of speech attributes as well as the use of adaptation methbes
ited from speech recognition allowing interpolation betnwepeaker
identity or expressivity.

In this paper, we present a HMM-based speech synthesis sys-
tem for French using a new glottal source and vocal-tracaisep
tion method called Separation of Vocal-tract and LiljemtsaFant
model plus Noise (SVLN), different from the one described7h
The glottal excitation is separated into two additive congoas:

a deterministic glottal waveform modeled by the LF model [8]
and a stochastic component modeled by a Gaussian noise. The
parametrization by only two parameters - the shape parani&ate

and the noise levet, - allows an intuitive control of the voice
quality. An estimate of the LF model [9] is used to extractsthe
parameters and the VTF is estimated by taking the estimatieeof
glottal source into account. The VTF parameters are thus-ind
pendent of the excitation parameters and the glottal samae be
changed, keeping the VTF untouched which can be of inteogst f
voice transformations in expressive speech synthesis.

The paper is structured as follows: the SVLN method is de-
scribed in Section 2. Synthesis is presented in Section 3s@h
speech synthesis system components which are specific notsre
and the integration of the new method into the system arerithesic
in Section 4. Finally, the system is subjectively evaluaad com-
pared to the state-of-the-art systems in Section 5 and waudain
Section 6.

2. GLOTTAL SOURCE AND VOCAL-TRACT
SEPARATION AND ESTIMATION

The SVLN method is described in this Section. We first desctfile
acoustic waveform model, its separation and its paranaioiz and
we give the estimation method for each of the parameters.

Earlier HMM-based speech synthesis systems suffered from

buzzy speech quality due to a simple excitation model iringlv

a impulse train and white noise to model voiced and unvoice

segments respectively. Several methods have been propwsed
recent years to improve the excitation model such as the useo
STRAIGHT vocoder [1] in order to shape a multi-band mixediexc
tation (ME) with the spectral envelope [2]. ME has also besadu
and improved in [3, 4, 5]. In these methods, the Vocal-TralteiF
(VTF) is usually assumed to be excited by a flat amplitude tspec
The spectral amplitude of the source is thus merged into fhe V
estimate. In [6], Cabral et al. proposed to use Liljencrdast (LF)
model and demonstrate the parametric flexibility of the Léeed
for voice transformation. In [7], they proposed a global ctpem
separation method to estimate the voice source and the \&iiF, e
mating the latter by removing the spectral effects of thewdated
glottal source model but without taking into account theedént
properties of the source (deterministic or stochastic).

2.1. Speech model

dl'he signal is assumed to be stationary in a short analysidomir~

3 periods in voiced partgyms in unvoiced parts). In the frequency
domain, the voice production model of an observed speeditrsipe
S(w) is (see Fig. 1):

Sw) = (H(w) - G (w) + N7 () - C°(w) - L(w) (1)

HY° is a harmonic structure with fundamental frequerfgy G*¢

is the deterministic excitation, i.e. an LF model [8]. Thisdel is
defined by: the fundamental peridd f,, 3 shape parameters and
the gain of the excitatiofv.. To simplify the LF control, the param-
eter space is limited to a meaningful curve and a positiomddfi
by the value of a new paramet&d [8, 10]. N9 is a white Gaus-
sian noise with standard deviatiery. C'is the response of the VTF,
a minimum-phase filter parametrized by cepstral coeffisierin a



mel scale. To avoid a dependency between the géinando, on

the division result.7 ¢ fits the expected amplitude of the excitation

one hand and the VTF mean amplitude on the other hand, a comince the top of a harmonic partial is the expected amplitii¢he

straint is necessary. In this presentatiGi®(w) is normalized by
G*™4(0) and E. is therefore unnecessary. Finalfy,is the lips radi-
ation. This filter is assumed to be the time derivatilé) = jw).

In the following Sections,S(w) is the Fourier transform of a
windowed speech signal according to the stationarity Hygsis
given above. The model parametgr, Rd, o4, ¢} are estimated
on S(w) at regular intervals o5ms along the speech signal.
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Fig. 1. The mixed excitation model on the lefG*¢ (solid line)
and the noise levet, (dashed line). The speech model on the right:
the VTF (dashed line)L. (dotted line); the spectrum of one speech
period (solid line). Both plots show in gray the souféé - G + )

or the speech spectrufiw) respectively.

2.2. Glottal source estimation

The fundamental frequengy can be computed from the speech sig-
nal with a number of methods. For this presentation, we usa&r-a h
monic matching method [11]. To estimate the LF shape paemet

stochastic band$(w) is divided byL(w) and by the crossing value
G"(VUF) to assure a continuity between the two bands. Then,
the division result is modeled by computing its power cepstC®
truncated to a given ordex According to the Rayleigh distribution,
the expected amplitude of this frequency band is retriehedugh

the mean log amplitude measured &Y (1/7/2/¢%%°% in eq. 2)

[11].
T (st ) 7 if < VUF
° w \/7T/2 .
¢ (L(W)GSR(‘“L()VUF)) : W.eo.ésg ifw>VUF

In the synthesis step, the VTF is applied on each period. €fbi,
its gain is normalized by the quantity of periods in the asslyvin-
dow~ = 3, win[t]/(fs/fo) (fs is the sampling frequency). The
order of the envelope3® andC? is chosen to avoid the fitting of
the harmonic structuré/ 7. Thereforep = 0.5 - fs/fo. Evenif no
harmonic partial appears in the stochastic part, partiéls distance
of fo (but not multiples off,) appear in this part because the glot-
tal noise is amplitude modulated by the glottal area [10]naHy,
to avoid the division by zero by.(w) at zero frequencyL(w) is
replaced byl — pe?* with . close to unity. The mel cepstral coeffi-
cientsc are computed fron®'(w).

In unvoiced segments, no glottal pulses are synthesizedenWh
VUF is lower thanf,, VUF is clipped to zero angl is fixed to zero
indicating an unvoiced segment.

3. SYNTHESIS BY SEGMENTS

Rd, the phase of the VTF is assumed to be close to zero in the range

of the glottal formant frequencies. In this band, a minimunage

he synthesis process is an overlap-add method: First,| seg

version of the LF model is fitted to a minimum phase envelope of"€nts of stationary signals are generated. Then, theseesegare

S(w) [9]. According to Fig. 1, an estimation of a Voiced/Unvoice
Frequency (VUF) is used to splff(w) into a deterministic source
below the VUF and white noise above [12]. Therefore, we agsum
thatG™¢(w) crosses the noise mean amplitude at the VUF (Fig. 1
Consequently, knowing the spectral amplityd€* (w)|, o, can be
deduced:

) v2
VT2 />, win[t]?

This is becaus@i ™ (w)| is the expected amplitude of the LF model
and spectral amplitudes of Gaussian noise obey a Raylegih-di
bution [11]. ConsequentiyGZ*(VUF)| has to be converted to
the Gaussian parametey through the Rayleigh mode/2/+/7/2)
[11]. Additionally, in the spectral domain, the noise leispropor-
tional to the energy of the analysis window used to comgifte),

i.e. />, win[t]2.

2.3. Vocal-tract estimation

oy = |GRYVUF

To estimate the VTF, the deterministic and stochastic eeqy
bands are modeled by two different envelopes according o th
excitation properties. Then, these two envelopes are edignith
their expected amplitude. In the deterministic band, therdoution
of the lips radiationL(w) and the deterministic sourc6¢(w)
are removed fromS(w) by division in frequency (deconvolution
in time) (eq. 2). Then, a cepstral envelopé of ordero is fitted
(by an iterative method [13]) on the top of the harmonic dstof

g overlap-added to construct the whole signal.

In voiced parts o > 0), temporal marksm;, (Fig. 2) are
synthesized with intervals corresponding to the fundaalgreriod
1/ fo. The maximum excitation instant [8] of the LF model is placed
on this mark. Then, we define the starting titpef thek*"-segment
as the opening instant [8] of the LF model. Finally, the egdime
of the k*"-segment is the starting time of the next segment. In un-
voiced parts fo = 0), we use segments 6fns and the markny is
placed in the middle (Fig. 2).
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Fig. 2. 2 voiced segments followed by 2 unvoiced segments: syn-
thesized LF models (dashed lines) and Windewis;. (solid lines).
Marks and starting times in vertical lines.

For the deterministic excitation, no window is necessartss
fade the glottal pulses since they start and end at zero tinpéitade.
Conversely, the noise is a continuous excitation. To cotitenoise
amplitude (withog) as its color (see below), a cross-fade has to be



used between segments. For eath-segment, a windowiny, is
thus built with a fade-in center oh. and a fade-out center af 1
(Fig. 2). The fade-in/out function is a half Hanning windof\dara-
tion 0.25 - min(¢tx4+1 — tk, tx — tx—1). Additionally, the fade-out of
winy, is the complementary of the fade-inwfny_,. Consequently,
the sum of all windows i¢ at any time. To improve the naturalness
of the glottal noise in voiced segments, two processes grkedp
First, the noise is high-pass filtered with a cutoff frequeaqual to
the VUF (in synthesis, the VUF is retrieved from the crossmfjie
betweenG¢ (w) ando,). With such a filtering the lowest harmon-
ics are not disturbed by the noise. Secondly, the noise iditt@
modulated with a functiom™?[t] built from the LF model as pro-
posed in [14].

In voiced segments, the source of #&-segment is:

Ey (w) 6jwmk . Gde(

w)

Fy ™ (@) - F (0" 1] - wing[t] - n % [£])

hp

—+

wheren?*[¢t] is a Gaussian random time sequengg,) is the Dis-
crete Time Fourier Transform anE,E;U F is the high-pass filter of

the noise. In unvoiced segments, the source reduces to:

Ei(w) F(wing[t] - n79*[t])

Finally, the speech spectrum§s (w) = Ej(w)-C (w)-jw and the
whole signal is synthesized by overlap-adding the speegimaets
in the time domain.

4. INTEGRATION IN THE HMM-BASED SPEECH

SYNHESIS SYSTEM

The implementation of our HMM-based speech synthesis syste
is based on the HTS Toolkit[15]. Parametér®, Rd, 0,4, c} with

model parameters. During the synthesis step, parameterrsir
generated by HTS using a constrained maximum likelihood-alg
rithm [22] from which a speech signal is synthesized accaydd
the method described in section 3.

Phonetic features

features
consonant

e Phoneme identity and some phonological
(vowel lenght/height/fronting/rounding
type/place/voicing) in quintphone context

Lexical and syntactic features

Phoneme and syllabe structure pos-in-syl, syl-numsegs,
syl-numsegstprev,next, pos-in-word, pos-in-phrase, syl-
nucleus

Word related: word-POS{prev,curr,nex},  word-

numsyK prev,curr,next, contentwords-from-phrase-
{start,end, words-from-contentworfbrev,nex}

Phrase related phrase-numsyls, phrase-numwords, pos-in-
utterance

Utterance related :
numphrases

Utt-numsyls, Utt-numwords, Utt-

e Punctuation related: phrase-punct

Table 1. List of the context features extracted by ircamAlign

5. EXPERIMENTS

The proposed system has been trained on a database of 1995 sen
tences (approximately 1h30 of speech) spoken by a Frencpnoen
fessional male speaker and recorded at 16kHz in an aneabuic. r

The context features were automatically extracted frondtitabase
using ircamAlign as described in the previous Section. &hdi-
ferent systems are compared: simple pulse train excitatiodel,

card(c) = 32 are estimated according to the method described insTR A|IGHT and SVLN based ones. The two first ones were chosen

Section 2. Several stream configurations were tested anchaiyfi
kept the following one:

e one single Gaussian distribution with semi-tied covar&anc
[16] for {Rd, o4, C};

e one multi-space distribution (MSD[17]) fof

Both streams include first and second derivatives of theiapa-
ters. In the second stream, parameters are modeled by a Sagis-
sian distribution with diagonal covariance for voiced pagnd the
voiced/unvoiced decision is taken into account by a spegifight
applied on each space in the MSD.

The naturalness of a synthetic voice also depends on theechoi
of the context features. We used the context features téasgrihe
phonetic context and lexical and syntactic features ptedifrom
the text, as detailed in Table 1. These features have beematit
cally extracted from speech recordings and their text ttdpgons
using ircamAlign [18], an HMM-based segmentation systelyimg
on HTK toolkit [19] and the Liaphon [20] French phonetizer. The
French text is first converted into a phonetic graph allowmgtiple
pronunciations. Then, the best phonetic sequence is claaxsend-
ing to the audio file and aligned temporally on it. The confed-
tures are extracted according to the text and the extradiedatic
sequence. Finally, a 5-states left-to-right HMM was usethtalel
each contextual phoneme.

The training procedure is similar to the one described iff [21
monophones models are first trained and then converted texton
dependent models. Decision tree clustering is performedrding
to the extracted context features in order to robustly estnthe

for the comparison because their quality is generally weiha and
STRAIGHT is generally considered as a reference one. Theethr
systems were trained on the same database and the sameegitrac
context features.

5.1. Subjective evaluation

The test consists of a subjective comparison between thet8rag.
A comparison category rating (CCR[23]) test was used tosastte
quality of the synthetic speech generated by the SVLN-bagsigm
in comparison to synthetic speech generated by the pulseanal
STRAIGHT-based systems. 5 sentences were chosen to getterat
test samples for each system. 48 French naive listenersarechp
total of 15 speech sample pairs. They were asked to attribstere
to the quality of the second sample of a pair compared to thétgu
of the first one on the comparison mean opinion score (CMC&gsc
The test is available on [24]. The prosody suffers by default
partly due to the nonnatural diction (over-articulatedyraf non pro-
fessional speaker. The ranking of the three systems wasadeal
by averaging the scores of the CCR test for each method (sbawn
Figure 3). The results show that the system based on the ggdpo
SVLN method provides a better quality than the one based en th
pulse train method but not as good as the one based on STRAIGHT
We suppose that the difference of quality may be partly érptaby
some artefacts due to the sensitivity of the voicing detedtihrough
the VUF estimate) and the noise filtering and modulation.s -
tential way of improvement to our system will be studied ie th-
ture.
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Fig. 3. Ranking of the CCR test for the following speech sam- 7]
ples: STRAIGHT-based system, SVLN-based system, Pulge tra
excitation-based system. The 95% confidence intervals sre p
sented for each score. (8]
5.2. \Voice Transformations (9]
Although the quality of the speech synthesized by our syssamot (0]

as good as the one synthesized by the STRAIGHT-based one, our
system offers a better control of the vocal quality with oalyew [11]
parameters. Due to the VTF parameters being independeihieof t
excitation ones, the glottal source may be changed keepayTF

untouched. For instance, in pitch transposition, the gldtrmant [12]

[8] may be shifted independently of the VTF formants. Thisfs

great value for expressive speech synthesis. Also it allomes to [13]

quickly synthesize different speaker personalities wihaus voice

qualities from the same voice. Some voice tranformatiorsrgtes

are available on [24]. [14]
6. CONCLUSION [15]

In this work, we proposed a HMM-based speech synthesis syi-m]
tem for French using a new Separation method of Vocal-tradt a
Liljencrants-Fant model plus Noise (SVLN). With this methtihe
naturalness obtained by HMM-based synthesis using a phadelm [17]
like STRAIGHT can be approached with a better control of the
vocal quality with few parameters. It also allows an intétcontrol

of the voice quality which is of great interest for expressapeech

18
synthesis or to quickly synthesize different speaker pebies el
with various voice qualities from the same voice.

Future research includes the improvement of the analysislst [19]
ity and robustness (e.g. against high frequency artefabt&) will
also improve the prosody modelling by extracting more adedn
context features using a French lexical analyser. Finakyplan to [20]
use the SVLN method for voice conversion.

[21]
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