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Abstract

In this study we consider the sine-Gordon equation formulated on domains

which are not locally homeomorphic to any subset of the Euclidean space.

More precisely, we formulate the discrete dynamics on trees and graphs. Each

edge is assumed to be a 1D uniform lattice with end points identified with

graph vertices. A special treatment is needed at the junctions in order to

couple 1D lattices into a global communicating network. Our approach is

based on considering the local conservation properties. Some preliminary

numerical results are shown on a simple graph containing four loops. These

results show the performance of the scheme in non-trivial realistic conditions.
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1. Introduction

Currently there is a growing demand for modelling and understanding of various

flow problems on networks. A generic network can be described as follows. Imagine

a (usually finite) set of points or simply vertices immersed in an Euclidean space E2

or E3 (depending on the application in hands). Some of the points are connected

by 1D segments (or more generally curves, which are homeomorphic to segments),

which are called the edges. Mathematically the networks are formalized using the

graph theory [9]. However, there is an important subtle difference with the graph

theory. Namely, in some applications the geometry of edges (e.g. their length, shape,

thickness) can matter, while in the graph theory the only relevant information is

the fact that two points are connected by an edge. Such sensitive applications

include, for example, the blood flow modelling [19]. Thus, a network combines in a

single data structure the corresponding geometrical and topological information on

vertices and edges. The flow is usually modelled with Partial Differential Equations

(PDEs), which come to replace the methods from discrete mathematics or Ordinary

Differential Equations (ODEs). For a general recent review of this topic we refer

to [4]. This field continues to attract more and more researchers from modelling,

analysis, numerics, optimization and control theory [20].

One of the main difficulties of formulating evolution problems described by PDEs

on networks (i.e. graphs) consists in the fact that these objects are non-manifolds.

Nowadays we can say that the formulation of Hamiltonian mechanics on manifolds

does not pose any serious technical difficulties [1]. However, the modeling of various

processes on networks (such as electric circuits, blood arteries, water-pipe supply)

necessitates the generalization of the classical mechanics to non-manifolds like graphs

and trees. Consider, for example, a Y - or T–junction. This domain is a semi-

algebraic set, but not a manifold. The difficulty comes from the branching point

whose neighbourhood is not homeomorphic to any Euclidean space Ek. It goes

without saying that any composition of Y –junctions into, for example, a complex

tree will not be a manifold either.

To our knowledge, the Hamiltonian problems on non-manifolds have not been

systematically studied. A notorious exception is the work [2], where the wave scat-

tering in the Klein–Gordon equation was investigated on a domain consisting of

three semi-infinite straight lines having one common point. We can also mention

the publication [3] where the BBM equation was considered on a tree. However,

their study does not rely on any particular variational structure of the governing

equation.

In the present study we will consider the celebrated sine-Gordon (sG) equation

which is Hamiltonian and integrable PDE [18, 6]. However, the integrability of the

sG equation is not compulsory for our purposes. In the developments presented be-

low we will use the Hamiltonian and Lagrangian structures to determine the relevant
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conservative quantities and construct an appropriate symplectic discretization. In

the present study, we will consider the discrete dynamics of sG on lattices composed

into graphs. The transition rules between adjacent lattices at junction points follow

from the discretization of local conservation laws. This approach was already used

in [2, 5]. What we hope is that the limit as the lattice parameter ∆ → 0 will provide

us with the continuous version of the Hamiltonian mechanics on non-manifolds.

The present study is organized as follows. In the following Section 2 we present

some basic facts on the sG equation. In Section 3 the discrete version of the sG

equation is constructed. Then, the formulation of the (discrete) sG equation on

graphs (non-manifolds) is presented in Section 4. Some preliminary numerical results

on graphs are shown in Section 5. Finally, the main conclusions of this study are

summarized in Section 6.

2. Continuous sine-Gordon equation

Consider the real space-time coordinates (x, t) ∈ R×R+. Then, the most common

version of the sine-Gordon (sG) equation reads [17]

utt − uxx + sinu = 0, (2.1)

where the subscripts (⋅)t, (⋅)x denote the derivatives with respect to the time t and

space x coordinates. In order to obtain a well-posed boundary value problem, equa-

tion (2.1) is completed by periodic or homogeneous Neumann boundary conditions.

The linear part ◻2u ∶= utt − uxx is the D’Alembertian or Laplacian in Minkowski

space M2. The sG equation is known to be Lorentz invariant and an integrable PDE

[7].

The name for this equation comes presumably from M. Kruskal by analogy

with the linear Klein–Gordon equation:

utt − uxx + u = 0, (2.2)

which is the linearization of (2.1). The Klein–Gordon equation (2.1) in its turn

should be rather called the Klein–Fock equation, see for more details [8].

Changing to the characteristic (light cone) coordinates (ξ, ζ), the sG equation

can be written in another equivalent form

uξζ = sinu, ξ ∶=
x + t

2
, ζ ∶=

x − t

2
.

However, in the present study we will privelege the inital formulation (2.1).
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2.1 Variational structure

The sG equation can be derived as the Euler–Lagrange equation of the following

Lagrangian density

LsG ∶= 1

2
(u2

t − u2

x) − 1 + cosu.

By using the Taylor expansion for the potential energy term, the Lagrangian density

Lsg can be rewritten as

LsG = 1

2
(u2

t − u2
x) − 1

2
u2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
LKG

+
∞

∑
k=2

(−1)k u2k

(2k)! = LKG +
∞

∑
k=2

(−1)k u2k

(2k)! .

The last form of the Lagrangian density is particularly suitable for the complexifi-

cation of the sG equation which derives from the following Lagrangian

Lc
sG
=

1

2
(ut u

∗
t − ux u

∗
x) − 1

2
uu∗ +

∞

∑
k=2

(−1)k (uu∗)k(2k)! , (2.3)

where u∗(x, t) is the complex conjugate of u(x, t) (in the complex-valued version of

the sG equation).

Moreover, the sG equation possesses also the Hamiltonian formulation

zt = JδzH, J ∶= ( 0 1

−1 0
) , (2.4)

z ∶= (u, v), δz ∶= (δu, δv) is the variational grafient, J is the symplectic operator and,

finally, the Hamiltonian functional H is defined as

H[z] ∶=
ˆ +∞

−∞

[ 1
2
v2 + 1

2
u2

x + 1 − cosu ]dx.
Equations (2.4) can be rewritten in component-wise form for the sake of clearness

ut =
δH
δv
= v,

vt = −
δH
δu
= uxx − sinu.

Consequently, the sG equation can be viewed as a Hamiltonian system with phase

space (u, v) and the symplectic form

ω ∶=
ˆ +∞

−∞

du ∧ dv dx. (2.5)

The Hamiltonian H[u, v] ≡ E(u) is a conserved quantity and it has the sense of

the physical energy

E(u) ∶=
ˆ +∞

−∞

[ 1
2
u2
t +

1

2
u2
x + 1 − cosu ]dx.
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Remark 1 One can remark also that there is another important functional con-

served for the equation (2.1) which can be associated to the total momentum

M[z] ∶=
ˆ +∞

−∞

vux dx.

The conservation of M[z] can be readily checked by computing dM
dt

.

2.2 Exact solutions

The sG equation has the following kink-type solution:

u(x, t) = 4arctan eγ(x+x0−ct), x0 ∈ R, (2.6)

where c ∈ [0,1) is the kink celerity and γ is the so-called Lorentz factor

γ2 ∶=
1

1 − c2
. (2.7)

The energy of the kink can be computed analytically as well E = 8γ. In our scaling

the speed of light is equal to 1. The kink solution realizes a smooth transition

between two ground states 0 ↝ 2π. More generally, the kinks can link in the phase

space two neighbouring states 2πk ↝ 2π(k ± 1).
There exist many other exact analytical solutions to the sG equation [17]. The

most important one, besides the kink, is perhaps the breather which is out of scope

of the present study.

3. Discrete sine-Gordon equation

In order to propose a discrete version of the sG equation we will follow the

variational framework. We showed above that the sG equation is a Hamiltonian

PDE. A natural way to convert it into a discrete dynamical system is to employ a

symplectic discretization [13]. The workflow is determined by the method of lines:

• Discretize the Hamiltonian functional H[z] in space on a lattice to obtain a

system of coupled Hamiltonian ODEs.

• Discretization in time of the system of Hamiltonian ODEs using a symplectic

scheme.

This programme will be realized below by following the gret lines of [13].

Consider a uniform lattice {xj = k∆x ∣ j = 1, . . . , n}, ∆x > 0. The values of the

sG solution u(x, t) at lattice points will be denoted by uj ≈ u(xj). For the moment

we will consider only interior nodes. The junction points (end points of the lattice)
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Figure 1. The analytical kink solution (2.6) to the sine-Gordon equation (2.1) for two

values of the speed parameter c = 0.5 and c = 0.95.

will be discussed below. After the discretization, the phase space becomes finite

dimensional, since {zj}nj=1 = {(uj, vj) ∈ R2}nj=1 ∈ R2n. The discrete symplectic form

on this space becomes

ωn =

n

∑
j=1

duj ∧ dvj ∆x,

which is a straightforward discretization of (2.5). The Hamiltonian functional will

be approximated with the rectangular rule as the following sum

Hn[{uj, vj}] = n

∑
j=1

[1
2
v2j +

1

2
(uj − uj−1

∆x
)2 + 1 − cosuj]∆x.

The system of Hamiltonian ODEs follows automatically

dzj

dt
= Jn ⋅∇zj

Hn[z], Jn = ( 0 In

−In 0
) , i = 1, . . . , n.

After computing the derivatives, the last semi-discrete system becomes

duj

dt
= vj , (3.1)

dvj

dt
=

wj+1 − wj

∆x
− sinuj, (3.2)
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where wj+1(t) ∶= uj+1−uj

∆x
and wj(t) ∶= uj−uj−1

∆x
. It can be shown [13] that the semi-

discrete scheme (3.1), (3.2) satisfies a local energy conservation law

d

dt
[1
2
v2j +

1

2
w2

j + 1 − cosuj] + Fj+ 1

2

− Fj− 1

2

∆x
= 0, (3.3)

where the quantity in brackets Ej ∶= 1

2
v2j +

1

2
w2

j + 1 − cosuj is the (semi-)discrete

energy and Fj+ 1

2

∶= −vjwj+1, Fj− 1

2

∶= −vj−1wj are the energy fluxes.

In order to obtain a fully discrete scheme, the system of ODEs (3.1), (3.2) can

be discretized in time with a symplectic Euler method, for example:

um+1
j = um

j + ∆t vm+1j ,

vm+1j = vmj + ∆t[wm
j+1 − wm

j

∆x
− sinum

j ],
where ∆t > 0 and um

j ∶= u(xj, tm), tm ∶= m∆t, m = 1,2, . . . After eliminating vnj and

wn
j from these equations we obtain the classical leap-frog scheme as a fully discrete

anlog of the sG equation

um+1
j − 2um

j + um−1
j

∆t2
−

um
j+1 − 2um

j + um
j−1

∆x2
+ sinum

j = 0.

After simple algebraic manipulations we can obtain the following discrete dynamical

system for interior nodes of the lattice:

um+1
j = 2um

j − um−1
j + (∆t

∆x
)2[um

j+1 − 2um
j + um

j−1] − ∆t2 sinum
j , m = 1,2, . . . .

The treatment of nodes at junctions will be discussed below.

In general, one cannot expect to have the fully discrete energy conservation law

similar to (3.3), in contrast to the semi-discrete schemes. The reason is that a

symplectic scheme aims to preserve the symplectic form and it does not guarantee

anything about the Hamiltonian. However, the backward error analysis explains

why, in general, the symplectic discretizations of PDEs show satisfactory energy

conservation properties [15].

4. Formulation on graphs

In this Section we will describe the assembling procedure of 1D lattices ℓi ∶= {xj ∈[ai = x1, bi = xni
] ∣ j = 1 . . . , ni} into a network whose mathematical description is

usually given on the language of the graph theory. In the sequel we will denote by

ai, bi the starting and terminal points of the lattice ℓi respectively.
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Consider a simple oriented network-shaped weighted graph G ∶= (V,E). The

finite set of vertices V is basically the union of lattice initial and terminal nodes:

V ∶= {vj}mj=1 ≡
∣E∣

⋃
i=1

{ai,bi}.

The finite set of edges E ⊆ {(a,b) ∈ V 2 ∣ a ≠ b}. Every edge ei ∶= (ℓi, ωi) consists of

1D lattice segments whose orientation is naturally determined by the enumeration

of discrete lattice points (or equivalently the choice of the first and last points ai

and bi). The length of the edge ℓi can be prescribed through its weight ωi:

ωi ∶= ∣ℓi∣∆xi ≡ ni, i = 1, . . . , ∣E∣.
where ∣ℓi∣ is the number of points in the lattice and ∆xi is the spacing between two

consecutive points.

The internal organization of the network G is traditionally given by graph-

theoretical data structures such as the incidence and adjacency matrices [9]. In

the present study we will privelege the incidence matrix representation. By defi-

nition, the incidence matrix I = (bij)n×m ∈ Matn×m(Z), n ∶= ∣V ∣, m ∶= ∣E∣ has the

following elements

bij =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

+1, if the edge ej enters the vertex vi,

−1, if the edge ej leaves the vertex vi,

0, otherwise.

.

For the sake of illustration let us consider the graph G0 = (V,E) represented on

Figure 2. It is composed of four vertices V = {v1, v2, v3, v4} and six edges E =

{e1, . . . , e6}. It is straightforward to check that the incidence matrix I0 of the graph

G0 is

I0 =

⎛⎜⎜⎜⎜⎝

−1 0 0 0 1 −1
1 −1 −1 0 0 0

0 1 0 −1 0 1

0 0 1 1 −1 0

⎞⎟⎟⎟⎟⎠
.

However, the most important information for us is the correspondance between the

vertices vi with starting/terminal points of the lattices which compose the edges ej .

This correspondance is given as a list:

v1 = {a1,a6,b5}, v3 = {a4,b2,b6},
v2 = {a2,a3,b1}, v4 = {a5,b3,b4}.

9



v1

v2

v3v4

e1 e6

e4

e2
e3

e5

Figure 2. A sample graph used in our study for the sake of illustration.

4.1 Conditions on junctions: the continuous case

To fix the notations, consider a Y –junction composed of three semi-infinite

strings S1,2,3 embedded into the Euclidean space R2:

Y ∶= {x ∈ R2 ∶ ∃i ∈ {1,2,3} such that x ∈ Si}
The intersection of all three strings is located at the unique point C ∈ R2 defined as

(see Figure 4 for the illustration):

C ∶= S1 ∩ S2 ∩ S3.

A simple topological argument can be applied to show that the set Y is not

homeomorphic to any Euclidean space. Indeed, let us remove virtually the junction

point C from this set Y. It will be decomposed in three disjoint components. Clearly,

any Euclidean space Rn, n ⩾ 1 does not have such a point with the same property.

The first natural condition to be satisfied at the junction point C is the continuity

of the solution

lim
x→C, x∈S1

u(x, t) = lim
x→C, x∈S2

u(x, t) = lim
x→C, x∈S3

u(x, t). (4.1)

Moreover, this condition has to be completed by the “charge” conservation property

adopted also in some previous studies of Klein–Gordon [14, 2] and sG [5] equations

studies:

∂1u∣
x→C, x∈S1

+ ∂2u∣
x→C, x∈S2

+ ∂3u∣
x→C, x∈S3

= 0, (4.2)

10



Figure 3. A schematic representation of the phase spaces foliation at a junction point.

where ∂i denotes the first spatial derivative along the branch Si, i = 1,2,3. Condition

(4.2) is a continuous analogue of the celebrated Kirchhoff’s circuit law.

4.1.1 Phase space structure

It can be beneficial for our understanding and analysis of the sG dynamics on the

graphs to look at the structure of the phase space. For this purpose let us consider

for simplicity the Y -junction represented in the center of Figure 2. The augmented

phase space for the unsteady sG equation restricted to a branch (say e1) will consist

of P × I , where P ∶= (ü, u̇, u, ux, uxx) is the usual configuration space and I is the

spatial extent of a branch (I = [v1, v2] in this particular case). We have to augment

the configuration space P by I since the joints are realized on the boundaries of the

interval I . This portion of the phase space is schematically represented on Figure 3.

In Geometry these structures are called the foliations [12]. We stress out that it is

only the local structure of the global phase space corresponding to the graph shown

on Figure 2 which is represented. In order to represent the global structure, the

borders of the phase spaces of individual branches (leaves on Figure 3) have to be

glued together in accordance with the scheme prescribed by the graph G.

4.1.2 Back-to-Manifold approach

Condition (4.2) can be demonstrated by converting (“inflating”) the Y -junction

domain into a manifold Yδ of small thickness δ > 0. Thus, Yδ becomes a tubular
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neighbourhood of our network. The sketch of the proof is shown on Figure 5. On

the boundary ∂Yδ we impose the homogeneous Neuman condition [10, 5]:

∂nu ∣x∈∂Yδ = 0, ∂nu ∶= ∇u ⋅n, (4.3)

The main idea of demonstrating (4.2) consists in integrating the 2D version of

the sG equation 2.1 over the domain Ωδ ∩ Yδ1 and using the Stokes theorem in the

divergence (Laplacian) term:

¨

Ωδ∩Yδ

[utt + ∇2u + sinu]dx =
¨

Ωδ∩Yδ

[utt + sinu]dx
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

(i)

+
ˆ

∂(Ωδ∩Yδ)

∂nuds

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
(ii)

= 0.

By assuming the solution u(x, t) to be smooth and bounded in Ωδ, the first integral

(i) scales with O(δ2). After taking into account the boundary condition (4.3), the

second integral (ii) becomes just the sum of three line integrals over ℓi in the interior

of the domain Yδ (represented with red color on Figure 5):

3

∑
i=1

ˆ

ℓi

∂nuds

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
O(δ)

+ O(δ2) = 0 ∣ × δ−1

Let us observe that under the same assumptions on the solution u(x, t) the first

integral scales as O(δ). Thus, dividing the last identity by δ and taking the limit

δ → +0 leads the desired result (4.2).

4.1.3 Conservation laws approach

A weaker version of condition (4.2) can be derived from variational considera-

tions by following [2]. Consider a complex-valued field u(x, t) ∶ R ×R+ ↦ C whose

behaviour is described by Lagrangian density (2.3). The energy-momentum tensor

T = (T αβ) of the field u(x, t) satisfies the following conservation laws

∂αT αβ
= 0, (4.4)

where ∂0 ∶= ∂t, ∂1 ∶= ∂x. The components of tensor T are given in [16]

T αβ
=

δLc
sG

δ(∂αu) ∂ βu +
δLc

sG

δ(∂αu∗) ∂ βu∗ − gαβLc
sG
, α, β = 0,1, (4.5)

1The domain Ωδ ∶= D2δ(C) is a disc centered at the junction point C with radius 2δ depicted

on Figure 5.

12



C

S2
S3

S1
R2

x2
x3

x1

x0

Figure 4. Sketch of a Y –junction composed of three strings S1,2,3 with the center located

at the point C.

S2

S1

S3

δ

C
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Ωδ

δ

δ

2δ

Yδ

ℓ1

ℓ2ℓ3

Figure 5. The Y -junction from the previous Figure 4 converted into a manifold Yδ by

extending all the branches to some finite thickness δ > 0.
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where gαβ ∶= diag{1,−1} is the Minkowski tensor. The contravariant derivative

operator ∂ α is related to ∂β by ∂ α ∶= gαβ∂β . It is straightforward to compute the

components of T from (4.5):

T 00
=

1

2
∂0u∂0u

∗ + 1

2
∂1u∂1u

∗ + 1 − cosu, T 01
= −(∂0u∂1u∗ + ∂0u

∗∂1u). (4.6)

One can easily identify T 00 with the energy density and T 01 with the energy flux

(see also equation (4.4)). Postulating the energy conservation on the Y -junction one

obtains the following condition (see [2] for more details):

T 10∣
x→C, x∈S1

+ T 10∣
x→C, x∈S2

+ T 10∣
x→C, x∈S3

= 0,

which can be expanded according to (4.6) to give finally the following analogue of

the Kirchhoff condition:

∂tu
∗(∂1u + ∂2u + ∂3u) + ∂tu(∂1u∗ + ∂2u∗ + ∂3u∗) = 0 at x = C. (4.7)

The last condition is weaker than (4.2) in the sense that all solutions to (4.2) satisfy

(4.7). However, the inverse generally is not true.

In the sequel of the paper we will require that continuity (4.1) and “charge”

conservation (4.2) conditions are satisfied at junction points.

Remark 2 One can notice that this approach can be generalized straightforwardly

to any general nonlinearity in equation (2.1), not only f(u) = sinu:

utt − uxx + f(u) = 0.

The reason is that the components of tensor T depend only on the differential terms

in (2.1).

Remark 3 The compatibility conditions (4.1), (4.2) at the graph vertices can be

straightforwardly generalized to the situations where any (finite) number of strings

meet at one junction point.

Remark 4 It goes without saying that the initial condition u(x, t = 0) = u0(x) on

a graph G has to be compatible with ( i.e. satisfy) conditions (4.1), (4.2) as well.

4.2 Conditions on junctions: the discrete case

It is straightforward to obtain the discrete version of compatibility conditions

(4.1), (4.2) by following the approach proposed in [5]. By using the continuity

condition (4.1), we can employ for simplicity the forward finite differences written

on adjacent nodes (see Figure 4 for the illustration). Let us denote the values of
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Parameter Value

Kink speed, c0 0.95; 0.5

Time step, ∆t 0.01

Final simulation time, T 25.0

Number of time steps, Nt 4000

Number of points, N 500

Spatial discretization step, ∆x 0.02

Table 1. Parameters used in numerical simulations presented in this manuscript.

the solution at neighbouring points xi, i = 0, . . . ,3 as ui ∶= u(xi). Then, the discrete

compatibility condition reads:

u1 − u0

∆x
+

u2 − u0

∆x
+

u3 − u0

∆x
= 0 ⇒ u0 =

1

3
(u1 + u2 + u3).

Obviously, as in the continuous case, the last discrete condition can be generalized

to any finite number of adjacent strings.

5. Numerical results

In order to represent graphically the solution, one has to specify also an embed-

ding of the graph G on R2 (for planar graphs and R3 in the general case), i.e. a

family of regular maps gi ∶ ei ∈ E ↦ R2 which satisfy the natural compatibility con-

ditions at the vertices. For the graph G0 we chose a natural embedding shown on

Figure 6. The initial condition consists of three kinks (2.6) initially placed on the

edges e1, e5, e6 propagating vertically upwards and connecting 0 to 2π. Solution

values on other edges are chosen in order to satisfy the continuity condition (4.1).

The values of all numerical parameters are given in Table 1. The total energy of

this system is equal to

E(0) = 3 × 8γ ≈ 76.86151382644181,

where γ is defined in (2.7). For the sake of comparison, the energy at the end of the

simulation was equal to E(T ) ≈ 76.97, which shows good conservative properties of

the scheme (the relative error is less than 1.5%).

The evolution of this initial condition on the interval [0, T ] under the sG dy-

namics is shown on Figure 7. When the kinks arrive at vertices v2, v3 and v4 (see

Figure 7(a)) they split in six kinks (see Figure 7(b)), which collide again right in the

middle of the edges e2, e3 and e4. We observe a topological change at the moment

of the collision (see Figure 7(c, d)), since all the kinks switch from the ground state

0 ↝ 2π to 0 ↝ −2π as a result of the mutual reflection. Then, the newly gener-

ated kinks propagate vertically downwards along the graph edges e1, e5 and e6 (see

15
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Figure 6. Embedding of the graph G0 in the plane R
2 along with the initial condition

(represented with the color of the edges E) for three kinks propagating upwards in the

network. Graph vertices V are represented with bold blue points.

Figure 7(e)). Finally, at the end of the simulation the three kinks collide again in

the vicinity of the vertice v1. At the moment of collision there is another topological

change from 0 ↝ −2π to −2π ↝ −4π. The corresponding video illustration can be

watched at this URL:

http://youtu.be/rwZ4d_T7nTs

Let us perform another simulation, where we take the same set-up as described

above, but the kinks are initialized to have the speed c = 0.5. One such kink is

depicted on Figure 1. The dynamics of this initial condition is shown on Figure 8.

In agreement with previous investigations [11, 5] this kink does not possess enough

energy to go through a junction. Consequently, the dynamics is confined only to the

subgraph whose edges were initialized with kinks. Here again we observe a similar

phenomenon to the previous case. When the kinks collide at the vertice v1 (around

t = 30), there is a topological change and all three solutions shift from 0 ↝ 2π to

2π ↝ 4π. The corresponding video illustration can be watched at this URL:

http://youtu.be/CtglMe0IcBk

6. Conclusions and perspectives

In the present study we considered a discrete formulation of the celebrated sine-

Gordon (sG) equation on domains which are not manifolds. More precisely, the 1D
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(a) t = 6.4
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(b) t = 9.45
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(e) t = 26.1
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(f) t = 33.0

Figure 7. Evolution of three sG kinks (with c = 0.95) on the graph G0.
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(a) t = 2.0
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(b) t = 9.0

−10 −5 0 5 10

−10

−8

−6

−4

−2

0

2

4

6

8

10

 

x

 

y

u(x,t)

1

2

3

4

5

6

(c) t = 16.0
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(d) t = 24.0
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(f) t = 40.0

Figure 8. Evolution of three sG kinks (with c = 0.5) on the graph G0.
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lattices can be assembled into arbitrary graphs (networks) and the coupled dynamics

can be efficiently simulated using a simple symplectic numerical scheme. The edges

of the graph deserve a special treatment based on local conservation laws. The

performance of this formulation was illustrated on a practical example of a connected

graph involving four cycles. A sequence of topological changes was detected during

the collisions of elementary sG kinks at the graph vertices. We considered two

different situations when the kinks initially were super- and sub-critcal. In the

latter case the system dynamics is restricted only to a sub-graph since the kinks do

not possess enough energy to go through the junctions.

In this study we considered only simple graphs G = (V,E). However, we believe

that the generalization to multi2- and pseudo3-graphs should be straightforward.

Using two complementary approaches we derived the coupling conditions in junc-

tion points for the sG equation. One of the methods relies heavily on the variational

structure of these equations (see Section 4.1.3). Consequently, its application is lim-

ited to models which derive from a Lagrangian functional. The other method (back-

to-manifold approach) is more general, since it consists in “inflating” the channels,

integrating the PDE on the resulting manifold and taking the limit w → 0, where

w is the characteristic width of the “tubes”. The main findings of our study can be

summarized as follows:

• Two complementary methodologies to derive compatibility conditions for the

sG equation in junction points were proposed. They lead to equivalent results

in our context

• A variational symplectic scheme for the sG equation on graphs was described

• The scheme performance was illustrated on two test-cases of a system of kinks

propagating in a closed network

The application of the techniques developed in the present study to the classical

fluids in the framework of NSWE equations is in progress.
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