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Introduction and general notations

Backward stochastic differential equations (BSDEs) are the non-Markovian (stochastic) counterpart

of semi-linear parabolic equations. They have a wide range of applications in economics, and more

generally in optimal control. In mathematical finance, the standard hedging theory can be written

in terms of BSDEs (possibly reflected or with constraints), but they are also naturally associated

to risk measures (g-expectations), utility maximization under constraints, or recursive utilities.

These lectures are an introduction to the theory of BSDEs and to their applications. We will

concentrate on various existence and stability results, starting from the classical Lipschitz continuous

case up to quadratic BSDEs, and BSDEs with constraints.

Our aim is to present the techniques rather than the results by themselves, so that the reader can

enter the subject and further study the references we provide. These notes should be read in the

given order, some arguments that are used repeatedly will only be explained the first time they

appear.

We shall only consider BSDEs driven by a Brownian motion. Most of the results presented here

can be extended to BSDEs driven by a Brownian motion and a jump process, or even by a general

rcll martingale.

Very good complementary readings are the lectures notes [10, 29] and the book [31].

We collect here some general notations that will be used all over these notes.

We use the notation ∂xf to denote the derivative of a function f with respect to its argument x.

For second order derivatives, we write ∂2
xxf and ∂2

xyf .

The Euclydean norm of x ∈ Rd is |x|, d is given by the context.

We will always work on a probability space (Ω,F ,P) that supports a d-dimensional Brownian motion

W . We let F = (Ft)t≤T denote the augmentation of its raw filtration up to a fixed time horizon T .

In general, all identities are taken in the P − a.s. or dt × dP-a.e. sense, this will be clear from the

context.

We shall make use of the following spaces (the dimension of the random variables depends on the
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context):

• P : progressively measurable processes.

• Lp(Ft) : Ft-measurable random variables ξ such that ‖ξ‖Lp := E [|ξ|p]
1
p <∞. We write Lp if

t = T .

• Sp : ζ in P with continuous paths such that ‖ζ‖Sp <∞.

• Sprcll : ζ in P with rcll paths such that ‖ζ‖Sp := E
[
sup[0,T ] |ζ|p

] 1
p <∞.

• Ap : ζ in P with non-decreasing rcll paths and such that ζT ∈ Lp and ζ0 = 0.

• Hp : ζ in P such that ‖ζ‖Hp := E
[∫ T

0
|ζs|pds

] 1
p
<∞.

• Hp
: ζ in P such that ‖ζ‖Hp := E

[
[
∫ T

0
|ζs|2ds]

p
2

] 1
p
<∞.

• Tt : set of stopping times with values in [t, T ]. We write T for T0.

• H2
BMO : ζ in P such that ‖ζ‖H2

BMO
:= supτ∈T ‖E

[∫ T
τ
|ζs|2ds |Fτ

] 1
2 ‖L∞ <∞.

Given two processes X and X ′, we shall always use the notation ∆X for X − X ′. We apply the

same for two functions g and g′: ∆g = g − g′.

In all this document, C will denote a generic constant which may change from line to line. Although

it will not be said explicitly, it will never depend on quantities that may change in the course of the

argument (like a parameter that will be send to ∞ for instance).

Proofs will be given for the one dimensional case although the result is stated in a multivariate

framework. This is only to avoid heavy notations.
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Chapter 1

Introduction and motivations

1.1 What is a BSDE ?

Given an Rd-valued random variable ξ in L2 and g : Ω× [0, T ]×Rd×Rd×d, a solution to the BSDE

Yt = ξ +

∫ T

t

gs(Ys, Zs)ds−
∫ T

t

ZsdWs, t ≤ T, P− a.s., (1.1)

is a pair of adapted processes (Y, Z), typically in S2 ×H2, with values in Rd ×Rd×d such that (1.1)

holds.

It means that the process Y has the dynamics

dYs = −gs(Ys, Zs)ds+ ZsdWs,

but, as opposed to forward SDEs, we prescribe its terminal condition YT = ξ rather than its initial

condition Y0.

To fix ideas, let us consider the simple case g ≡ 0. Then, a couple (Y, Z) ∈ S2 ×H2 such that (1.1)

holds must satisfy

Yt = E [ξ |Ft]

and the Z component of the solution is uniquely given by the martingale representation theorem

ξ = E [ξ] +

∫ T

0

ZsdWs, i.e. E [ξ |Ft] = E [ξ] +

∫ t

0

ZsdWs.

From this particular case, we see that an adapted solution to (1.1) can only be given by a pair: the

component Z is here to ensure that the process Y is adapted. Unlike deterministic ODEs, we can

not simply revert time as the filtration goes in one direction.

In the rest of this Chapter, we provide various examples of applications. Other examples can be

found in the lectures notes [29] and in the book [31].
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1.2 Application to the hedging of financial derivatives

Let us first discuss some applications to the pricing and hedging of financial derivatives.1

1.2.1 European options

We consider here a financial market with one risky asset S whose evolution is given by

dSt = Stµtdt+ StσtdWt,

in which µ and σ are some predictable and bounded processes. A trader can either invest in the

risky asset S or borrow/lend money at an instantaneous risk free interest rate r, which is again

bounded and predictable for sake of simplicity. If πt is the amount of money invested in S at t, and

Y is the total wealth of the trader, then Y − π is the amount of money that is lend/borrowed, and

the dynamics of the wealth process is

dYt =
πt
St
dSt + rt(Yt − πt)dt = {πt(µt − rt) + rtYt} dt+ πtσtdWt.

Let us now consider a European option with payoff at time T given by a random variable ξ ∈ L2.

The aim of a trader who wants to sell this option is to define the minima initial amount of capital

Y0 such that he can cover the payoff ξ. Obviously, if we can find a π such that YT = ξ, then this

minimal amount is Y0. Otherwise stated we look for a couple (Y, π) such that

Yt = ξ −
∫ T

t

{πs(µs − rs) + rsYs} ds−
∫ T

t

πsσsdWs.

If there exists a predictable process λ such that (µ − r) = σλ, which is called a risk premium in

mathematical finance, then the above reads

Yt = ξ −
∫ T

t

{Zsλs + rsYs} ds−
∫ T

t

ZsdWs, (1.2)

after setting Z := πσ.

Hence, the problem of hedging the option is reduced to finding a solution to a BSDE.

In the above, the solution is explicitly given by Yt = EQ[e−
∫ T
t rsdsξ |Ft] in which Q is the equivalent

probability measure such that W +
∫ ·

0
λsds is a Brownian motion, the so-called risk neutral measure.

However, the solution is no more explicit if the interest rates for borrowing and lending are different.

Let us denote them by rb and rl respectively. Then, the dynamics of the wealth is given by

Yt = ξ −
∫ T

t

{
πsµs + rls(Ys − πs)+ − rbs(Ys − πs)−

}
ds−

∫ T

t

πsσsdWs.

1This section can be completed by the reading of El Karoui et al. [32, 30].
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Assuming that σ > 0, the corresponding BSDE is

Yt = ξ −
∫ T

t

{
Zs
µs
σs

+
rls
σs

(σsYs − Zs)+ − rbs
σs

(σsYs − Zs)−
}
ds−

∫ T

t

ZsdWs.

1.2.2 Hedging with constraints

Let us now consider the case where the trader wants to confine himself to strategies π satisfying

certain bounds: π ∈ [−m,M ] dt× dP-a.e. for given limits m,M > 0. Then, he needs to find (Y, Z)

satisfying (1.2) and Z/σ ∈ [−m,M ] dt× dP-a.e. In general, this problem does not have a solution

and one needs to relax (1.2) into

dYt ≤ {πt(µt − rt) + rtYt} dt+ πtσtdWt with YT = ξ, (1.3)

which we write as

Yt = ξ −
∫ T

t

{Zsλs + rsYs} ds−
∫ T

t

ZsdWs + AT − At, (1.4)

in which A is an adapted non-decreasing process. The A process can be viewed as a consumption

process. To ensure to keep π = Zσ within the prescribed bounds, one needs to start with a higher

initial wealth, which might indeed not be used and can therefore be consumed.

Hence, the solution is now a triplet (Y, Z,A). Obviously, uniqueness does not hold in general, as we

can always start with an higher Y0 and compensate with the A process. However, we are interested

here in the characterization of the minimal solution, in the sense that Y is minimal among all

possible solutions, since the trader wants to minimize the initial capital required for the hedging.

This problem has been widely studied in the mathematical finance literature, and we refer to

[5, 14, 20, 22] for an analysis in the context of BSDEs. The corresponding BSDE is usually referred

as a BSDE with constraint on the gain process.

1.2.3 American options

An American payoff can be viewed as an adapted process ζ: the amount ζt is paid to the holder if

he exercises his option at t before the maturity T .

Then, we want to find (Y, Z) solving (1.3) such that Y ≥ ζ on [0, T ] P−a.s. Again, we can not expect

to have an equality in (1.3) if we look for a minimal solution, which in particular should satisfy

YT = ζT . Then, a solution is again given by a triplet (Y, Z,A), with A adapted and non-decreasing,

such that (1.4) holds and Y ≥ ζ on [0, T ]. This is called a reflected BSDE, as the Y process should

be reflected on the lower barrier ζ so has to stay above it at any time. This class of BSDEs has

been first introduced in the context of mathematical finance by El Karoui et al. [30].
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1.2.4 Hedging according to a loss function

We now consider the problem of finding the minimal initial wealth Y0 such that there exists π for

which

E [`(YT − ξ)] ≥ m.

In the above, m is a threshold, and ` is a loss function: a non-decreasing and concave function,

which typically strongly penalizes the loss (YT − ξ)−. This pricing criteria has be widely studied by

Föllmer and Leukert [33, 34]. This leads to a class of BSDEs in which the terminal condition YT

is no more fixed, but has only to satisfy a certain moment condition. Their properties have been

studied by Bouchard, Elie and Réveillac [6].

1.3 Optimal control : the stochastic maximum principle

Let us now turn to an application in optimal control.

We consider here the problem of maximizing an expected gain of the form

J(ν) := E
[
g(Xν

T ) +

∫ T

0

ft(X
ν
s , νt)dt

]
,

in which Xν is the solution of the one dimensional sde

dXν
t = bt(X

ν
t , νt)dt+ σt(X

ν
t , νt)dWt

with ν in the set U of predictable processes with values in R.

In the above, the random maps f , b and σ are such that (t, ω) 7→ (ft(ω, x, u), bt(ω, x, u), σt(ω, x, u))

is predictable for any (x, u) ∈ R2 (we omit the ω argument in the following). We also assume that

they are dt × dP-a.e. bounded, C1 in their argument (x, u), and that themselves as well as there

first derivatives are Lipschitz. The function g maps Ω × R → R, g(0) ∈ L∞, and g is a.s. C1 with

bounded first derivative in x.

In the following, we shall show how BSDEs permits to provide necessary and sufficient conditions

for optimality. We refer to Peng [50, 51] for further references.

1.3.1 Necessary condition

Let us start with a necessary condition for a control ν̂ to be optimal. The general idea is to used a

spike variation of the form νε,τ := ν̂1[0,τ)∪[τ+ε,T ] +ν1[τ,τ+ε) with ε ∈ (0, T −τ) and ν a Fτ -measurable

random variable, τ ∈ T .

By optimality of ν̂, we must have

J(ν̂) ≥ J(νε,τ ),
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and therefore, if ε 7→ J(νε,τ ) is smooth,

∂εJ(νε,τ )|ε=0 ≤ 0 . (1.5)

The first problem is therefore to show that this map is smooth. From now on, we write X̂ for X ν̂

and Xντ,ε for Xντ,ε , and we assume that σ does not depend on ν for sake of simplicity, see [51] for

the general case.

Under this additional condition, we can first show that Xντ,ε is smooth with respect to ε.

Proposition 1.1 Let us consider the process Ŷ τ,ν defined as the solution of

Yt = 1t≥τ

(
bτ (X̂τ , ν)− bτ (X̂τ , ν̂τ )

)
+

∫ t

τ

∂xbs

(
X̂s, ν̂s

)
Ysds+

∫ t

τ

∂xσs

(
X̂s

)
YsdWs . (1.6)

Assume that ν̂ has P − a.s. right-continuous paths. Then, Ŷ ν,τ = ∂
∂ε
Xντ,ε

|ε=0 on [0, T ] P − a.s.

Moreover,

∂

∂ε
J(νε,τ )|ε=0 = E

[
∂xg(X̂T )Ŷ ν,τ

T +

∫ T

τ

∂xfs(X̂s, ν̂s)Ŷ
ν,τ
s ds

]
+ E

[
fτ (X̂τ , ν)− fτ (X̂τ , ν̂τ )

]
. (1.7)

The idea of the stochastic maximum principle is to introduce a set of dual variables in order to

exploit (1.7). Let us first define the Hamiltonian:

Ht(x, u, p, q) := bt(x, u)p+ σt(x)q + ft(x, u).

Then, we assume that there exists a couple (P̂ , Q̂) of square integrable adapted processes satisfying

the BSDE

P̂t = ∂xg(X̂T ) +

∫ T

t

∂xHs(X̂s, ν̂s, P̂s, Q̂s)ds−
∫ T

t

Q̂sdWs . (1.8)

This equation is called the adjoint equation and (P̂ , Q̂) the adjoint process.

The reason for introducing this process becomes clear once we apply Itô’s Lemma to P̂ Ŷ τ,ν . Indeed,

assuming that the local martingale part of P̂ Ŷ τ,ν is a true martingale, we obtain that ∂xg(X̂T )Ŷ τ,ν
T =

P̂T Ŷ
τ,ν
T is equal in expectation to

P̂τ (bτ (X̂τ , ν)− bτ (X̂τ , ν̂τ ))−
∫ T

τ

Ŷ τ,ν
s ∂xHs(X̂s, ν̂s, P̂s, Q̂s)ds

+

∫ T

τ

∂xbs

(
X̂s, ν̂s

)
Ŷ τ,ν
s P̂sds+

∫ t

τ

∂xσs

(
X̂s

)
Ŷ τ,ν
s Q̂sds,
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which, by definition of H, is equal to

P̂τ (bτ (X̂τ , ντ )− bτ (X̂τ , ν̂))−
∫ T

τ

Y τ,ν
s ∂xfs

(
X̂s, ν̂s

)
ds .

It follows that

∂εJ(νε,τ )|ε=0 = E
[
Hτ (X̂τ , ντ , P̂τ , Q̂τ )−Hτ (X̂τ , ν̂, P̂τ , Q̂τ )

]
.

By arbitrariness of ν, this implies the necessary condition

Hτ (X̂τ , ν̂τ , P̂τ , Q̂τ ) = max
u∈R
Hτ (X̂τ , u, P̂τ , Q̂τ ) P− a.s. (1.9)

for all τ ∈ T .

A similar analysis can be carried out when σ does depend on the control ν but it requires a second

order expansion in the definition of Y above. See Peng [50, 51].

1.3.2 Sufficient condition

We work within the same framework as above, except that we now allow σ to depend on the control

process ν.

We assume here that the maps

x 7→ g(x) and x 7→ Ĥt(x, P̂t, Q̂t) := sup
u∈R
Ht(x, u, P̂t, Q̂t) are P− a.s. concave (1.10)

for almost every t ∈ [0, T ], and that

∂xHτ (X̂τ , ν̂τ , P̂τ , Q̂τ ) = ∂xĤτ (X̂τ , P̂τ , Q̂τ ) (1.11)

for all stopping times τ . Note that the latter corresponds to the envelop principle along the path of

(X̂, P̂ , Q̂).

Under the above assumptions, the condition

Hτ (X̂τ , ν̂τ , P̂τ , Q̂τ ) = max
u∈R
Hτ (X̂τ , u, P̂τ , Q̂τ ) ∀ τ ∈ [0, T ] (1.12)

is actually a sufficient condition for optimality.

Indeed, we first note that, by concavity of g,

E
[
g(X̂T )− g(Xν

T )
]
≥ E

[
∂xg(X̂T )(X̂T −Xν

T )
]

= E
[
P̂T (X̂T −Xν

T )
]
,
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which, by Itô’s Lemma and (1.11), implies

E
[
g(X̂T )− g(Xν

T )
]
≥ E

[∫ T

0

P̂s(bs(X̂s, ν̂s)− bs(Xν
s , νs))ds

]
− E

[∫ T

0

∂xĤs(X̂s, P̂s, Q̂s)(X̂s −Xν
s )ds

]
+ E

[∫ T

0

(
σs(X̂s)− σs(Xν

s )
)
Q̂sds

]
.

By definition of H, Ĥ and (1.10)-(1.12), this leads to

J(ν̂)− J(ν) ≥ E
[∫ T

0

(Hs(X̂s, ν̂s, P̂s, Q̂s)−Hs(X
ν
s , νs, P̂s, Q̂s))ds

]
− E

[∫ T

0

∂xĤs(X̂s, P̂s, Q̂s)(X̂s −Xν
s )ds

]
≥ E

[∫ T

0

Ĥs(X̂s, P̂s, Q̂s)− Ĥs(X
ν
s , P̂s, Q̂s)ds

]
− E

[∫ T

0

∂xĤs(X̂s, P̂s, Q̂s)(X̂s −Xν
s )ds

]
≥ 0 .

Remark 1.1 Let us now assume that µ, σ and f are non-random and assume that there exists a

smooth solution ϕ to the Hamilton-Jacobi-Bellman equation:

0 = sup
u∈R

(
∂

∂t
ϕ(t, x) + bt(x, u)∂xϕ(t, x) +

1

2
(σt(x, u))2∂2

xxϕ(t, x) + ft(x, u)

)
with terminal condition ϕ(T, ·) = g. Assume that the sup is attained by some û(t, x). Set p := ∂xϕ

and q := ∂2
xxϕσ. It follows from the envelop theorem, that (p, q) formally solves (take the derivative

with respect to x in the above equation)

0 = Lû(t,x)p(t, x) + ∂xĤt(x, p(t, x), q(t, x, û(t, x)))

with the terminal condition p(T, ·) = ∂xg. Let now X̂ be the controlled process associated to the

Markov control ν̂ = û(·, X̂·) (assuming that it is well defined). Then, Itô’s Lemma implies that

p(t, X̂t) = ∂xg(X̂T ) +

∫ T

t

∂xHs(X̂s, ν̂s, p(s, X̂s), q(s, X̂s, ν̂s))ds

−
∫ T

t

q(s, X̂s, ν̂s)dWs .

Under mild assumptions ensuring that there is only one solution to the above BSDE, this shows that

P̂t = p(t, X̂t) = ∂xϕ(t, X̂t) and Q̂t = q(t, X̂t, ν̂t) = ∂2
xxϕ(t, X̂t)σt(X̂t, ν̂t) .

Otherwise stated, the adjoint process P̂ can be seen as the derivative of the value function with

respect to the initial condition in space, while Q̂ is intimately related to the second derivative.
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1.3.3 Examples

Example 1.1 Let us first consider the problem

maxE [ln(Xν
T )]

where Xν is defined as

Xν
t = x0 +

∫ t

0

Xν
s νs

dSs
Ss

= x0 +

∫ t

0

Xν
s νsµsds+

∫ t

0

Xν
s νsσsdWs (1.13)

for some x0 > 0 and where

St = S0e
∫ t
0 (µs−σ2

s/2)ds+
∫ t
0 σsdWs

for some bounded predictable processes µ and σ > 0 with 1/σ bounded as well.

This corresponds to the problem of maximizing the expected logarithmic utility of the discounted

terminal wealth in a one dimensional Black-Scholes type model with random coefficients. Here, ν

stands for the proportion of the wealth Xν which is invested in the risky asset S.

It is equivalent to maximizing E [Xν
T ] with Xν now defined as

Xν
t =

∫ t

0

(νsµs − ν2
sσ

2
s/2)ds .

The associated Hamiltonian is

Ht(x, u, p, q) = (uµt − (u2σ2
t /2))p .

Thus Ĥt(x, p, q) = 1
2

µ2t
σ2
t
p and the argmax is û(t, x, p, q) := µt

σ2
t
. It follows that the dynamics of the

adjoint process (P̂ , Q̂) is given by

P̂t = 1−
∫ T

t

Q̂sdWs .

This implies that P̂ = 1 and Q̂ = 0 dt × dP a.e. In particular, for X̂ := X ν̂ with ν̂ := µ/σ2 the

optimality conditions of the previous section are satisfied. This implies that ν̂ is an optimal strategy.

Since the optimization problem is clearly strictly concave in ν, this is the only optimal strategy.

Observe that the solution is trivial since it only coincides with taking the max inside the expectation

and the integral in E [Xν
T ] = E

[∫ T
0

(νsµs − ν2
sσ

2
s/2)ds

]
.

Example 1.2 We consider a similar problem as in the previous section except that we now take

a general utility function U which is assumed to be C1, strictly concave and increasing. We also

assume that it satisfies the so-called Inada conditions: ∂xU(∞) = 0 and ∂xU(0+) =∞.

12



We want to maximize E [U(Xν
T )] where Xν is given by (1.13). We write X̂ for X ν̂.

In this case, the condition (1.12) reads

Ht(X̂t, ν̂t, P̂t, Q̂t) = sup
u∈R

(
u µtX̂tP̂t + u σtX̂tQ̂t

)
.

But, it is clear that it can be satisfied only if

Q̂t = −λtP̂t with λ = µ/σ .

Thus, by (1.8), P̂ should have the dynamics

P̂t = ∂xU(X̂T ) +

∫ T

t

λsP̂sdWs .

This implies that we have to find a real P̂0 > 0 such that

P̂t = P̂0e
− 1

2

∫ t
0 λ

2
sds−

∫ t
0 λsdWs

and P̂T = ∂xU(X̂T ). Hence, the optimal control, if it exists, should satisfy

X̂T = (∂xU)−1
(
P̂0e

− 1
2

∫ T
0 λ2sds+

∫ T
0 λsdWs

)
. (1.14)

Now, let Q ∼ P be defined by dQ = P̂T/P̂0 so that WQ = W +
∫ ·

0
λsds is a Q-Brownian motion, and

that Xν is a supermatingale under Q for all ν ∈ U . If X̂ is actually a true Q-martingale, then we

must have

x0 = EQ
[
(∂xU)−1

(
P̂0e

− 1
2

∫ T
0 λ2sds+

∫ T
0 λsdWs

)]
. (1.15)

Using the Inada conditions imposed above, it is clear that we can find P̂0 such that the above identity

holds. The representation theorem then implies the existence of an admissible control ν̂ such that

(1.14) is satisfied. Since the sufficient conditions of Section 1.3.2 hold, this shows that ν̂ is optimal.

We can also check this by using the concavity of U which implies

U(Xν
T ) ≤ U(X̂T ) + ∂xU(X̂T ) (Xν

T −XT ) = U(X̂T ) + P̂T

(
Xν
T − X̂T

)
.

Since, by the above discussion, the last term is non positive in expectation, this shows that the

optimal terminal wealth is actually given by (1.14).

1.4 Exponential utility maximization with constraints

We now consider a similar utility maximization problem, but we add constraint on the financial

strategy. We restrict to an exponential utility function. Then, the following has been first discussed
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in El Karoui and Rouge [55]. See also Hu et al. [38] for more details and for the case of power

utility functions, or [37] for general utility functions.

Let U be predictable processes with values in a compact (for simplicity) subset A ⊂ R. Given some

predictable bounded processes ν and σ, we describe here the wealth associated to a trading strategy

ν ∈ U by the dynamics

dV ν
t = νt(µtdt+ σtdWs), V

ν
0 = 0.

We want to compute

u0 := sup
ν∈U

E [U(V ν
T )] with U(v) := −e−ηv, η > 0.

We use the following approach: find a process Y such that Lν := U(V ν − Y ) satisfies

• Lν is a super-martingale for all ν ∈ U .

• Lν̂ is a -martingale for one ν̂ ∈ U .

• LνT = U(V ν
T ) for all ν ∈ U .

• Lν0 does not depend on ν ∈ U , we call it L0.

If such a process exists then

E
[
U(V ν̂

T )
]

= E
[
Lν̂T
]

= L0 ≥ E [LνT ] = E [U(V ν
T )] ,

so that ν̂ is optimal and u0 = L0.

Let us take Y of the form (1.1). Then,

dLνt = −ηLνt
(
νtµt + gt(Yt, Zt)−

η

2
(νt − Ztσt)2

)
dt− η(νtσt − Zt)Lνt dWt.

Thus, we must have

gt(Yt, Zt) = g(Zt) = min
a∈A

(η
2

(aσt − Zt)2 − aµ
)

= min
a∈A

η

2

(∣∣∣∣aσt − (Z +
µt
ησt

)

∣∣∣∣2 − 2Zt
µt
ησt
−
∣∣∣∣ µtησt

∣∣∣∣2
)
.

This provides BSDE with a driver which is quadratic in Z. If a solution exists with Z such that Lν̂

is a true martingale for ν̂ ∈ U defined by

g(Z) =
(η

2
(ν̂σt − Zt)2 − ν̂µ

)
,

then, ν̂ is actually the optimal trading strategy. We shall see later, see Theorem 2.5 below, that

existence holds and that the corresponding Z belongs to H2
BMO, which ensures that Lν̂ is indeed a

true martingale, see Kazamaki [39].

Remark 1.2 For U(x) = xγ, we take ν as the proportion of wealth and

Lν := e
∫ ·
0 γνsdWs− 1

2

∫ ·
0 γ|νs|

2dse
∫ ·
0 γνs

µs
σs
ds+Y .

We obtain by the same arguments as above that the value is xγeY0.
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1.5 Risk measures representation

Backward stochastic differential equation can also be used to construct risk measures. We briefly

discuss this here and refer to Peng [53] for a complete treatment.

Let us first introduce the notion of F -expectation defined by Peng, which is intimately related to

the notion of risk measures.

Definition 1.1 A non-linear F-expectation is an operator E : L2 7→ R such that

• X ′ ≥ X implies E [X ′] ≥ E [X ′] with equality if and only if X ′ = X.

• E [c] = c for c ∈ R.

• For each X ∈ L2 and t ≤ T , there exists ηXt ∈ L2(Ft) such that E [X1A] = E [ηXt 1A] for all

A ∈ Ft. We write Et[X] for ηXt .

Remark 1.3 ηXt is uniquely defined. Indeed, if η̃t satisfies the same, we can take A = 1ηXt >η̃ and

deduce from the first item in the above definition that E [ηXt 1A] > E [ηt1A] if P[A] > 0. Note that it

corresponds to the notion of conditional expectation, in this non-linear framework.

Let us now consider the solution (Y, Z) of

Yt = ξ +

∫ T

t

gs(Ys, Zs)ds−
∫ T

t

ZsdWs, t ≤ T,

and call the Y component Egt [ξ]. We omit t when t = 0. We set gµ(y, z) = µ|z|.

The following remarkable result shows that not only BSDEs provides non-linear expectations, but

that a large class of them (typically the one used for cash invariant risk measures) are actually given

by a BSDE.

Theorem 1.1 Let g : Ω × [0, T ] × R × R 7→ R be such that g(x, y) ∈ H2 for all (x, y), and g is

uniformly Lipschitz in (y, z) dt× dP-a.e., then Eg is a non-linear expectation. Conversely, let E be

one non-linear F-expectation such that for all X,X ′ ∈ L2

E [X +X ′] ≤ E [X] + Egµ [X ′]

and

Et[X +X ′] = Et[X] +X ′ if X ′ ∈ L2(Ft).

Then, there exists a random driver g which does not depend on y such that |g(z)| ≤ µ|z| and E = Eg.
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1.6 Feynman-Kac representation of semi-linear parabolic

equations and numerical resolution

Let us conclude with the link between BSDEs and semi-linear partial differential equations.

Consider the solution X of the sde

X = x+

∫ ·
0

bs(Xs)ds+

∫ ·
0

σs(Xs)dWs,

in which b and σ are determinist maps that are assumed to be Lipschitz in their space variable.

Assume that there exists a solution v ∈ C1,2([0, T )× R) ∩ C0([0, T ]× R) to the PDE

0 = Lϕ+ g(·, ϕ, ∂xϕσ) on [0, T )× R, with v(T, ·) = G

in which

Lϕ = ∂tϕ+ b∂xϕ+
1

2
σ2∂2

xxϕ.

Then, the couple

Y := v(·, X) , Z := ∂xv(·, X)σ(X)

solves

Y = G(XT ) +

∫ T

·
gs(Xs, Ys, Zs)ds−

∫ T

·
ZsdWs.

Indeed, by Itô’s Lemma,

G(XT ) = v(t,Xt) +

∫ T

t

Lv(s,Xs)ds+

∫ T

t

∂xv(s,Xs)σs(Xs)dWs

= v(t,Xt)−
∫ T

t

gs(Xs, v(s,Xs), ∂xv(s,Xs)σs(Xs))ds+

∫ T

t

∂xv(s,Xs)σs(Xs)dWs.

In particular, if the above BSDE has at most one solution, then solving the BSDE or the PDE is

equivalent.

This provides an alternative to the resolution of PDEs by considering backward schemes of the form

Y n
tni

:= E
[
Y n
tni+1

+
T

n
gtni (Xn

tni
, Y n

tni+1
, Zn

tni
) |Ftni

]
,

Zn
tni

:=
n

T
Etni
[
Y n
tni+1

(Wtni+1
−Wtni

) |Ftni
]
,

in which Y n
T = g(Xn

T ) and Xn is the Euler scheme of X with time step T/n, tin = iT/n. When the

coefficients are 1/2-Hölder in time and Lipschitz in the other components, this scheme converges at

a speed n−
1
2 , see Bouchard and Touzi [8] and Zhang [58]. Obviously this scheme is only theoretic as

it requires the computation of conditional expectations. Still, one can use various Monte-Carlo type

approaches to turn it into a real numerical scheme, see the references in the survey paper Bouchard

and Warin [9] and in the book Gobet [35].
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Remark 1.4 a. A similar representation holds for elliptic equations. In this case, we have to

replace T in the BSDE by a random time τ , typically the first exist time of X from a domain, see

e.g. the survey paper Pardoux [47].

b. By considering BSDEs with jumps, one can also provide a representation of systems of parabolic

equations. The original idea is due to Pardoux, Pradeilles and Rao [49] and was further discussed

in Sow and Pardoux [56]. The corresponding numerical scheme has been studied by Bouchard and

Elie [4].
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Chapter 2

General existence and comparison results

The aim of this Chapter is to provide various existence and stability results for BSDEs of the form

(1.1).

From now on, a driver g will always be a random map Ω × [0, T ] × Rd × Rd×d 7→ Rd such that

(gt(y, z))t≤T ∈ P for all (y, z) ∈ Rd × Rd×d.

2.1 The case of a Lipschitz driver

We first consider the standard case of a Lipschitz continuous driver.

Assumption 2.1 g(0) ∈ H2 and g is uniformly Lipschitz in (y, z).

The following results are due to Pardoux and Peng [48]. See also [32] for more properties such as

differentiability in the Malliavin sense and for application in optimal control and in finance.

We first provide an easy estimate that will be used later on.

Proposition 2.1 Let Assumption 2.1 hold. Fix ξ ∈ L2. If (Y, Z) satisfies (1.1) (assuming it exists)

and (Y, Z) ∈ H2 ×H2, then Y ∈ S2.

Proof. We use (1.1), the fact that g has linear growth in (y, z) and the Burkholder-Davis-Gundy

inequality to obtain

‖Y ‖S2 ≤ CE
[
|ζ|2 +

∫ T

0

[|Ys|2 + |Zs|2 + |gs|2(0)]ds

]
.

2

Since the construction of a solution will be based on a contraction argument, we also need some

a-priori estimates on the stability of solutions with respect to their drivers and terminal conditions.

In particular, the following ensures that a BSDE can only have at most one solution.
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Proposition 2.2 (Stability) Let Assumption 2.1 for g and g′ holds. Fix ξ and ξ′ ∈ L2. Let (Y, Z)

and (Y ′, Z ′) be associated solutions (assuming they exist) in S2 ×H2. Then,

‖∆Y ‖2
S2 + ‖∆Z‖2

H2 ≤ C
(
‖∆ζ‖2

L2 + ‖∆g(Y, Z)‖2
H2

)
.

Proof. We fix α ∈ R, and apply Itô’s Lemma and the Lipschitz continuity of g′ to obtain

eαt|∆Yt|2 +

∫ T

t

eαs|∆Zs|2ds = eαT |∆ζ|2 +

∫ T

t

eαs
(
2∆Ys(gs(Y, Z)− g′s(Y ′, Z ′))− α|∆Ys|2

)
ds

−2

∫ T

t

eαs∆Ys∆ZsdWs

≤ eαT |∆ζ|2 +

∫ T

t

eαs[C|∆Ys|2 +
1

2
|∆Zs|2 + |∆gs|2(Ys, Zs)− α|∆Ys|2]ds

−2

∫ T

t

∆Ys∆ZsdWs.

The reason for introducing the α is that if we now choose α = C then the ∆Y terms cancel in the

first integral on the right-hand side:

eαt|∆Yt|2 +
1

2

∫ T

t

eαs|∆Zs|2ds ≤ eαT |∆ζ|2 + C

∫ T

t

|∆gs|2(Ys, Zs)ds− 2

∫ T

t

eαs∆Ys∆ZsdWs.

Note that
∫ ·

0
eαs∆Ys∆ZsdWs is a uniformly integrable martingale since by the Burkholder-Davis-

Gundy inequality

E

[
sup
[0,T ]

|
∫ ·

0

eαs∆Ys∆ZsdWs|

]
≤ CE

[
(

∫ T

0

|∆Ys|2 |∆Zs|2ds)
1
2

]

≤ CE

[
sup
[0,T ]

|∆Y |2
] 1

2

E
[∫ ·

0

|∆Zs|2ds
] 1

2

<∞.

Taking expectation in the previous inequality then yields

sup
t≤T

E
[
|∆Ys|2

]
+ ‖∆Z‖2

H2 ≤ C
(
‖∆ζ‖2

L2 + ‖∆g(Y, Z)‖2
H2

)
.

We now use the definition of ∆Y and the Burkholder-Davis-Gundy inequality to obtain

‖∆Y ‖S2 ≤ CE
[
|∆ζ|2 +

∫ T

0

[|∆Ys|2 + |∆Zs|2 + |∆gs|2(Ys, Zs)]ds

]
,

and the result follows from the previous estimate. 2

Remark 2.1 In the above, we did in fact not use the Lipschitz continuity of g. Existence of a

solution associated to g would be enough.

19



We are now in position to prove that a solution to (1.1) exists.

Theorem 2.1 (Existence) Let Assumption 2.1 holds. Then, there exists a unique solution to

(1.1).

Proof. In the case where g does not depend on (y, z) the result follows from the martingale

representation theorem. The general case is obtained by a contraction argument.

Let H2
α be the set of elements ζ ∈ P such that (e

α
2
tζt)t≤T ∈ H2, for α > 0. Given (U, V ) ∈ Hα let

us define (Y, Z) := Φ(U, V ) as the unique solution of (1.1) for the driver (t, ω) 7→ gt(ω, U(ω), V (ω)).

Define similarly (Y ′, Z ′) from (U ′, V ′). Then,

eαt|∆Yt|2 +

∫ T

t

eαs|∆Zs|2ds =

∫ T

t

eαs
[
2∆Ys(gs(U, V )− gs(U ′, V ′))− α|∆Ys|2

]
ds

−2

∫ T

t

eαs∆Ys∆ZsdWs.

Since g is Lipschitz,

∆Ys(gs(U, V )− gs(U ′, V ′)) ≤ C|∆Ys| |(∆U,∆V )s)| ≤ α|∆Ys|2 +
C

α
|(∆U,∆V )s|2,

in which we used that ab ≤ ηa2 + η−1b2 for all a, b ∈ R and η > 0. Then,

eαt|∆Yt|2 +

∫ T

t

eαs|∆Zs|2ds ≤
C

α

∫ T

t

eαs|(∆U,∆V )s|2ds− 2

∫ T

t

eαs∆Ys∆ZsdWs

and therefore

‖eα·(∆Y,∆Z)‖H2 ≤ C

α
‖eα·(∆U,∆V )‖H2 .

For α large enough, the map Φ is contracting, and therefore we can find a fix point (Y, Z) = Φ(Y, Z).

This also prove uniqueness in H2
α. We have (Y, Z) ∈ S2 ×H2 by Proposition 2.1 and uniqueness in

S2 ×H2 by Proposition 2.2. 2

We now state a comparison result. It is interesting per-se, and it will be of important use for the

construction of solutions with more general divers. Also note the technique that we use to prove it,

it is a linearization procedure which is part of the standard machinery.

Proposition 2.3 (Comparison) Let d = 1. Let Assumption 2.1 holds for g and assume that

existence holds for g′. Assume that ζ ≤ ζ ′ and g(Y ′, Z ′) ≤ g′(Z ′, Y ′) dt × dP-a.e. Then, Yt ≤ Y ′t
for all t ≤ T . If moreover P [ζ < ζ ′] > 0 or g(Y ′, Z ′) < g′(Z ′, Y ′) on a set of non-zero measure for

dt× dP, then Y0 < Y ′0 .
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Proof. Since g is Lipschitz, the following processes are bounded:

b := (Y − Y ′)−1(g(Y, Z)− g(Y ′, Z))1Y 6=Y ′ and a := (Z − Z ′)−1(g(Y ′, Z)− g(Y ′, Z ′))1Z 6=Z′ .

Let then Γt be the solution of

Γt = 1 +

∫ ·
t

Γtsbsds+

∫ ·
t

ΓtsasdWs.

Since

∆Y = ∆ζ +

∫ T

·
[bs∆Ys + as∆Zs + ∆gs(Y

′
s , Z

′
s)]ds−

∫ T

·
∆ZsdWs,

we obtain

∆Yt = E
[
ΓtT∆ζ +

∫ T

t

Γts∆gs(Y
′
s , Z

′
s)ds |Ft

]
.

2

Remark 2.2 Note that the same arguments lead to

Yt = E
[
ΓtT ζ +

∫ T

t

Γtsgs(0)ds |Ft
]
,

with

b := Y −1(g(Y, Z)− g(0, Z))1Y 6=0 and a := Z−1(g(0, Z)− g(0))1Z 6=0.

In particular, if |ξ|+ |g(0)| ≤M for some real number M , then Y is bounded.

2.2 The monotone case

We now relax the Lipschitz continuity assumption and replace it by a monotonicity condition. The

idea is originally due to Darling and Pardoux [23].

Assumption 2.2 (Monotonicity condition) g(0) ∈ H2, g is continuous with linear growth in

(y, z), is Lipschitz in z and

(g(y, ·)− g(y′, ·)) · (y − y′) ≤ κ|y − y′|2,

for all y, y′ ∈ Rd.

Note that we can reduce to the case κ = 0 in Assumption 2.2 by considering (eκtYt, e
κtZt)t in place

of (Y, Z). Thus, the name monotonicity condition.

As in the Lipschitz continuous case, we start with a-priori estimates that will then be used to

construct a contraction.
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Proposition 2.4 Let g be such that

yg(y, z) ≤ |y| |g(0)|+ κ
(
|y|2 + |y| |z|

)
for all (y, z) ∈ Rd×Rd×d. Fix ξ ∈ L2 and let (Y, Z) be a solution of (1.1). Then, there exists α > 0

and Cα (both independent on T ) such that

E

[
sup
t∈[0,T ]

eαt|Yt|2 +

∫ T

0

eαs|Zs|2ds

]
≤ CαE

[
eαT |ξ|2 +

(∫ T

0

e
α
2
s|gs(0)|ds

)2
]
.

Moreover, there exists γ > 0, independent on T , such that

|Yt|2 ≤ E
[
eγ(T−t)|ξ|2 +

∫ T

t

eγ(T−t)|gs(0)|2ds|Ft
]
.

Proof. Apply Itô’s Lemma to eαt|Yt|2 to obtain

eαt|Yt|2 +

∫ T

t

eαs|Zs|2ds = eαT |ξ|2 +

∫ T

t

eαs
[
2Ysgs(Ys, Zs)− α|Ys|2

]
ds− 2

∫ T

t

eαsYsZsdWs (2.1)

in which

2Ysgs(Ys, Zs)− α|Ys|2 ≤ C|Ys|2 + |gs(0)|2 + C|Ys| |Zs| − α|Ys|2

≤ C|Ys|2 + |gs(0)|2 +
1

2
|Zs|2 − α|Ys|2.

Take α = C and use the above to deduce

eαt|Yt|2 +
1

2

∫ T

t

eαs|Zs|2ds ≤ eαT |ξ|2 + C

∫ T

t

eαs|gs(0)|2ds− 2

∫ T

t

eαsYsZsdWs.

This provides the second assertion.

The first one follows from similar arguments, we first write that

2Ysgs(Ys, Zs)− α|Ys|2 ≤ C|Ys|2 + 2|Ys| |gs(0)|+ C|Ys| |Zs| − α|Ys|2

≤ C|Ys|2 + 2|Ys| |gs(0)|+ 1

2
|Zs|2 − α|Ys|2,

and take α = C to deduce from (2.1) that

eαt|Yt|2 +
1

2

∫ T

t

eαs|Zs|2ds = eαT |ξ|2 +

∫ T

t

eαs [2|Ys| |gs(0)|] ds− 2

∫ T

t

eαsYsZsdWs.

Then,

1

2
E
[∫ T

t

eαs|Zs|2ds
]
≤ E

[
eαT |ξ|2 +

∫ T

0

eαs [2|Ys| |gs(0)|] ds
]
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and

E
[
sup
t≤T

eαt|Yt|2 +
1

2

∫ T

0

eαs|Zs|2ds
]
≤ E

[
eαT |ξ|2 +

∫ T

0

eαs [2|Ys| |gs(0)|] ds
]

+E
[
2 sup
t≤T
|
∫ T

t

eαsYsZsdWs|
]
,

in which, given ι > 0,

2E
[
sup
t≤T

∫ T

t

eαsYsZsdWs

]
≤ 2E

[
(

∫ T

0

e2αs|Ys|2|Zs|2ds)
1
2

]
≤ 2E

[
sup
s
eαs|Ys|(

∫ T

0

|Zs|2ds)
1
2

]
≤ ιE

[
sup
s
eαs|Ys|2

]
+ CιE

[∫ T

0

|Zs|2ds
]

≤ ιE
[
sup
s
eαs|Ys|2

]
+ CιE

[
eαT |ξ|2 +

∫ T

0

eαs [|Ys| |gs(0)|] ds
]

and, given η > 0,

2E
[∫ T

0

eαs [|Ys| |gs(0)|] ds
]
≤ ηE

[
sup
s
eαs|Ys|2

]
+ CηE

[
(

∫ T

0

|gs(0)|ds)2

]
.

Combining the above leads to

E
[
sup
t≤T

eαt|Yt|2 +
1

2

∫ T

t

eαs|Zs|2ds
]
≤ (1 + Cι)E

[
eαT |ξ|2

]
+ (ι+ Cιη + η)E

[
sup
s
eαs|Ys|2

]
+Cη(1 + Cι)E

[
(

∫ T

0

|gs(0)|ds)2

]
.

We conclude by choosing ι = 1/4 and η = 1/(4Cι + 4). 2

Corollary 2.1 (Stability) Let Assumption 2.2 for g and g′ holds. Fix ξ and ξ′ ∈ L2. Let (Y, Z)

and (Y ′, Z ′) be associated solutions (assuming they exist). Then, there exists α > 0 and Cα (both

independent on T ) such that

‖∆Y ‖2
S2 + ‖∆Z‖2

H2 ≤ CαE

[
eαT‖∆ζ‖2

L2 +

(∫ T

0

e
α
2
s|∆gs|(Y ′s , Z ′s)ds

)2
]

Proof. (∆Y,∆Z) solves the BSDE with driver (y, z) 7→ ḡ(y, z) = g(y + Y ′, z + Z ′)− g′(Y ′, Z ′). It

satisfies the requirement of Proposition 2.4. 2

Theorem 2.2 (Existence) Let Assumption 2.2 holds. Then, there exists a unique solution to

(1.1).
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Proof. Uniqueness follows from Corollary 2.1. In the following, we separate the difficulties. Since

g is Lipschitz in z, we can first prove that a contraction holds when a solution exists for the BSDE

with driver g(·, V ) for any V ∈ H2. This is a rather direct consequence of Corollary 2.1. Then, we

will show that a solution actually exists for g(·, V ) by using the monotonicity condition.

Step 1. Let us first assume that, for any V ∈ H2, we can find a solution to

Yt = ξ +

∫ T

t

gs(Ys, Vs)ds−
∫ T

t

ZsdWs, t ≤ T. (2.2)

Given (U, V ), (U ′, V ′) let (Y, Z), (Y ′, Z ′) be the corresponding solutions and let Φ be the correspond-

ing mapping. Then, it follows from Corollary 2.1 that

‖∆Y ‖2
S2 + ‖∆Z‖2

H2 ≤ CαE

[(∫ T

0

e
α
2
s|gs(Y ′s , Vs)− gs(Y ′s , V ′s )|ds

)2
]
≤ C ′αTE

[∫ T

0

eαs|Vs − V ′s |2ds
]
.

Hence,

‖∆Y ‖2
S2 + ‖∆Z‖2

H2 ≤ C ′αTe
αT‖∆V ‖2

H2 .

For T ≤ δ small, the map Φ is contracting. For larger values of T , we can glue together the solutions

backward: construct a solution on [T, T − δ], given YT−δ construct a solution on [T − δ, T − 2δ] with

terminal condition YT−δ at T − δ, and so on. This provides a solution on [0, T ].

Step 2. It remains to prove that we can find a solution to (2.2) for any V ∈ H2. We now set

ht(y) = gt(y, Vt) and restrict to the case where |ξ|+ supt |ht(0)| is bounded by a constant M . This

will be important as we will modify the driver to reduce to the Lipschitz case and we need to ensure

that, in some sense, the modified driver shares the monotonicity property of h (which will come

from a bound on Y deduced from the bound on ξ and h(0)).

By truncating and mollifying the function h, we can find a sequence of (random) functions hn which

are Lipschitz in y, with values 0 if |y| ≥ n + 2, uniformly bounded on compact sets, and that

converges uniformly on compact sets to h. More precisely, we consider a smooth kernel ρ supported

by the unit ball, θn ∈ C∞ with values in [0, 1] such that θn(y) = 1 if |y| ≤ n and θn(y) = 0 if

|y| ≥ n+ 1. We set hn(y) :=
∫
ndρ(nu)θn(y − u)h(y − u)du.

This allows us to come back to the case of a Lipschitz driver. Then, there exists a solution (Y n, Zn)

to the BSDE associated to hn. We shall now show that (Y n, Zn)n is Cauchy, which will provide a

solution for the original driver g.

Since ξ and h(0) are uniformly bounded, Proposition 2.4 implies that |Y n| ≤ A, where A is inde-

pendent of n. This implies that hn is monotone along the path of Y . More precisely, if κ = 0 (which

we can always assume, see above), then hn in monotone on the ball center at 0 of radius n− 1:

hn(y) =

∫
|u|≤1

ndρ(nu)θn(y − u)h(y − u)du =

∫
|u|≤1

ndρ(nu)h(y − u)du for |y| ≤ n− 1,
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and therefore, for |y|, |y′| ≤ n− 1,

(y − y′)(hn(y)− hn(y′)) =

∫
|u|≤1

ndρ(nu)(y − u− (y′ − u))(h(y − u)− h(y′ − u))du ≤ 0,

since κ = 0.

In particular, for n,m ≥ A+ 1, we have

(Y m − Y n)(hm(Y m)− hn(Y n)) = (Y m − Y n)(hm(Y m)− hm(Y n)) + (Y m − Y n)(hm(Y n)− hn(Y n))

≤ 0 + 2A sup
|y|≤A

|hm(y)− hn(y)|.

By arguments already used in the proof of Proposition 2.2, we deduce that

‖Y m − Y n‖S2 + ‖Zm − Zn‖H2 ≤ CE

[∫ T

0

sup
|y|≤A

|hms (y)− hns (y)|ds

]
.

Hence the sequence is Cauchy. Let (Y, Z) be the limit. Clearly, for all τ ∈ T , Y n
τ → Yτ and∫ T

τ
Zn
s dWs →

∫ T
τ
ZsdWs in L2. Moreover∫ T

τ

|hns (Y n
s )− hs(Ys)|ds ≤

∫ T

τ

sup
|y|≤A

|hns (y)− hs(y)|ds+

∫ T

τ

|hs(Y n
s )− hs(Ys)|ds.

Since h is continuous, convergence holds. Since equality between optional processes on stopping

times implies indistinguishability, see e.g. [24, Thm 86, Chap. IV], this shows that (Y, Z) solves

(2.2).

Step 3. We reduced above to bounded ξ and h(0) to ensure to be able to make profit of the

monotonicity of h. The general case is obtained by a standard truncation argument. Fix p > 0 and

set ξp := ξ1|ξ|≤p, h
p := h1|h(0)|≤p. It satisfies the requirements of the previous step. Let Y p and Y q

be solutions associated to p ≤ q. By Corollary 2.1,

‖∆Y ‖2
S2 + ‖∆Z‖2

H2 ≤ CE
[
|ξ|21|ξ|>p +

∫ T

0

1{|hs(0)|>p}h
2
s(Y

p
s )ds

]
Since |Y p| ≤ Cp by Proposition 2.4 and |h(y)| ≤ |h(0)|+ C|y|, we have

1{|hs(0)|>p}h
2
s(Y

p
s ) ≤ C|ht(0)|21{|hs(0)|>p},

and therefore

‖∆Y ‖2
S2 + ‖∆Z‖2

H2 ≤ CE
[
|ξ|21|ξ|>p +

∫ T

0

1{|hs(0)|>p}h
2
s(0)ds

]
which goes to 0 as q ≥ p → ∞. Hence there exists a limit, and it is easy to check (by similar

arguments as in the end of Step 2) that it provides a solution. 2
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2.3 One dimensional case and non-lipschitz coefficients

In the one dimensional case, we can even only assume that g is continuous. In general, we do

not have uniqueness, but only the existence of a minimal solution1 (Y, Z). The following is due to

Lepeletier and San Martin [41].

Assumption 2.3 g(0) ∈ H2, g is continuous with linear growth in (y, z).

Theorem 2.3 (Existence) Let d = 1 and let Assumption 2.3 holds. Then, there exists a minimal

solution to (1.1) .

Proof. We proceed by inf-convolution: gn(x) := infx′(g(x) + n|x − x′|) to reduce to the Lipschitz

continuous case. Being n-Lipschitz, the driver gn is associated to a unique solution (Y n, Zn). By

the comparison result of Proposition 2.3, the sequence (Y n)n is non-decreasing and bounded from

above by the solution of the BSDE with driver C(1 + |y|+ |z|). Hence, it converges a.s. and in H2.

Moreover, it follows from Itô’s Lemma and the uniform linear growth property of (gn)n, which is an

immediate consequence of the linear growth property of g, that

‖Zn − Zm‖2
H2 ≤ CE

[∫ T

0

(Y n
s − Y m

s )(gns − gms )(Y n
s , Z

n
s )ds

]
≤ CE

[∫ T

0

(Y n
s − Y m

s )2ds

] 1
2

E
[∫ T

0

(1 + |Y n
s |+ |Zn

s |)2ds

] 1
2

Hence (Zn)n is Cauchy and converges to some Z ∈ H2.

It remains to prove that
∫ T
τ
gms (Y m

s , Z
m
s )ds →

∫ T
τ
gs(Ys, Zs)ds for all stopping times τ ∈ T . But

gm → g uniformly on compact sets. In particular gm(xm) → g(x) if xm → x. Since, after possibly

passing to a subsequence (Y m, Zm) → (Y, Z) dt × dP-a.e., we actually obtain that gm(Y m, Zm) →
g(Y, Z) in H2, by dominated convergence (and up to a subsequence).

We conclude with the minimality of (Y, Z): if (Y ′, Z ′) is another solution, then Y ′ ≥ Y n by Propo-

sition 2.3, but Y n ↑ Y . 2

Remark 2.3 Note that comparison holds by Proposition 2.3 for the minimal solutions constructed

as above.

Remark 2.4 Uniqueness can be obtained under stronger conditions. It is for instance the case if

there exists a concave increasing function κ such that κ(0) = 0, κ(x) > 0 is x 6= 0,
∫∞

0+
(x/κ(x))dx =

∞ and

|g(y, z)− g(y′, z′)|2 ≤ κ(|y − y′|2 + |x− x′|2),

see [45]. See also [44] for different conditions.

1i.e. if (Y ′, Z ′) is another solution, then Y ≤ Y ′ on [0, T ].
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2.4 The quadratic case

We restrict here to the one dimensional setting d = n = 1.

2.4.1 Existence for bounded terminal values

To prove existence, we use the following idea. Assume that g(y, z) = 1
2
|z|2 and set Ȳ := eY . Then,

dȲ = Ȳ dY +
1

2
Ȳ Z2dt = Ȳ ZdW

so that (eY , eYZ) solves a linear BSDE, which solution is even explicit.

The extension has been first provided by Kobylanski [40]. We start with the case where the driver

is bounded in y and the terminal condition is bounded. The extension to a linear growth condition

on y will be quite immediate, while working with unbounded terminal condition will require an

additional effort.

Assumption 2.4 ζ is bounded, g is continuous,

|g(y, z)| ≤ Kg(1 + |z|2)

for all (y, z) ∈ R× R.

Theorem 2.4 (Existence for bounded terminal values #1) Let Assumption 2.4 holds. Then,

there exists a maximal solution (Y, Z) to (1.1). Moreover, (Y, Z) ∈ S∞ ×H2
BMO.

Proof. Saying that (Ȳ , Z̄) solves (1.1) with terminal condition ζ̄ is equivalent to saying that

(Y, Z) = (e2KgȲ , 2KgY Z̄)

solves

Yt = ζ +

∫ T

t

g̃s(Ys, Zs)ds−
∫ T

t

ZsdWs (2.3)

in which ζ := e2Kg ζ̄ and

g̃(y, z) = 2Kgy
{
g(ln y/2Kg, z/(2Kgy))− z2/(4Kgy

2)
}

which satisfies

−2K2
gy −

|z|2

y
≤ g̃(y, z) ≤ 2K2

gy.

In the following, we focus on finding a solution to (2.3). The idea of the proof is the following. First,

we truncate the driver in y and z so as to recover the case of a continuous driver with linear growth.

Knowing that ξ is bounded, we then check that the truncation on y does not operate because
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solutions are indeed (uniformly) bounded. By comparison, the sequence of Y -components of the

solutions will be non-decreasing and therefore convergent. It then remains to prove the convergence

of the Z-components.

Step 1. Let θp be a smooth [0, 1]-valued function with value 1 for |z| ≤ p and 0 for |z| ≥ p+ 1. Fix

0 < β set ρ(y) = β−1 ∨ y ∧ β and

ḡp(x, y) := θp(z)g̃(ρ(y), z) + 2K2
gρ(y)(1− θp(z)).

Since ḡp is continuous, existence holds by Theorem 2.3. Let (Y p, Zp) be a solution.

Then, we can choose (θp)p and (Y p)p so that the later is non-increasing and bounded. Indeed, if (θp)p

it is non-decreasing, then ḡp ↓ g̃(ρ, ·), and we can appeal to Remark 2.3. Moreover, by Proposition

2.3, Y p is sandwiched by the backward ODE with divers 2K2
g (y ∨ β−1) and −2K2

g (y ∧ β), and

terminal condition given by A > 0 and A−1 such that A−1 ≤ e2Kgζ ≤ A. For A large, this coincides

with the ode with drivers 2Kgy and −2Kgy and the corresponding solutions a, a′ can be found such

that ρ(a) = a and ρ(a′) = a′. Hence, we have Y p = ρ(Y p) so that Zp does not depend on ρ as well.

The corresponding lower bound is uniformly strictly positive so that 1/Y p is also bounded.

Hence Y p converges a.s. and in H2 to some Y as p→∞, such that Y and 1/Y are bounded.

Step 2. We now show that (Zp)p is uniformly bounded in H2. To see this, let us set ψ(x) := e−3cx

where c > 0 is such that

−2c2Y p − c|Zp|2 ≤ g̃(Y p, Zp) ≤ 2c2Y p. (2.4)

Then,

ψ(ζ) = ψ(Y p
0 )−

∫ T

0

(
ψ′(Y p

s )ḡps(Y
p
s , Z

p
s )− 1

2
ψ′′(Y p

s )|Zp
s |2
)
ds−

∫ T

0

ψ′(Y p
s )Zp

sdWs.

By (2.4) and since ψ′ < 0, this implies that, for any stopping time τ ,

ψ(ζ) ≥ ψ(Y p
0 ) +

∫ T

τ

(
ψ′(Y p

s )2c2Y p
s + (cψ′(Y p

s ) +
1

2
ψ′′(Y p

s ))|Zp
s |2
)
ds−

∫ T

τ

ψ′(Y p
s )Zp

sdWs.

We now observe that cψ′ + 1
2
ψ′′ = 3c2ψ/2 and that ψ(Y p) ≥ ι for some real ι > 0 independent on

p. Hence

CE
[
ψ(ζ)− ψ(Y p

0 ) +

∫ T

τ

|ψ′(Y p
s )|2c2Y p

s |Fτ
]
≥ E

[∫ T

τ

|Zp
s |2ds|Fτ

]
.

Note that the same is true for Zp/(2KgY
p).

Step 3. We can now prove that (Zp)p converges. As it is bounded in H2, it converges weakly, up

to a subsequence. It is not difficult to check that

ḡp(Y p, Zp)− ḡp(Y p, Zp) ≤ λ(1 + |Zq|2) ≤ λ
(
1 + |Zq − Zp|2 + |Zp − Z|2 + |Z|2

)
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for some λ > 0. Set ψ(x) = e4λx − x/4 − 1. We can take λ > 1/16 so that ψ is strictly increasing

and ψ(0) = 0. Again, we apply Itô’s lemma to obtain

E
[
ψ(Y p

0 − Y
q

0 ) +

∫ T

0

{1

2
ψ′′ − λψ′}(Y p

s − Y q
s )|Zp

s − Zq
s |2ds

]
≤ E

[∫ T

0

ψ′(Y p
s − Y q

s )λ
(
1 + |Zp

s − Zs|2 + |Zs|2
)
ds

]
.

Note that 1
2
ψ′′ − λψ′ = 4λ2e4λx + λ

4
> 0. Then, being bounded, {1

2
ψ′′ − λψ′} 1

2 (Y p − Y q) converges

strongly in H2 as q → ∞ to {1
2
ψ′′ − λψ′} 1

2 (Y p − Y ), so that {1
2
ψ′′ − λψ′} 1

2 (Y p
s − Y q

s )|Zp − Zq|
converges weakly as q →∞. From this and the fact that Y q ≥ Y and ψ′ is non-decreasing, we get

E
[∫ T

0

{1

2
ψ′′ − λψ′}(Y p

s − Ys)|Zp
s − Zs|2ds

]
≤ lim inf

q→∞
E
[∫ T

0

{1

2
ψ′′ − λψ′}(Y p

s − Y q
s )|Zp

s − Zq
s |2ds

]
≤ E

[∫ T

0

ψ′(Y p
s − Ys)λ

(
1 + |Zp

s − Zs|2 + |Zs|2
)
ds

]
− E [ψ(Y p

0 − Y0)] .

Hence

E
[∫ T

0

{1

2
ψ′′ − 2λψ′}(Y p

s − Ys)|Zp
s − Zs|2ds

]
≤ lim inf

q→∞
E
[∫ T

0

{1

2
ψ′′ − λψ′}(Y p

s − Y q
s )|Zp

s − Zq
s |2ds

]
≤ E

[∫ T

0

ψ′(Y p
s − Ys)λ

(
1 + |Zs|2

)
ds

]
− E [ψ(Y p

0 − Y0)] .

Since {1
2
ψ′′ − 2λψ′} = λ/2 > 0, it holds that Zp → Z in H2.

Step 4. It remains to prove that (Y, Z) is a solution to (2.3). This is done by similar arguments as

already used. 2

Remark 2.5 (comparison) The fact that the sequence (Y p)p is non-increasing implies that com-

parison holds for the maximal solutions. One could similarly provide a minimal solution.

We now consider a more general setting

Assumption 2.5 ζ is bounded, g is continuous,

|g(y, z)| ≤ Kg(1 + |y|+ |z|2).

Theorem 2.5 (Existence for bounded terminal value #2) Let Assumption 2.5 holds. Then,

there exists a unique maximal solution (Y, Z) to (1.1). Moreover, (Y, Z) ∈ S∞ ×H2
BMO.

Proof. We can truncate the y term in the driver. Then, since ζ is bounded, we can again sandwich

the solution is a way that the truncation does not operate. 2
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2.4.2 Existence for unbounded terminal values

We next turn to the case where ξ is not bounded. We follow Briand and Hu [12].

Assumption 2.6 g is continuous, there exists β ≥ 0, γ > 0 α ≥ β/γ such that

|g(y, z)| ≤ α + β|y|+ γ

2
|z|2.

There exists λ > γeβT such that E
[
eλ|ξ|

]
<∞.

Theorem 2.6 (Existence for unbounded terminal value) Let Assumption 2.6 holds. Then,

there exists a solution (Y, Z) to (1.1). Moreover,

−1

γ
lnE [φt(−ξ)|Ft] ≤ Yt ≤

1

γ
lnE [φt(ξ)|Ft] ,

in which φ is given by (2.5) below.

Proof. The proof is based on Theorem 2.5 as we shall first truncate the terminal condition.

However, we need global estimates on the Y -component of the corresponding solutions, which do

not depend on the truncation. To do this, we extend the deterministic bounds obtained in Step 1

of the proof of Theorem 2.4 into (2.6) below. The existence of a solution in the general case will

then be obtained thanks to this global control and a localization argument, see Steps 2 and 3. In

Step 4, we prove that the Z-component is in H2.

Step 1. Set P = eγY and Q = γeγYZ. If (Y, Z) ∈ S∞ × H2 solves (1.1) then (P,Q) solves the

BSDE with terminal condition eγξ and driver

F (p, q) := 1p>0

(
γpf(ln p/γ,

q

γp
)− 1

2

|q|2

p

)
.

We set

H(p) := 1p≥1p(αγ + β| ln p|) + αγ1p<1 ≥ F (p, q)

and let φ(x) be the solution of

φt(x) = eγx +

∫ T

t

H(φs)ds. (2.5)

We first prove that any (possible) solution (Y, Z) ∈ S∞ ×H2 of (1.1) with ξ bounded satisfies

−1

γ
lnE [φt(−ξ)|Ft] ≤ Yt ≤

1

γ
lnE [φt(ξ)|Ft] . (2.6)

Set

Φt := E [φt(ξ)|Ft] = E
[
eγξ +

∫ T

t

H(φs(ξ))ds|Fs
]
.
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Then, by applying the representation theorem to

eγξ +

∫ T

0

E [H(φs(ξ))|Fs] ds

we can find χ such that

Φt = eγξ +

∫ T

t

E [H(φs(ξ))|Fs] ds−
∫ T

t

χsdWs.

On the other hand

Pt = eγξ +

∫ T

t

F (Ps, Qs)ds−
∫ T

t

QsdWs.

Since H is convex, we obtain

Pt − Φt ≤
∫ T

t

(F (Ps, Qs)−H(Φs)) ds−
∫ T

t

(Qs − χs)dWs.

Since H is locally Lipschitz and P,Φ are uniformly controlled in (0,∞), we can apply comparison

based on F ≤ H. This provides the upper-bound of (2.6). We then consider (−Y,−Z) and work as

above to obtain the lower bound.

Step 2. We assume here that ξ ≥ 0 and set ξn := ξ ∧ n. By Theorem 2.5 and Step 1, we can find

a solution (Y n, Zn) such that

−1

γ
lnE [φt(−ξn)|Ft] ≤ Y n

t ≤
1

γ
lnE [φt(ξ

n)|Ft] . (2.7)

By considering maximal solutions, we must have Y n ≤ Y n+1, see Remark 2.5. We define Y :=

supn Yn and observe from (2.7) that it well defined in L1 and satisfies (2.6).

Set

τk := inf{t :
1

γ
lnE [φ0(ξ)|Ft] ≥ k} ∧ T.

Since H ≥ 0, (φt)t is non-increasing so that lnE [φ0(ξ)|Ft] ≤ k implies lnE [φt(ξ
n)|Ft] ≤ k. In view

of (2.7) this implies that Y n
·∧τk is bounded from above.

We can then define Y k := supn Y
n
·∧τk and show, by similar arguments as in the proof of Theorem

2.4, that there exists Zk which is the limit in H2 of Zn
·∧τk such that

Y k = sup
n
Y n
T∧τk +

∫ T∧τk

·
gs(Y

k
s , Z

k
s )ds−

∫ T∧τk

·
Zk
s dWs.

Since (τk)k is non-decreasing, we have Y·∧τk = Y k. By τk ↑ T and (2.7), we deduce that Y is a

continuous process with limit ξ at T . Set Zt = Zk
t for t ≤ τk. Since Zk+1 = Zk on [0, τk], we obtain

that

Yt∧τk = Yτk +

∫ τk

t∧τk
gs(Ys, Zs)ds−

∫ τk

t∧τk
ZsdWs.
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It remains to send k →∞.

Step 3. We now consider the general case. Set ξp := (−p) ∨ ξ. Then, define (Y p, Zp). We do the

same as a above by taking inf over p.

Step 4. It remains to prove that Z ∈ H2. Let τn := inf{t :
∫ t

0
e2γ|Ys||Zs|2ds ≥ n}. Set ψ(x) :=

(eγx − 1− γx)/γ2. Then, since x 7→ ψ(|x|) is C2 and ψ′ ≥ 0 on R+,

ψ(|Y0|) = ψ(|Yt∧τn|) +

∫ t∧τn

0

(
ψ′(|Ys|)sign(Ys)gs(Ys, Zs)−

1

2
ψ′′(|Ys|)|Zs|2

)
ds

−
∫ t∧τn

0

ψ′(|Ys|)sign(Ys)ZsdWs

≤ ψ(|Yt∧τn|) +

∫ t∧τn

0

ψ′(|Ys|)(α + β|Ys|)ds+
1

2

∫ t∧τn

0

|Zs|2 (γψ′(Ys)− ψ′′(|Ys|)) ds

−
∫ t∧τn

0

ψ′(|Ys|)sign(Ys)ZsdWs.

But γψ′(Ys)− ψ′′(|Ys|) = −1, so that

ψ(|Y0|) +
1

2
E
[∫ t∧τn

0

|Zs|2ds
]
≤ E

[
ψ(|Yt∧τn|) +

∫ t∧τn

0

ψ′(|Ys|)(α + β|Ys|)ds
]
.

It remains to appeal to (2.6) and our integrability assumptions on ξ. 2

2.4.3 General estimates and stability for bounded terminal conditions

using Malliavin calculus

The content of this section is due to Briand and Elie [11]. The first idea of this paper is to rely

on the fact that the Y -component of a quadratic BSDE with bounded terminal value should be

bounded, while the Z-component should be BMO, i.e. belong to H2
BMO. We make this assertion

precise in the next proposition.

Assumption 2.7 g is deterministic, g(0) and ζ are bounded by K0,

|g(y, z)− g(y′, z′)| ≤ Ly|y − y′|+Kz(1 + |z|+ |z′|)|z − z′|.

Proposition 2.5 (Equivalence of the classes of definition) Let Assumption 2.7 hold.

(a.) Assume that (Y, Z) ∈ S∞ ×H2 solves (1.1), then Z ∈ H2
BMO and there exists κ > 0 such that

E
[∫ T

τ

|Zs|2ds |Fτ
]
≤ κ(1 + ‖Y ‖H∞)eκ‖Y ‖H∞ .

(b.) Assume that (Y, Z) ∈ S2 ×H2
BMO solves (1.1), then

‖Y ‖S∞ ≤ eLyT (1 + T )K0.
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(c.) Any solution in S∞ ×H2 or in S2 ×H2
BMO is in S∞ ×H2

BMO.

Proof. a. Note that

|g(y, z)| ≤ K0 +
Kz

2
+ Ly|y|+

3Kz

2
|z|2.

Let ψ be defined by

ψ(x) =
e3Kz |x| − 1− 3Kz|x|

|3Kz|2
,

and apply Itô’s Lemma to obtain

ψ(Yτ ) ≤ ψ(ξ) +

∫ T

τ

(
3Kz

2
|ψ′(Ys)| −

ψ
′′
(Ys)

2

)
Z2
sds+ C

∫ T

τ

|ψ′(Ys)| (1 + |Ys|) ds−
∫ T

τ

ψ′(Ys)ZsdWs.

Since ψ′′ − 3Kz|ψ′| = 1 and ψ ≥ 0, this implies

1

2
E
[∫ T

τ

|Zs|2ds |Fτ
]
≤ E

[
ψ(ξ) +

∫ T

τ

|ψ′(Ys)|
(
K0 +

Kz

2
+ Ly|Ys|

)
ds |Fτ

]
.

b. We can2 use the linearization procedure of Proposition 2.3 because Z ∈ H2
BMO. 2

Now that we know that Z should be BMO, we can use the linearization procedure of Proposition

2.3 to obtain comparison of solutions with different terminal conditions.

Proposition 2.6 (Stability in the terminal condition) Let Assumption 2.7 hold for (g, ξ) and

(g, ξ′). Let (Y, Z) and (Y ′, Z ′) be associated solutions in S∞×H2
BMO. Then, there exists an equivalent

probability measure P̄ and a bounded process b such that

Yτ − Y ′τ = EP̄
[
e
∫ T
τ bsds(ξ − ξ′) |Fτ

]
for all stopping time τ ≤ T . Moreover, there exists p0 > 1 such that for all p ≥ p0 we can find Cp

which depends only on p, Ly, Kz and K0 such that

‖Y − Y ′‖S2p + ‖Z − Z ′‖Hp ≤ Cp‖ξ − ξ′‖L2p .

Proof. Again, we can use the linearization argument of Proposition 2.3 to obtain that there exists

an adapted process b, bounded by Ly, and a ∈ H2
BMO such that

∆Y = ∆ζ +

∫ T

·
bs∆Ys + as∆Zsds−∆ZsdWs.

The bound on ‖a‖H2
BMO

depends only on Kz. Since a ∈ H2
BMO, we can again define an equivalent

measure P̄ and a P̄-Brownian motion W̄ such that

∆Y = ∆ζ +

∫ T

·
bs∆Ysds−∆ZsdW̄s.

2For any ζ ∈ H2
BMO, the Doléans-Dade Exponential E(

∫ ·
0
ζsdWs) is a martingale, see Kazamaki [39].

33



This proves the first identity.

Let Ea be the Doleans-Dade exponential of
∫ ·

0
asdWs. Since the later is BMO, this is a martingale

and, since b is bounded by Ly,

|∆Yt| ≤ eLyT (Eat )−1E [EaT |∆ζ| |Ft] ≤ eLyT (Eat )−1E [(EaT )q |Ft]
1
q E [|∆ζ|p |Ft]

1
p

in which 1/p+ 1/q = 1. But, by the reverse Hölder inequality, E [(EaT )q |Ft]
1
q ≤ C∗Eat for 1 < q < q∗

in which q∗ depends ‖a‖H2
BMO

, see Kazamaki [39, Theorem 3.1]. For the ∆Z term, we again apply

Itô’s Lemma to ∆Y 2 to obtain∫ T

0

|∆Zs|2ds = |∆ζ|2 +

∫ T

0

2∆Ys(gs(Ys, Zs)− gs(Y ′s , Z ′s))ds−
∫ T

0

2∆Ys∆ZsdWs

in which

∆Ys(gs(Ys, Zs)− gs(Y ′s , Z ′s)) ≤ (sup |∆Y |2)(Ly + 2K2
z (1 + |Zs|2 + |Z ′s|2) +

1

2
|∆Z|2.

We conclude by using Burkholder-Davis-Gundy inequality, the energy inequality for BMO martin-

gales 3 which implies that

‖Z‖2p

H2p + ‖Z ′‖2p

H2p ≤ p!(‖Z‖2p

H2
BMO

+ ‖Z ′‖2p

H2
BMO

),

together with the bound on Y of Proposition 2.5. 2

Remark 2.6 Extension of the comparison result to different drivers is straightforward.

We can now look for another proof of existence. The general idea is the following. When g ≡ 0, then

the Clark-Ocone formula implies that Z = E [D·ξ |F·] whenever the Malliavin derivative process

Dξ = (Dtξ)t is well-defined, see Nualart [46]. If Dξ is bounded, then Z is bounded. The same

essentially holds for BSDEs. Thus, if Dξ is bounded, then the Z-component of the solution is

bounded and everything works as if the driver was uniformly Lipschitz in z. Thanks to Proposition

2.6, the general case can be obtained by approximating any bounded terminal condition by a

sequence that is smooth in the Malliavin sense.

Theorem 2.7 (Short existence proof) Let Assumption 2.7 hold. Then, there exists a unique

solution (Y, Z) ∈ S∞ ×H2
BMO to (1.1).

Proof. Step 1. If g is C1 and ξ has a bounded Mallivian derivative, then it follows from El

Karoui et al. [32] that for s ≤ t

DsYt = Dsξ +

∫ T

t

(∂yg(Yu, Zu)DsYu + ∂zg(Yu, Zu)DsZu) ds−
∫ T

t

DsZudWu,

3See Kazamaki [39, Section 2.1]
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while DtYt = Zt. This readily implies that |Z| ≤ eLyT‖Dξ‖L∞ .

Step 2. In the case where ξ has a bounded Mallivian derivative but g is general, we can truncate

g in the z component to make it Lipschitz without changing the Lipschitz constant in y. Then, by

Step 1 and Proposition 2.5, both Y and Z are bounded by a constant which does not depend on

the Lipchitz constant in z of the truncated operator. The truncation can then be chosen so that it

does not operate.

Step 3. One can approximate ξ by a sequence (ξn)n which has bounded Malliavin derivatives, so

that the convergence holds in any Lp, and P − a.s., see Nualart [46]. The sequence can be chosen

to be uniformly bounded by K0. In view of Proposition 2.6, the sequence of solutions is Cauchy in

S2p ×Hp
and belongs to S∞ ×H2

BMO. 2

Remark 2.7 The linearization technique used in Proposition 2.6 allows for comparison. Note that

a comparison result is also obtained in Kobylanski [40, Thm 2.6] under very similar conditions, but

again the proof is of pde style one and relies on appropriate changes of variables.

2.4.4 Comparison for concave drivers and general terminal conditions

The content of this section is based on Delbean, Hu and Richou [26, 27]. Their key idea consists in

rewriting the solution of a quadratic BSDE in terms of an optimal control problem on parameterized

BSDEs. The value of this optimal control problem being unique, there can not be more than one

solution to the BSDE.

This requires the following assumptions.

Assumption 2.8 g is continuous, and there exists α, β ≥ 0 and γ > 0 such that

|g(y, z)| ≤ α + β|y|+ γ

2
|z|2.

Moreover, g is uniformly Lipschitz in y and concave in z.

To define the associated control problem, we introduce the Fenchel transform f of g with respect

to z:

f(y, q) := sup
z

(g(y, z)− zq). (2.8)

Remark 2.8 We have

• If f(y, q) <∞ then |f(y, q)− f(y′, q)| ≤ C|y − y′|.

• f is convex in q.

• f(y, q) ≥ −α− β|y|+ 1
γ2
|q|2.
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• f(y, q) ≥ −α + 1
γ2
|q|2 if g(y, ·) ≥ g(0, ·).

Theorem 2.8 (Comparison for concave drivers) Uniqueness holds for solutions (Y, Z) of (1.1)

satisfying : ∃ p > γ and ε > 0 such that

E
[
ep sup[0,T ] Y

−+ε sup[0,T ] Y
+
]
<∞.

Proof. In order to simplify the proof, we assume that g(y, ·) ≤ g(0, ·), see [26] for the additional

small time argument required in the general case. Let A be the of predictable processes q a.s. square

integrable such that

M := E(

∫ ·
0

qsdWs)

is a martingale and

EQ
[∫ T

0

(
|qs|2 + |fs(0, qs)|

)
ds+ |ξ|

]
<∞

where dQ/dP = MT .

By Briand et al. [13, Proposition 6.4], we can find (Y q, Zq) such that Y q is of class (D) under Q,

|Zq|2 and |f(Y q, q)| are a.s. square integrable and

Y q = ξ +

∫ T

·
fs(Y

q
s , qs)ds−

∫ T

·
qsdWs.

We will show that any solution (Y, Z) of (1.1) verifying the requirement of Theorem 2.8 satisfies

Y = essinf
q∈A

Y q.

Step 1. Let us prove that Y ≤ Y q. Fix t0, let

τn := inf{t ≥ t0 :

∫ t

t0

|Zs|2 + |Zq
s |2 + |qs|2 ≥ n},

η := (Y q − Y )−1(f(Y q, Z)− f(Y, Z))1{Y q 6=Y },

and note that |η| ≤ C. We apply Itô’s formula to e
∫ ·
t0
ηsds∆Y with ∆Y = (Y − Y q), and use (2.8),

to get

∆Yt = e
∫ τn
t ηrdr∆Yτn +

∫ τn

t

e
∫ s
t ηrdr (gs(Ys, Zs)− fs(Y q

s , qs)− ηs∆Ys − qsZs) ds−
∫ τn

t

e
∫ s
t ηrdr∆ZsdW

Q
s

= e
∫ τn
t ηrdr∆Yτn +

∫ τn

t

e
∫ s
t ηrdr (gs(Ys, Zs)− qsZs − fs(Ys, qs)) ds−

∫ τn

t

e
∫ s
t ηrdr∆ZsdW

Q
s

≤ e
∫ τn
t ηrdr∆Yτn −

∫ τn

t

e
∫ s
t ηrdr∆ZsdW

Q
s ,

so that

∆Yt ≤ E
[
e
∫ τn
t ηrdr∆Yτn|Ft

]
.
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In order to pass to the limit n→∞, we use the inequality

xy ≤ epx +
y

p
(ln y − ln p− 1)

to obtain

EQ[sup
[0,T ]

Y +] ≤ E
[
eε sup[0,T ] Y

+

+
MT

ε
(lnMT − ln ε− 1)

]
<∞,

by definition of A and assumption on Y +. Since Y q is of class (D), this implies that

∆Yt ≤ lim sup
n

E
[
e
∫ τn
t ηrdr∆Yτn|Ft

]
≤ E

[
e
∫ T
t ηrdr∆YT |Ft

]
= 0.

Step 2. We now choose q = q̂ ∈ ∂zg(Y, Z) so that

f(Y, q̂) = g(Y, Z)− Zq̂.

Then, the computations of Step 1 lead to

∆Yt = E
[
e
∫ τn
t ηrdr∆Yτn|Ft

]
.

If q = q̂ is admissible we can pass to the limit and conclude, since Y q̂ will be of class (D) and

EQ[sup
[0,T ]

Y −] ≤ E
[
ep sup[0,T ] Y

−
+
MT

p
(lnMT − ln p− 1)

]
<∞.

To see this, note that, by Remark 2.8 and the assumption g ≥ g(0, ·),

−α +
1

2γ
|q̂|2 ≤ f(Y, q̂) = g(Y, Z)− Zq̂

so that

1

2γ
|q̂|2 ≤ α + g(Y, Z) + C|Z|2 +

1

4γ
|q̂|2

and

1

4γ
|q̂|2 ≤ α + g(Y, Z) + C|Z|2.

Hence, |q̂| is a.s. square integrable. This also implies that

1

2γ
E [Mτn lnMτs ] = EQ

[
1

2γ

∫ τn

0

|q̂s|2ds
]
≤ EQ

[∫ τn

0

(α + g(Ys, Zs)− Zsq̂s)ds
]
≤ Tα− EQ[Yτn − Y0] ≤ C,

which shows that (Mτn)n is uniformly integrable by the de La Valle Poussin Lemma, hence M is a

martingale. Moreover, we can pass to the limit:

E [MT lnMT ] = EQ
[

1

2

∫ T

0

|q̂s|2ds
]
≤ lim inf EQ

[
1

2

∫ τn

0

|q̂s|2ds
]
≤ C.

Is it not difficult to check that f(0, q̂) satisfies the required integrability condition. 2
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2.4.5 Additional readings

Lepeltier and San Martin [42] have studied the case of a super-linear growth in y and quadratic

growth in z. Tevzadze [57] has provided a construction based on BMO arguments and Picard

iterations for systems. Barrieu and El Karoui [1] use an approach based on general properties of

quadratic semimartingales which allows one to consider quite abstract settings. Counter-examples

for the case of super-quadratic growth in z can be found in Delbean, Hu and Bao [25]. As for

numerical schemes, see Chassagneux and Richou [17].
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Chapter 3

Monotonic limits and non-linear

Doob-Meyer decomposition

In all this chapter d = 1. The following material is due to Peng [52]. It provides general stability

results for super-solutions of BSDEs as well as important representation results. These are of

important use to provide general existence results to BSDEs with constraint, see Section 4.1, or

representations to certain optimal control problems, see Section 4.3.

3.1 Monotonic limit

We start with a general stability result under monotonic convergence.

Let us consider the family of processes

Y i = Y i
0 +

∫ ·
0

gisds− Ai +

∫ ·
0

Zi
sds (3.1)

where (gi, Zi)i≥1 is bounded in H2, each Ai ∈ A2 and is continuous.

Theorem 3.1 Assume that Y i
t ↑ Yt for each t, with Y such that ‖Y ‖S2 <∞. Assume further that

(gi, Zi)i≥1 is bounded in H2, and that each Ai ∈ A2 and is continuous. Then, Y has the form (3.1)

where g ∈ H2, (g, Z) is the weak limit of (gi, Zi)i, A ∈ A2. Moreover, (Zi)i converges to Z in any

Hp with p ∈ [0, 2).

Proof. By weak compactness, up to a subsequence, (gi, Zi)i converges weakly to some (g, Z). Then,

for each stopping times τ , we have the weak convergences∫ τ

0

gisds→
∫ τ

0

gsds and

∫ τ

0

Zi
sdWs →

∫ τ

0

ZsdWs.

So Aiτ weakly converges to

Aτ := −Yτ + Y0 +

∫ τ

0

gsds+

∫ τ

0

ZsdWs.
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Using the fact that Y has the form Y = B−A with B rcll and A non decreasing and a.s. finite, we

show that it is rcll (and so is A). Indeed, Yt+ = Bt − At+ ≤ Yt and on the other hand

Yt ≤ Y j
t + εj ≤ Y j

t+ι + εj + ειj ≤ Yt+ι + εj + ειj,

in which limj→∞ εj → 0 and limι→0 ε
ι
j = 0.

We now show that (Zi)i≥1 converges strongly in Hp. Fix σ < τ two stopping times, then

E
[∫ τ

σ

|Zs − Zi
s|2ds

]
≤ E

|Yτ − Y i
τ |2 +

∑
t∈(σ,τ ]

|∆At|2


+2E
[∫ τ

σ

(Ys − Y i
s )(gs − gis)ds+

∫ τ

σ

(Ys − Y i
s )dAs

]

=: Eτ,σ
i + E

 ∑
t∈(σ,τ ]

|At − At−|2


because A is continuous, (Y − Y i)dAi ≥ 0. The only difficult term to consider is the jumps’ term.

For this, we use the following which in proved in the Appendix of [52].

Lemma 3.1 Let A ∈ A2, then for any δ, ε > 0, there exists a finite number of pairs of stopping

times (σk, τk)k≤K such that 0 < σk ≤ τk ≤ T and

• the sets (σk, τk] are disjoint.

•
∑

k≤K E [τk − σk] ≥ T − ε

•
∑

k≤K E
[∑

σk<t≤τk |At − At−|
2
]
≤ δε/3.

By using the above, for i large enough,∑
k

E
[∫ τk

σk

|Zs − Zi
s|2ds

]
≤

∑
k

Eτk,σk
i + δε/3 ≤ δε/2

From this an the first item in the lemma, we see that (Zi) converges in measure on the product

space Ω× [0, T ], and therefore in Hp for p < 2, since the sequence is bounded in H2. 2

3.2 Stability of super-solutions of BSDEs

Given ξ ∈ L2, we consider the BSDE

Yt = ξ +

∫ T

t

gs(Ys, Zs)ds+ AT − At −
∫ T

t

ZsdWs, t ≤ T (3.2)

in which (Y, Z) ∈ S2 × H2 and A is a bounded variation process. We shall always assume that

Assumption 2.1 holds (although it will not be said explicitly).
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Definition 3.1 (Super-solution) Y is called a super-solution of (1.1) if A is non-decreasing.

Before to provide the main stability result of this section, let us discuss two important properties.

Proposition 3.1 Given A ∈ A2, there exists a unique solution to (3.2) such that Y + A is contin-

uous.

Proof. Set X := Y + A. Then, (X,Z) solves

Xt = ξ + AT +

∫ T

t

gs(Xs − As, Zs)ds−
∫ T

t

ZsdWs.

We can then use Theorem 2.1. 2

Proposition 3.2 If Y is a super-solution then the decomposition in (3.2) is unique.

Proof. Let (Z,A) and (Z ′, A′) denote two decomposition. By Itô’s Lemma,

0 = 0 +

∫ T

0

|Zs − Z ′s|2ds+
∑
t

(At − At− − (A′t − A′t−))2.

This implies that Z = Z ′ and A0 = A′0. Hence,

Yt + At = Y0 + A0 −
∫ t

0

gs(Ys, Zs)ds+

∫ t

0

ZsdWs

= Y0 + A′0 −
∫ t

0

gs(Ys, Z
′
s)ds+

∫ t

0

Z ′sdWs

= Yt + A′t,

and therefore A = A′. 2

We conclude this section with a stability result which is a consequence of Theorem 3.1.

Theorem 3.2 (Monotonic stability) Let (Y i, Zi) solve (3.2) for some continuous Ai ∈ A2. As-

sume that Y i ↑ Y , with ‖Y ‖S2 < ∞. Then, Y ∈ S2
rcll and Y is a supersolution of (1.1). Moreover,

(Zi, Ai)i is bounded in H2 × S2.

Proof. It suffices to show that (gi, Zi)i is bounded in H2, in which −gi = g(Y i, Zi), and to apply

Theorem 3.1. Let us compute

E
[
|AiT |2

]
= E

[(
Y i

0 − Y i
T −

∫ T

0

gs(Y
i
s , Z

i
s)ds+

∫ T

0

Zi
sdWs

)2
]

≤ κE
[
1 +

∫ T

0

|Zi
s|2ds

]
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for some κ > 0, while

E
[∫ T

0

|Zi
s|2ds

]
≤ CE

[
1 +

∫ T

0

|Y i
sZ

i
s|ds+

∫ T

0

Y i
s dA

i
s

]
≤ Cκ +

1

4
E
[∫ T

0

|Zi
s|2ds+

1

κ
|AiT |2

]
,

for some Cκ > 0. We can then deduce from Theorem 3.1 that (Zi)i strongly converges in Hp, p < 2,

to some Z. This implies that g(Y i, Zi) converges in Hp to g(Y, Z), which in turns has to coincide

with the weak limit of the gi’s. 2

3.3 g-supermartingale : decomposition, monotonic stabil-

ity and down-crossings

From now on, we write E·,τ [ξ] to denote component Y of the solution of the BSDE with driver g

and terminal condition ξ ∈ L2(Fτ ) at the topping time τ . It is the g-expectation operator. In all

this section, we assume that Assumption 2.1 holds for g.

Definition 3.2 (g-supermatingale) Let X be progressively measurable. X is a g-martingale if

X = E·,T [XT ]. It is a g-supermatingale (in the strong sense) if for all stopping τ ≤ T , we have

E [|Xτ |2] <∞ and X ≥ E·,τ [Xτ ].

We now state the Doob-Meyer decomposition for right-continuous g-supermatingale . A version for

processes admitting only left-limits can be found in [7].

Theorem 3.3 (Non-linear Doob-Meyer) Let Y be a right-continuous g-supermatingale such

that ‖Y ‖S2 <∞. Then, Y is a rcll g-supersolution.

Proof. We proceed by penalization. Consider the sequence of solutions

yit = YT +

∫ T

t

gs(y
i
s, z

i
s)ds+

∫ T

t

i(Ys − yis)ds−
∫ T

t

zisdWs. (3.3)

We have Y ≥ yi. Otherwise, we could find δ > 0 such that P [τ > σ] > 0 where

σ := inf{t : yit ≥ Yt + δ} ∧ T and τ := inf{t ≥ σ : yit ≤ Yt}.

By right-continuity, yiσ ≥ Yσ+δ and Yτ ≥ yiτ on {σ < τ}, which contradicts the comparison principle

of Proposition 2.3 combined with the fact that y ≥ Y on [[σ, τ ]]: Yσ ≥ Eσ,τ [Yτ ] ≥ Eσ,τ [yiτ ] ≥ yiσ. By

comparison again, we then deduce that (yi)i is a non-decreasing sequence bounded by Y . Hence, it
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converges to some Ŷ . We can then apply Theorem 3.2 to deduce that Ŷ is a rcll g-supersolution.

But on the other hand Theorem 3.2 also implies that

lim sup
i→∞

i2E

[(∫ T

t

|Ys − yis|ds
)2
]
<∞,

which implies that Ŷ = Y (since both are right-continuous). 2

Theorem 3.4 (Monotonic stability) Let (Y i)i be a sequence of rcll g-supermatingales that mono-

tonically converges up to Y such that ‖Y ‖S2 <∞. Then, Y is a rcll g-supermatingale.

Proof. Let us consider (3.3) with Y i in place of Y , and say that (yi, zi) is the solution. As above,

we have yi ≤ Y i, and (yi)i is non-decreasing by comparison (since Y i is non-decreasing). Hence it

converges to some y ≤ Y , which is a rcll super-solution, by Theorem 3.2. To see that y = Y , let us

consider for i ≥ j the BSDE

yijt = Y j
T +

∫ T

t

gs(y
ij
s , z

ij
s )ds+

∫ T

t

i(Y j
s − yijs )ds−

∫ T

t

zijs dWs.

Then, yi = yii ≥ yij since Y i ≥ Y j, but yij ↑ Y j so y ≥ Y . 2

We conclude this section with a down-crossing inequality, which is due to Chen and Peng [18]. The

version we provide here is an easy extension of their Theorem 6, see [19, Proposition 2.6].

Let µ ≥ 0 be the Lipschitz constant of g with respect to its z-variable. We denote by E±µ the

non-linear expectation operator associated to the driver (y, z) 7→ ±µ|z|. Given a < b and a finite

set {0, T} ⊂ I ⊂ [0, T ], we let Da
b (Y, I) be the number of down-crossings of the process (Yt)t∈I from

b to a on [0, T ].

Theorem 3.5 (Down-crossing) Let Y be a g-supermartingale such that sup[0,T ] ‖Y ‖L2 < ∞.

Then,

E−µ0,T [Da
b (Y, I)] ≤ 1

b− a
Eµ0,T [Y0 ∧ b− YT ∧ b].

Remark 3.1 As usual, this allows to prove that the paths of a g-supermartingale have a.s. left-

and right-limits. As in the linear case, Y admits a rcll modification if and only if t 7→ E0,T [Yt] is

right-continuous. See [7, 19] for more details.
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Chapter 4

BSDE with constraints

In this chapter, we discuss various results on BSDE with constraints. All over this chapter, ξ ∈ L2,

Assumption 2.1 holds, and d = 1.

4.1 Minimal supersolution under general constraints

We start from a general existence result which is an easy consequence of Theorem 3.4.

Let φ be a non negative adapted random map, Lipschiz in (y, z). We want to find a minimal solution

(Y, Z,A) ∈ S2 ×H2 × A2 which solves (3.2) and satisfies

φ(Y, Z) = 0 dt× dP− a.e. (4.1)

Theorem 4.1 (Minimal super-solution) Assume that a solution (Ŷ , Ẑ, Â) ∈ S2
rcll ×H2 × A2 to

(3.2)-(4.1) exists. Then, there exists a minimal one (Y, Z,A) ∈ S2
rcll ×H2 × A2. Moreover, Y is the

increasing limit of (Y i) defined through

Y i
t = ξ +

∫ T

t

gs(Y
i
s , Z

i
s)ds+

∫ T

t

iφs(Y
i
s , Z

i
s)ds−

∫ T

t

Zi
sdWs.

Proof. By comparison, Y i ≤ Y i+1 ≤ Ŷ . So Y i ↑ to some Y ≤ Ŷ . By Theorem 3.4, Y is a

g-supersolution in S2
rcll. Moreover, Theorem 3.2 implies that

lim sup
i

i2E

[(∫ T

t

φs(Y
i
s , Z

i
s)ds

)2
]
<∞

so that, since (Y i, Zi)i converges in Hp, for p < 2, the constraint (4.1) is satisfied. 2
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4.2 Reflected BSDEs

We now turn to the case where the constraint is a lower bound on Y . More precisely, let S be a

continuous process in S2, ξ ∈ L2. We look for minimal solution (Y, Z,A) ∈ S2 ×H2 × A2 such that

(3.2) holds with

Y ≥ S on [0, T ]. (4.2)

We assume that ST ≤ ξ without loss of generality.

We already know from the previous section that a minimal solution exists, if at least one solution

exists. In the present case, we will drop the a-priori existence assumption, and we shall say more

on the structure of the minimal solution. In particular, we shall see that the minimality can be

characterized by the minimal effort constraint:∫ T

0

(Ys − Ss)dAs = 0. (4.3)

The following is based on El Karoui et al. [30]. We refer to Lepeltier and Xu [43] for the case of a

r.c.l.l. barrier.

4.2.1 Existence and minimality

We first show that the constraint (4.3) actually characterizes the minimal solution. This is an easy

consequence of Tanaka’s formula.

Theorem 4.2 (Minimality) Assume that (Y, Z,A) ∈ S2×H2×A2 solves (3.2)-(4.2)-(4.3). Then,

it is the minimal solution to (3.2)-(4.2).

Proof. Let (Y ′, Z ′, A′) be a solution of (3.2) with the constraint Y ′ ≥ S. Then, we can use Tanaka

formula to obtain

(Yt − Y ′t )+ ≤
∫ T

t

1Ys>Y ′s (gs(Ys, Zs)− gs(Y
′
s , Z

′
s))ds−

∫ T

t

1Ys>Y ′s (Zs − Z
′
s)dWs

+

∫ T

t

1Ys>Y ′sd(As − A′s)

≤
∫ T

t

1Ys>Y ′s (gs(Ys, Zs)− gs(Y
′
s , Z

′
s))ds−

∫ T

t

1Ys>Y ′s (Ys − Y
′
s )(Zs − Z ′s)dWs

since Y > Y ′ implies Y > S. We then linearize the equation to obtain, for some bounded processes

a and b, that

(Yt − Y ′t )+ ≤
∫ T

t

1Ys>Y ′s (bs(Ys − Y
′
s ) + as(Zs − Z ′s))ds−

∫ T

t

1Ys>Y ′s (Ys − Y
′
s )(Zs − Z ′s)dWs

≤
∫ T

t

C(Ys − Y ′s )+ + as(Zs − Z ′s))ds−
∫ T

t

1Ys>Y ′s (Ys − Y
′
s )(Zs − Z ′s)dWs.
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We can the find a probability measure P̄ such that

(Yt − Y ′t )+ ≤ CEP̄[

∫ T

t

(Ys − Y ′s )+ds |Ft].

We conclude by Gronwall’s Lemma. 2

We now prove that a solution exists.

Theorem 4.3 (Existence) There exists a solution (Y, Z,A) ∈ S2 ×H2 × A2 to (3.2)-(4.2)-(4.3).

Proof. We proceed by penalization and consider the BSDEs

Y n = ξ +

∫ T

·

(
gs(Y

n
s , Z

n
s ) + n(Y n

s − Ss)−
)
ds−

∫ T

·
Zn
s dWs. (4.4)

By comparison, (Y n)n is non-decreasing. Let us set Ant :=
∫ t

0
n(Y n

s − Ss)−ds.
Step 1. We first prove that

E
[
|Y n
t |2 +

∫ T

0

|Zn
s |2ds+ |AnT |2

]
≤ C.

To see this, let us use Itô’s lemma to obtain that, for any ε > 0,

E
[
|Y n
t |2 +

∫ T

0

|Zn
s |2ds

]
≤ E

[
|ξ|2 +

∫ T

t

(
C(1 + |Y n

s |2) +
1

2
|Zn

s |2
)
ds

]
+E

[
2

∫ T

t

Y n
s n(Y n

s − Ss)−ds
]

≤ E
[
|ξ|2 +

∫ T

t

(
C(1 + |Y n

s |2) +
1

2
|Zn

s |2
)
ds

]
+2E

[
ε−1 sup

[t,T ]

|S+|2 + ε|AnT − Ant |2
]

in which we used the fact that y(y − x)− = 01y≥x + y(x− y)1y≤x ≤ x(y − x)−.

On the other hand, it follows from (4.4) and the linear growth of g that

E
[
|AnT − Ant |2

]
≤ CE

[
|ξ|2 + |Y n

t |2 +

∫ T

t

(1 + |Y n
s |2 + |Zn

s |2)ds

]
.

Combining the above for ε small and using Gronwall’s lemma leads to the required result.

Step 2. The result of Step 1. implies that Y n ↑ Y ∈ H2. We now prove that

E

[
sup
[0,T ]

|(Y n − S)−|2
]
→ 0.
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Let (Ȳ n, Z̄n) be the solution associated to the diver g(Y n, Zn)− n(y − S). Then, Y n ≥ Ȳ n and

Ȳ n
τ = E

[
ξe−n(T−τ) +

∫ T

τ

(gs(Y
n
s , Z

n
s ) + nSs)e

−n(s−τ)ds|Fτ
]
.

Passing to the limit n → ∞, we obtain Ȳ n
τ → ξ1τ=T + Sτ1τ<T . This implies that Yτ ≥ Sτ , and so

Y ≥ S on [0, T ] by [24, Thm 86 Chap IV]. In particular, (Y n − S)− ↓ 0, which by Dini’s theorem

implies that its sup over [0, T ] also converges to 0. It remains to use the dominated convergence

after noticing that (Y n − S)− ≤ (Y 1 − S)−.

Step 3. We now show that (Y n, Zn, An)→ (Y, Z,A) in S2 ×H2 × S2.

Fix ∆Y = Y n − Y p for p ≥ n and defined ∆Z and ∆A similarly. Then,

|∆Yt|2 + E
[∫ T

t

|∆Zs|2ds |Ft
]
≤ E

[∫ T

t

(
C|∆Ys|2 +

1

2
|∆Zs|2

)
ds+ 2

∫ T

t

∆Ysd∆As |Ft
]
.

But since Y p ≥ Y n

∆Ysd∆As ≤ −(Y n − Y p)p(Y p − S)− ≤ (Y n − S)−dAp

so that

1

2
E
[∫ T

0

|∆Zs|2ds
]
≤ E

[∫ T

t

C|∆Ys|2ds+ 2 sup
[0,T ]

(Y n − S)−ApT

]
.

Letting n and then p go to ∞, this shows that Zn converges to some Z in H2. The convergence of

(Y n)n in S2 is then deduced by applying Itô’s Lemma as above and by using the Burkholder-Davis-

Gundy inequality. The convergence of (An)n follows.

Step 4. We know from Theorem 3.2 that (Y, Z,A) solves the BSDE. It remains to prove that (4.3)

holds. But, ∫ T

0

(Y n
s − Ss)dAns = −n

∫ T

0

|(Y n
s − Ss)−|2ds ≤ 0,

while (An)n and (Y n − S)n converges in S2. 2

As for non-reflected BSDEs, we can provide a comparison result. Here again, we appeal to Tanaka’s

formula.

Proposition 4.1 (Comparison) Let g satisfy Assumption 2.1 holds. Let (Y, Z,A) solve (3.2)-

(4.2)-(4.3). Given ξ′ ∈ L2, S ′ ∈ S2, and a map g′ such that the corresponding solution (Y ′, Z ′, A′)

satisfies g′ := g′(Y ′, Z ′) ∈ H2. If ξ ≤ ξ′, S ≤ S ′ and g(Y ′, Z ′) ≤ g′(Y ′, Z ′), then Y ≤ Y ′. If in

addition g′ satisfies Assumption 2.1 and S ≥ S ′ then dA ≥ dA′.
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Proof. Set ∆X = X −X ′. By Tanaka formula

(∆Y )+ ≤ (∆ξ)+ +

∫ T

t

1Ys>Y ′s (gs(Ys, Zs)− g
′
s)ds

+

∫ T

t

1Ys>Y ′sd∆As −
∫ T

t

1Ys>Y ′s (Zs − Z
′
s)dWs.

But S ≤ S ′ ≤ Y ′ implies that dA = 0 on {Y > Y ′}. Thus

(∆Y )+ ≤ (∆ξ)+ +

∫ T

t

1Ys>Y ′s (gs(Ys, Zs)− g
′
s)ds−

∫ T

t

1Ys>Y ′s (Zs − Z
′
s)dWs.

It suffices to linearize as in the proof of Proposition 2.3 to conclude on the first assertion of the

Proposition.

When g′ is Lipschitz, Y ′ is obtained by the penalization scheme of Theorem 4.3. By comparison on

this scheme, we have Y n′ ≥ Y n so that n(Y n−S)− ≥ n(Y n′−S ′)−. Since, by the proof of Theorem

4.3, the integrals of these two processes converge to A and A′, the result follows. 2

4.2.2 The case of a smooth barrier

In the case where the barrier is an Itô process, one can even provide a control on the bounded

variation process A.

Proposition 4.2 Assume that

dSt = µtdt+ σtdWt

for some a.s. square integrable and predictable processes µ and σ. Let (Y, Z,A) ∈ S2×H2× S2 be a

solution of (3.2)-(4.2)-(4.3). Then, Z = V dP×dt on {Y = S}. Moreover, there exists a predictable

process α with values in [0, 1] such that

dA = α1Y=S [g(Y, Z) + µ]− dt.

Proof. We use Tanaka formula and (4.3) to obtain

d(Y − S)+ = −1Y >S[g(Y, Z) + µ]dt+ 1Y >S(Z − σ)dW + dL,

in which L is the local time of Y − S at 0. But (Y − S)+ = (Y − S), and therefore

−1Y >S[g(Y, Z) + µ]dt+ 1Y >S(Z − σ)dW + dL = −[g(Y, Z) + µ]dt+ (Z − σ)dW − dA,

so that Z = σ on {Y = S} and

dA ≤ −1Y=S [g(Y, Z) + µ] dt.

2
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4.2.3 Link with optimal stopping problems

We conclude this section with a (not surprising) Snell-envelop style characterization.

Proposition 4.3 Let (Y, Z,A) ∈ S2 ×H2 × A2 be a solution of (3.2)-(4.2)-(4.3). Then,

Yt = esssup
τ∈Tt

E
[
ξ1τ=T + Sτ1τ<T +

∫ τ

t

gs(Ys, Zs)ds | Ft
]
,

in which Tt denotes the set of stopping times with values in [t, T ].

Proof. One inequality is trivial. On the other hand, let τn be the first time s after t such that

Ys ≤ Ss + 1
n

or s = T . On [t, τn], we have dA = 0. Hence,

Yt = E
[
Yτn +

∫ τn

t

gs(Ys, Zs)ds | Ft
]
.

Note that τn ↑ τ̂ ∈ Tt. Passing to the limit in the above leads to

Yt = E
[
ξ1τ̂=T + Sτ̂1τ̂<T +

∫ τ̂

t

gs(Ys, Zs)ds | Ft
]
.

2

4.2.4 Further readings

Many works have been done on reflected BSDEs. Let us a quote a few of them in which the

interested reader will be able to find further references.

Reflected BSDEs with very irregular lower bounds have been studied by Pend and Xu [54]. They

also considered double reflections, i.e. from above and below. Applications of doubly reflected

BSDEs to Dynkin games can be found in Hamadène and Zhang [36]. For multivariate BSDEs with

reflections, we refer to Chassagneux, Elie and Kharroubi [15], they have applications in optimal

switching problems. Obviously, one can also consider reflected BSDEs with quadratic drivers, see

e.g. Bayraktar and Yao [2]. As for numerical schemes, see Bouchard and Chassagneux [3], and

Chassagneux, Elie and Kharroubi [16].

4.3 Constraints on the gain process

In this section, we provide a dual representation for BSDEs with constraint on the Z-component.

They have been introduced in Cvitanic, Karatzas and Soner [21]. An extension of their existence

result and new regularity properties have been obtained recently by Bouchard, Elie and Moreau [5].

For sake of simplicity, we consider here the situation where g is deterministic and the constraint is

of the form

Z ∈ O dt× dP (4.5)
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with O a convex closed set which contains 0.

To provide our characterization of the minimal solution, let us define the support function

δ : u ∈ Rd 7→ sup{u · z, z ∈ O}.

Let us also define U as the class of bounded progressively measurable processes with values in the

domain of O dt × dP-a.e. Given ν ∈ U , we let Pν be the probability measure of density given by

the Doléans-Dade exponential of
∫ ·

0
νsdWs, and denote by W ν := W −

∫ ·
0
νsds the corresponding

Pν-Brownian motion. Then, given X ∈ L∞(Fτ ), τ ∈ T , we define Eν·,τ [X] as the Y -component of

the solution (Y, Z) of the BSDE

Y = X +

∫ τ

·
(gs(Ys, Zs)− δ(νs)) ds−

∫ τ

·
ZsdW

ν
s .

Theorem 4.4 (Minimality) Assume that there exists an adapted r.c.l.l. process Ŷ such that1

Ŷτ = esssup
{
Eντ,T [ξ], ν ∈ U , ν1[[0,τ ]] = 0

}
, ∀ τ ∈ T ,

and ‖Ŷ ‖S2 <∞. Then, the minimal super-solution (Y, Z) of (1.1)-(4.5) satisfies Y = Ŷ .

Proof. Let (Y, Z) be a super-solution. Then, for τ ≤ σ ≤ T ,

Yτ ≥ Yσ +

∫ σ

τ

gs(Ys, Zs)ds−
∫ σ

τ

ZsdWs

= Yσ +

∫ T

·
(gs(Ys, Zs)− νsZs)ds−

∫ σ

τ

ZsdW
ν
s

≥ Yσ +

∫ σ

τ

(gs(Ys, Zs)− δ(νs))ds−
∫ σ

τ

ZsdW
ν
s

since νZ ≤ δ(ν) if Z ∈ O. This implies that Y is a super-solution of the BSDE with driver g(·)−δ(ν)

under Pν , and therefore a Eν-super-martingale. Hence, Yτ ≥ Eντ,T [ξ] for all ν ∈ U .

Conversely, it is not difficult to deduce from the definition of Ŷ that it satisfies a dynamic program-

ming principle2

Ŷτ = esssup
{
Eντ,σ[Ŷσ], ν ∈ U

}
, ∀ τ ≤ σ ∈ T .

Then, we can use the decomposition of Theorem 3.3 to deduce that, for each ν ∈ U , we can find

(Ẑν , Âν) ∈ H2(Pν)× A2(Pν) such that

Ŷτ = ξ +

∫ T

τ

(gs(Ŷs, Ẑ
ν
s )− δ(νs))ds+ ÂνT − Âντ −

∫ T

τ

Ẑν
s dW

ν
s .

1See [7] for a recent more general statement.
2See e.g. [5].
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Identifying the quadratic variation terms implies that Ẑν = Ẑ0 =: Ẑ. Thus,

e :=

∫ T

0

(νsẐs − δ(νs))ds ≤
∫ T

0

(νsẐs − δ(νs))ds+ ÂνT − Âν0 = Â0
T − Â0

0.

If Ẑ does not take values in O dt × dP-a.e., then a measurable selection argument3 allows us to

construct ν̂ ∈ U such that

e :=

∫ T

0

(ν̂sẐs − δ(ν̂s))ds

satisfies e ≥ 0 and P [e > 0] > 0. Since (λν̂sẐs − δ(λν̂s)) = λe for λ > 0, this contradicts the above

upper-bound: λe ≤ Â0
T − Â0

0 for all λ ≥ 0. 2

Remark 4.1 We refer to [5, 21] for sufficient conditions under which the r.c.l.l. process Ŷ exists.

When g is linear, this can be proved by using the aggregation arguments contained in El Karoui [28].

3See [5].
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[34] H. Föllmer and P. Leukert. Efficient hedging: cost versus shortfall risk. Finance and Stochastics,

4(2):117–146, 2000.
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