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Abstract: Social media give new opportunities in customerayrand market survey for design inspiration
with comments posted online by users spontaneoirsign oral-near language, and almost free of biase
Opinion mining techniques are being developed, @alhg customer sentiment analysis. These techsique
are most of the time based on a text parsing astlyckearning techniques based on target or domain-
dependent corpora for getting a fine understandingsers’ preferences. On the contrary, in thisepape
propose an overall sentiment rating algorithm, eateuenough to deliver an overall rating on a pcode-
view, without a tedious customization to a proddetnain or customer polarities. The developed algari
starts by a text parsing, useBiationary of Affect Languagt rate the word tree leaves and uses a series of
basic heuristics to calculate backward an oveeltiment rating for the review. We validate it twe &xam-

ple of a commercial home theatre system, comparimgautomated sentiment predictions with the ona of
group of fifteen test subjects, resulting in adattory correlation.

Keywords: user sentiment, sentiment rating, opinion minighgsign inspiration, customer opinion, prod-
uct appraisal, affective judgment

Introduction

To meet the demand of consumers, now very knowkdalgehanks to new numerical technologies, products
must be placed on the market extremely quickly.tThadecome a fundamental rule of innovation [Yhd?
uct designers always welcome feedbacks for the efkkesign improvement. Spontaneous comments on
new products posted by users or customers in teenet are an incredible source of unbiased infaona
They are testimonies of individual experiences \pitbduct usage, of preferences — complaints, aatishs
- about product features and of the overall apglait products. Unbiased feedback has been pravée t
extremely hard to obtain. But, spontaneous custaragrments on new products remain a valuable source
for feedback on design. Resulted data from intersjejuestionnaire, surveys and other similar mestsod-
fer from the influence of the test situation [2]itkVthe rise of Social media, people express thémse
without any influence of fear, pressure, intimidatior incentives while giving their opinion. Thesawv me-
dia become the centre of attention for analytieappses, both for industrial and academic reseaesign
analytics for example [3].

A lot of event specific sentiment analyses haventasried out like stock market trends [4]. Reaidi
geo-localized tweet analysis has shown to devefiigient and inexpensive applications. For examghey
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have been effectively used to adapt the emergah@tisns in the wake of natural disasters [5]tHa same
way, an epidemic can be detected based on a cénte@t trend [6]. The limitation of the use of tweeits
shortness. A consumer quickly limits his/her messagthe binary answer of satisfaction or dissaditbn.
To have more explanations on the reasons why tupt is liked or disliked, depending on the cohtax
use, the designer has better to use the produceaviews. The product user motive is eitherdip lothers
buy the product or make sure no one buys the ptadutiture. So a major part of the review woultkta
about the salient features of a product linkedgariethod of usage. Analysing such micro blogsroduct
reviews carefully may provide a lot of details ashbw people use it, in which scenarios and whettey
are satisfied and happy about its usage valuefeanares.

The domain of opinion mining is recently growingnsaerably in the literature, especially on sentitne
rating of online tweets, reviews and dialogues (Zgéor a literature review). Dong et al [8] shadvthat the
affective judgment of products, design processpaaple expressed during the design process wastianpo
to study. But Wang and Dong [9] showed that if @aterested in developing a sentiment classhigsed
on Product/Process/People categorization and afispgesign domain, then one must devote considerab
time and cost towards training the classifier om trget text. In the same manner, Vanrompay g3l
showed that for extracting user opinions on pragluctservices from spoken dialogues, data musinbe a
lysed in a tailored way adapted to user expectatiQataldi et al [11] confirm that, in analyzingstmmer
online reviews on hostels, a primary computationusitomer polarities — they are the most salieatufes of
a product or a service from the user’s perspectigeneeded to get a precise opinion of an indizicws-
tomer represented as a word dependency graph, aedninrough syntactic and semantic dependency rela
tions.

In this study, the mass market orientation viewgiarduct design in adapted. In this respect, aaabive
is be able to find a method to compute globallgt&o$ online reviews, and to produce an overaltisant
rating without important details of individuals’ iopns. In other words, this study aims for autdosly
compute or predict the overall sentiment ratingrfronline reviews, with a good accuracy and withete-
dious customization to a product domain or custopmarities. Indeed, in a second step, the stuohs &0
correlate individual overall ratings with consunagta for clustering customer opinions. This is heraa-
tive way of opinion mining which to the knowledgktloe authors has not been yet completely explored.

The following section reviews a complementary #itare on the user data analysis and the Natural lan
guage processing (NLP) method. Section 3 explainpovided framework: the SENTiment Rating ALgo-
rithm (SENTRAL) that is used to rate the user resgigisolate the usage scenarios, sacrifices acdsarin-
to individual entities. Section 4 applies the pregwb method on a case study, illustrating the use of
SENTRAL on a commercial product. Section 5 goesubh the validation procedure where the ratings ob-
tained from our system are compared with thoseimédafrom humans, before concluding in section 6.

Literature review

The notion of interactivity is fundamental in thevélopment cycle of a product. This interactionfisever-
al types: interaction between the expert designdradigital model or global environment (virtuahlity
tools [12], intervention in a process of optimipatirather than accept the result of a black box eet [13],
interaction between several actors of the prodeveldpment cycle (interactive facilities [14], cesign
[15, 16]). For us, interactive design is also ative activity dedicated to (re-)design productd aarvices.
Interactive design is seen as a co-design betwsenand designer: a participative design. It ndiuma-
volves the participation of the user.

Online customers’ data analysis

Understanding the customer is a crucial issue ffodyct design. The difficulty of capturing the wiof the
customer orally in person can now be compensatéd tive opinions that customers leave on interne¢ T
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analysis of opinions aims to provide professiomaid developers with an overview of the customeesxp
ence and ideas that provide clues or evidencedsigders to better interpret the voice of the aqusto[17].
User expressed himself in terms of preferences;iwisia personal judgment of the product, oftenpmaned
to his own experience. A common assumption is ttiatpreference is largely perceptual in nature.ofdc
ing to [18], the perception of a product acts @sudi on emotions, it is a multi-phase process tmich sen-
sation occupy an important role; the product's @nat impact is determined by our feelings in auerac-
tion with the product. Research on consumer bebaviave shown that emotions and emotional states
influence their purchasing decision [19,20], Itresethus interesting to consider the sentimentalpcorant
of perception, determined by our feelings in otieriaction with the product.

The first interest of analysis of opinions is twrieh the customer database, very useful in Custdteda-

tionship Management for example [21]. The first édmusing online reviews is the marketing to fihe t
strategic goals and identify the customers [22] euistomer service [23]. Increasingly, the desigrigesm-

ploys the weblogs and product review to targetviaalé information for designer [24] and [25]. Theddom

given to the online reviewers allows them to expr@me feelings and sentiments. In public meditaits a

big role in the decision making process of the esers [12] and [26], and hence collective sentinmesb-

cial media may influence consumer preferences mpadct buying decision.

To analyze these online reviews, computer tools the General Inquirer [27] are essential. lker] [28
proposes a method attempting to reduce the cheaigeridri" word classes. After a phase of cutting an
cleaning (determiners, prepositions...), the synuys words are gathered. Sometimes when desigsers u
search engines, they find themselves stuck witlick 6f keywords to search. A tool called Tweetswra
[29] was created to provide designers alternate@ch paths and recommendations from recent twitter
trend.Occurrences of the remaining words are calledland presented as a matrix of correlation lBtwe
each other. These interactions help to keep theimgaf the text underlining the main topics. Inguistics,
POS tagging (Parts-Of-Speech) is the process dfintaup a word in a text as corresponding to ai@agr
part of speech based on its definition and conisiig a software tool [30]. Syntactic analysis t@en be
used to determine the combinations of words. It mayoticed that in all cases, the structure islain(1)
Data retrieval and preparation (2) Text procesé@dhnalysis.

All this tools are based on grammatical rules aatissical analysis of words and sentences. Hall&da
theory [31] is very useful to give an “emotionahse” to the language theoretical analysis. In dgeemt
years, studies where carried, based on Hallidéngerly of emotion in language [32]. This study afdaage
of appraisals takes into account the product, tbegss and the people without rules on interactimtaeen
them, thus limited to a non context-of-use orierardlysis.

Natural language processing (NLP)

Textual information in the world can be broadlyemfirized into two main typegactsandopinions Facts
are objective expressions about entities, everdsiair properties. Opinions are usually subjecéxpres-
sions that describe people’s sentiments, appraisdeelings toward entities, events and their proes [4].
Liu [11] created a model to classify data as subjeand objective. Sentiment analysis, the prooésex-
tracting the feelings expressed in a text, is awrsid as one of the methods of Natural LanguagesBsing
(NLP). This is an area of research that involvesubke of computers to analyse and manipulate thdam-a
guage with minimum human intervention for interptin. In order to construct a program that undeics
human language, 3 main bases are required [41dgHtd’rocess, Linguistic representation, World Kihow
edge.

NLP is carried out in parts starting from word lete understand the Parts of Speech, then to semten
level in order to understand the word order andmmepof the sentence and then the entire text adento
lift the underlying context.

Chowdary [33] explained that language is undersiood interdependent levels by humans and must be
integrated in computer programs to replicate iteylare: (1) Phonetic level (2) Morphological ley@)
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Lexical level (4) Syntactic level (5) Semantic |e{@) Discourse level and Pragmatic level. Phosetieals
with the pronunciation, the smallest parts of adwMdte suffixes and prefixes are related to the photogy.
Lexical level is the parts of speech and syntdettel deals with the structure of the sentencethadrder

of the words. Meanings of word and sentences adergtood at the Semantic level where as knowlegge e
terior to the document is classified in the pragkgvel. Our system involves 4 of the 7 levels; rptmo-
logical, lexical, syntactic and semantic level. &aV works had to be studied in order to understhede
methodologies.

Though tweets are used for diverse reasons ancbtitext of each tweet is different, they can priigar
be grouped into two categories. One category slpmesonal issues while the other spreads informatial
creates awareness among the online community f8#lumber of biases are possible while conducting an
opinion survey. The most prominent of them allafled the Bradley effect in which the respondessar-
willing to provide accurate answers, when they feglh answers may reflect unpopular attitudes oriags
[35]. To overcome this effect, automated pollingpm@aches, known as opinion mining were introduced.
These automated polling approaches overcome madbkesé biases naturally. It was extended to sentime
analysis by Bollen et al. [36] using POMS (ProbeMood States) and Hu et al. [37] using POS (Peairts
Speech).

Methodology

We developed a methodology to analyse the onliee neview on products, looking forward to deal vittle
following challenges:

(1) Indicates features a customer is not pleasedtab

(2) Indicates features a customer is pleased about

(3) Outlines the overall satisfaction/dissatisfati

(4) Provides keywords of appreciation

(5) Provides keywords of criticism

(6) Evaluate the modes of usage as described gugtemer

(7) Detects possibility of sarcasm

The proposed methodology is depicted in Figurediexplained in detail as follows.

Data Pre- Text Sentiment || Sentiment
extraction || processing || processing analysis rating

Fig. 1 Process Flow chart

The first step is the extraction of data from wehdin step 2 (pre-processing), we carry out tideicgon
of the noise, classification of words with the aidPer! script APl and Stanford CoreNLP tokeniZarthe
third step of Text processing, the noise free dataxganised as a tree of dependency from the diepey
list obtained with the aid of Stanford Parser amdbBbilistic Context Free Grammar (PCFG). Thanks to
DAL (Dictionary of Affect Language), the text is wbby word analysis for extraction of sentimensiap 4
(sentiment analysis). To complete and evaluateaipthe sentiments, we add a list of heuristicscivigive
the sense depending on the context and mode oéu$aeg final rate is then given in step 5 of SENTRA
algorithm. Each step is described in the followsegtions.
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Extraction of data from website and pre-processing

Data crawling

Three websites are selected to obtain data: Twitteazon and Flipkart. The main reason is the plpbf
their data, available with Perl script API's. Basig 2 types of data are obtained: Tweets and Usaew
data. A tweet is a microblog, as shown in Figurin®ited to 140 characters, containing normal iexaddi-
tion to targets denoted with a “@” symbol, haskstég) to group words from different tweets and eysl
(emoticons). Another place to express feelingspsoduct review on commercial websites without aelger
constraint (example hereafter).

@jcdave The iPhone 5 is a waste| dthe new sound box by #Bose|is
money, you end up paying 20@&n absolute marvel. Crystal clgar
grand more than any other phonsound :D | am so happy | decided
with same feature® #apple #dis{ to invest in this systei®
appointed

Fig. 2 Example of tweets that review a product

Unlike tweets, there is no restriction to the sifea product review. The data are extracted witH Pe
script API from amazon.com and flipkart.com. A usgriew consists of the following information: tbate
of the review, the number of stars or rating ircals of 0 to 5, the location of the user, the cointé the re-
view and also a count of the number users agreeitigthe review to eliminate plagiarism and mislead
customers.

Data pre-processing

As our objective is to find out the sentiments asdge objectives of the customer, there is a lobdfe in

the data that are crawled and hence need to beefiltbefore it is taken forward in the processsBbép is a
filtration of the text extracted: each word is cptezed thanks to an original list of acronyms (&tad
CoreNLP tokenizer [38, 39]). The tokenizer dividest into a sequences of “token”, associated tortiiioA
table is defined matching each word to its “granioatclass”. Every word of the text is assigned toate-
gory. For example, NNP is a singular proper nouB,i¥a verb on its basic form, PRP a personal prono
RB an adverb. All standard acronyms are expanded) tkis list and the ones not found in the dicsign

are ignored and removed from the sentence. All Uiesremoved as they do not help the performance of
the system in any way.

The example below illustrates the data pre-prongdsir the sentence "This product is very good" rghe
one can find a descriptive determiner (ND), a commame (NN), a verb VB2, an adverb RB and an adjec-
tive JJ.

Before: Thi s product is very good
After: Thi s/ ND product/NN i s/ VB2 very/ RB good/ JJ

Text processing

Parsing and creation of dependency trees

Parsing is the process of breaking down the seesstocwords and finding out the grammatical refetibe-
tween these words. Probabilistic Context Free Gram{RCFG) is based on the study of language gained
from hand-parsed sentences to try to produce ths hikely analysis of new sentences. A list of degen-
cies is obtained and a tree is created. This mpagloses 55 kinds of possible grammatical depenel&nc
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between words in the English language. A standapeddency is written : Relatior (governor, depend-
ent). For instance, for the senteritéis product is very good”, "Th" associated t"product” is a nominal
group (NP). "is" is the @rbal group (VP) an"very" and "good'is a qualificative group (ADJI. We define
grammatical relations defined in a hierarchy saoaarrive at the intended mean. Using the dependency
list and the hierahy, we are able to create dependency. Thessult of the parsing, dependencies and
is given Figure 3.

Parsing: List of dependenci¢ | Dependency tree
( ROCOT det ( pr oduct - 2, Good
(s Thi s-1) root -I

(NP (DT This) nsubj (good- 5, ¥ 2

(NN product)) pr oduct - 2) product ;
(VP (VBZ is) cop(good-5, is-3) — cop '| s '|
(ADIP (RB advnod( good- 5,

very) (JJ very-4) this
good))))) ;;mt (ROCT-0, good- E—

Fig. 3The stages of text processing

Extraction and analysis of the sentimeni

Local sentiment analysisvith DAL
In the dependency list, the relations are binarpature. To carry out tl processof finding the sentiment
rating, we propose the SENTRAdlgorithir that uses th®ictionary of Affect Languac (DAL). The DAL
[40] scores eachf the 200,000 Engliswordsbased on the pleasantness it evokes in the huntah il is
on a scale of 1 to 3 wheremieans the most unpleasant and 3 means the mosapl We normalize this
score on a scale of Do suit out algorithn Table 1 presents some words of tweet with their abre For
adjectives, the scores from the DAL can be direasigigne. The neaning of the adjective will chan
based on the presence of a maodifier before or @fteor example, the word “gd” and the wor-cell “very
good” evokdlifferent levels of appreciatio

There are basically 2 types of emotions; good aawl hhe emoonal guidance syste([41] of humans
indicates that a person is happy and satisfie@ iilshin alignment with his requirements. After ttepeid-
ency tree is created, the words with the tagadvmodandamodare assigned the pleasantnessre by
comparing it with the DAL.
Table 1.Example of the pleasantness rating of words irDtistionary of affect langua

Word DAL Score
Money 0.8889
Phone 0.4375
Waste 0.0000
Marvel 1.0000
Happy 1.0000
Investment 0.7222

Global sentiment rating with our SENTRAL algorithm

The SENTRAL algorithm usdbke dependency tree, traving from the last leaf till the root tprogressively
evaluating the grammatical relatic encounteredTo link the dependency tree to the local score rgite
each word by the DAL, we definehuristics, a priori rules of language.
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For each, we will give the idea, illustrated byexample, and we will describe its specificatiolanguage
analysis.

The four first heuristics concern the AdvMod Taglvarbial Modifier. To take into account the effeftan
adverb on a noun, we compare the DAL score of ter2is.

For the governor of the couple, a DAL score lesstf.4 give a negative feeling. The words betweén 0
and 0.55 DAL score are neutral feel words and thedg/with score greater than 0.55 are said to biipe.
The thresholds of 0.4 and 0.55 are being obtaireed DAL directly.

For the dependent of the couple, there is not naifmeutrality. Its usage itself leads to boostooattenuate
another word. There is thus only one threshold betwnegative (<0.4) and positive (>0.4).

After this classification (positive, neutral, nega), we use simple rules of language, explaingdite 2.

Table 2 Rules taking into account to study the effectaaferb

Word 1: Adjective Word 2: Adverb Combined effect
Positive(ex: Good) Positive(ex: Extremely) | More Positive
Positive(ex: Good) Negative(ex: Rarely) More negative
Negative(ex: Bad) Positive(ex: Extremely) | More negative
Negative(ex: Bad) Negative(ex: Rarely) More Positive
Effect of Advmod

For the dependency relatiadvmod (adverbial modifieryve propose the specific sentiment rating algorith
defining 4 heuristics:
- heuristic 1. effect of a positive adverb on a positive adjexti
The positive sentiment of the adjective will be déagised by the positive adverb.
Sivern™> 0.55 and ;. > 0.4 with Sy0q as the DAL score of a word

Sgroup = min(&dverb"' %dverb* Sﬁdj.- 1)

- heuristic 2: effect of a positive adverb on a negative adyecti
The positive sentiment of the adjective will beeattated by the negative adverb.
Siavern> 0.55 and &j. <04

%roup = Sadverb' %dverb* &dj

- heuristic 3: effect of a negative adverb on a positive adyecti
The negative sentiment of the adjective will be bagized by the positive adverb.
Saverb. < 0.4 and &jj_ >0.4

%roup = max(%dj - &dverb* &dj.yo)

- heuristic 4: effect of a negative adverb on a negative adjecti
The negative sentiment of the adjective will berattated by the adverb.
Saverb. < 0.4 and §jj. <04

Sgroup = Sadverb+ Sadverb* %dj

Let us take an example: the tag “extremely easy'définition in a sentence i@dvmod(easy-4, very-3)
DAL scores : §sy= 0.6665 ; Sy =,0.41665

Sagz min(&asy"'( Seasy* S\/ery)- 1)
Sag =Min( 0.6665 + (0.6665*0.41665), 1) = 0,994

Effect of Amod
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The same relation between an adverbial modifieraanddjective is applied to the couphajectival modi-
fier — Noun)

Effect of the ROOT

The third step is to check if the ROOT wor@©S tag is JJ (adjective) or advesbd the DAL scores are
assigned directly. If no such tags are found, ianseno sentiment has been expressed and the seigegc
nored, represented by a N/A symbol in the algorithm

Effect of NEG
Invert all scores of the calculated tags linkedatiyed tag. So if the score of a tag$s,, and linked to
a “ned tag, the new score {d-Scorg,y)

After this process we have the separate scorefl tiearelated words, sentences and the paragiBimd.
score of thgth sentence is given by eq (1).

Y. Dependency tag ;i
Sentence; = . 4 (eq. 1)
] i

where ‘tlependency tgyydenotes the score of thftag in sentencie

The score of the entire text is given by eq (2).
__ X.Sentence j

Sentiment score = — (eq. 2)

The words that do not figure in the DAL are ignosace almost all words in the WordNet [42] diction
ary are found in this and the probability of a commmvord missing is very weak. All nouns that haxead-
jective close to it are grouped together. Negatiwoals like hot ‘ cannot ‘ shouldn’t are dealt in such a
way that the scores are inverted for the words tk@non-English words, the list of words not fouawen in
the WordNet dictionary is given, with a neutralualbf 0.5.

We finally choose a 0-5 scale to globally rategbatiment of the reviews through our SENTRAL altion
in order to further compare with customer reviewsalr are most of the time appraised on such a.scale

Finally, once the score of a sentence calculated,can consider that the feeling of the customeapis
proximately given by Table 3.
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Table 3.Sentiment score legend
Scores Conclusion
0 < Syeview < 2 Sad and unsatisfied

2 < Sreview < 3 Indifferent, happy to use
with sacrifices
3 < Syeview <5 Happy and satisfied

Case demonstration: reviewing a home theatre

In this section we use the methodology proposetthénprevious section to analyse the users review on
commercial home, shown in Figure 4.

In order to demonstrate the SENTRAL sentiment gatitgorithm, a general usage product has been se-
lected from an online product provider with an @&etfeedback forum, in form of text and an overaiten
from O to 5. The selected product is a home thestseem (see Figure 4). Fifteen reviews (from déffe re-
viewers) are crawled from the feedback forum web&ee for instance Figure 5). Here is how the atkth
ology is applied.

Customer Reviews
Sony BRAVIA DAV-DZ170 Home Theater System

roduct

E
fdtocan j (_Addto Wish st

. pecple found the folloving review helpful
Nice system, good price, fairly easy set up Sony Home hobe: Meield DAVES130 9

Purchased this system for our famiy room which is a itte on the I was tom between this unit and a similar Samsung unit, and 1 Y. Futeiand

smaller side. The sound is rich and ful, the subwoofer is better decided to go with this Sony because I have alway6s been ) )

than expected, and overall we're very pleased. Good TV sound with Sony products. Well, Sony definitely let me down on Discover Movies

and excellent DVD and iPod sound. Moderately priced as well, e it was et )@n >Get sared

which s  bonus, “NOTE: Fbar opic udo and HoML v ides cables =

NOT incl ately.

See more 5 star, 4 star reviews See more 3 star, 2 star, 1 star reviews

Previous 2 .. 18 | Next> Most Helpful First | Newest First

Fig. 4 Reviews of products on Amazon

Amazon Product Code: BOO3B8VBJ2
Product name: Sony BRAVIA DAV-DZ170 Home Theatre System (Electronics)

Review: Well, Sony definitely let me down on this one. First off this unit was easy
to set up. It took longer to run the wires across the room than it did to actually
hook it up. But the volume on this was sub-par. Even on the max level volume
(35) it still wasn't that loud. The main problem was the amount of bass that it
produces. The bass is so overpowering that you can barely even hear people talk-
ing in the movie, and there is no way to adjust the levels at all.

Fig. 5 Sampled review

Step 1. Data extraction

Extraction of data from website and pre-processiitig 15 comments are extracted and sequenced by
sentences. Let us take the example of: "It tookdorio run the wires across the room than it diddimally
hook it up"
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Step 2. Pre-processing

Text processing (organised as tree of dependefibg) Stanford Parser is used to establish the den-
cies network. For the linelt“took longer to run the wires across the room than it did to actually hook it up” It
gives: “It took longer=Et to run the'DT wires/ across/\ the,0 T room/\ I\ than/
it/ did/ to/ T O actually/~ = hooki/ = it/ up/= .1

Step 3. Text processing

A dependency list is obtaindcbm the parser age that arranges words in such a way that all graii-
cal relationships are established between the wdtddowing this stepa dependency treis created as
shown in Figure 6.

Took

IT

LEGEND

Governor

2.1g | RELATION

Dependent|

to wires across did V RELATION
AUX DOBJ-I PREP ]
T I

room | than ! it ! | hook !
DET. POBJ.
the | to | it ! | up ! |actually!

Fig. 6 Dependency tree of a sentence for a technicalwesiethe homtheatre syste

I

Step 4. Sentiment analysis

In the dependence tree presentewre § relations containing an ADVMOD or an AMOD are racted.
2 relations are detected:

- advmod(hook,actually)

- advmod(took,longer)

Each word that we choose to consider is ited by a DAL score.

- advmod(hook,actuallyy» advmod(0,55; 0,3

- advmod(took,longery advmod(0,33; 0,437

Step 5. Sentiment rating

The word “hook” has its individual score : 0.55.tBhis score is totally independent of the contaxd
the influenceof the other words around. In the strategy psed, weuse an heuristic n this case, heuristic
n° 2).

Shook, actuallyy™ Shook_ Sf’nook*sactually = 0:55 - 0155*0,33 = 0,37

The score of thigh sentence is giveby eq (1), as an average of all the taldsis score is I-scaled on a
0-5 scalgmultiplying the sentence score h.

The same procedure is carried out for all senteiteestively (see scores in Tab4) and the score is ob-
tained for the review as whole using equatic
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Table 4. Sentence-wise scores in the review

Sentence Score
Well, Sony definitely let me down on this one. 601
First off this unit was easy to set up. 2.325
It took longer to run the wires across the roommthadid to actually| 1.39
hook it up.
But the volume on this was sub-par. N/A
Even on the max level volume (35) it still washattloud. 1.8052
The main problem was the amount of bass that dywes. N/A
The bass is so overpowering that you can barely &ear people talkr 1.0675
ing in the movie, and there is no way to adjusti¢vels at all.

Y. Ssentences _1.016 + 2.325 + 1.39 + 1.8052 + 1.0675
Number of valid sentences 5

= 1.52074

Sreview =

(eq. 3)
The total score of emotion found by our algorittthien 1.52 on a scale of 5.

Validation

The model that we propose basically replaces tmeahufunction of understanding and interpreting>a. te
We propose to validate our model by asking 38 hunardo exactly the same task that our modelfa.e.
perform 15 rate reviews on a scale of 0-5. For, thigoll was conducted online and administrateduttin a
google form. A form containing all the fifteen rewis was made public, people were asked to reatiall
reviews and rate them on this scale based on Whatrhind evokes about the satisfaction. The qoestias
the following: “This questionnaire contains reviews about a Homealre system written by different users.
After reading, please rate these reviews on a schl®5 based on what you feel is the satisfadéorl of
each of these users. We request your kind pati@nde¢o help us with in our research work. Thankstan
advance ). The 15 reviews all concern true reviews foundirtternet about home theatre systems. The 38
human subjects have been selected from differamiage age and business areas but all with a satisfa
culture of Hi-Fi devices so as to be sure they tstdad most of technical descriptions.

The results obtained from the poll are summarinebable 5.

In this table, each column denotes the number Homs who have voted for that particular ratingpel
ing the least satisfied and 5 being the most sadidfased on their inference after reading theeresi The
two distributions of sentiment ratings are givereaamples in Figure 7. The scores being well divifleni-
modal repartition), the mean is calculated andrgineTable 6. The weighted average is then compaitd
the score obtained from our model in Table 6 td fint the error (difference).

Table 5.Results from the online questionnaire

Rating/ 1 2 3 4 5

Review
1 2 0 17 19 0
2 15 18 2 3 0
3 0 0 2 6 30
4 0 2 4 15 17
5 0 3 19 15 1
6 1 1 13 19 4
7 3 11 10 11 3
8 17 13 5 3 0
9 0 6 10 18 4
10 3 15 14 6 0
11 2 3 18 15 0
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12 0 1 6 17 14
13 0 1 14 21 2
14 0 1 9 15 13
15 17 9 4 7 1
Review 1 Review 2
20 19 20
18 17 18
16 16
14 14
12 12
10 10
8 8
6 6
4 2 4
: m 0 2 m H
0 ] 1 2 3 4 5 0 0 1 2 3 4 5
Number of votes 0 2 0 17 19 0 Number of votes 0 15 18 2 3 0

Fig. 7 Distributions of the sentiment ratings of the 38jsats for reviews 1 and

Table 6. Weighted scores of the votes

Review # Average Model's Scor Error %Error
1 3.39 3.21 0.181 3.6%
2 181 1.07 0.748 15%
3 4.73 4.21 0.523 10.5%
4 4.24 4.0¢ 0.187 3.7%
5 3.37 3.3¢ 0.038 0.8%
6 3.63 3.4¢ 0.154 3.1%
7 3 3.4¢€ -0.457 9.1%
8 1.84 1.8¢ -0.034 0.7%
9 3.53 2.8¢€ 0.671 13.4%
10 2.61 2.4t 0.172 350
11 3.21 3.47 -0.257 5.1%
12 4.16 3.9t 0.212 4.2%
13 3.63 4.65 -1.014 -20.3%
14 4.05 4.21 -0.160 3.20%
15 211 2.1C 0.003 0.1%

This error is rather weak (see Ta6 and Figure Bsince the average of errors is 1.3% (over 5 ppind
the average of absolute error values is 6.-
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5
4,5
4
35
3
2,5
2
1,5
1
0,5
0

M Average

Model's Score

1234567 8 9101112131415
Fig. 8 Comparison of weighted values of votes and ratoigained from SENTRAL

Human-computer interaction research often involxgseriments with human participants to test one or
more hypotheses. We use ANOVA (Table 8) to teshijpothesis of whether the difference between tesul
obtained from SENTRAL and the online poll to rate sentiments (Table 6, columns 2 and 3) are signif
cant (H1) or not (HO).

The ANOVA result is reported as an F-statistic #sdassociated degrees of freedom and p-value. The
individual means for SENTRAL and Human rating w8t29 and 3.22 respectively. The grand mean for
both types of sentiment rating is 3.255. As evidemh the means, the difference is only 1.92%. difier-
ence is statistically insignificant with {Bs = 0.034093, p > .005). Hence the null hypothe$isatds accept-
ed and H1 was rejected, which by extension, vadglatir model.

Table 7. Student-t test for correlation

Correlation test(student t test)
Correlation coefficient 0.896425516
tTab 0.063928134
tcal 7.292754614
Correlation YES

Table 8. ANOVA results
The difference between SENTRAL's scor

Anova: Single Factor HO: human ratings is not significant
H1: The difference is significar
SUMMARY
Groups Count Sum Average Variance

Weighted Average obtaine

from human ranking 15 49.31 3.287333  0.775278
Model's Score 15 48.3¢  3.224 0.989483
ANOVA
Source of Variation SS df MS F P-value
Between Groups 0.03008333 1 0.030083 0.034093.8548392
Within Groups 24.7066533 28 0.88238
Total 24.7367366 29

ANOVA Result:F crit = 4.195971819> F (0.034093) Accept hypothesis HO
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Conclusion

Today the user reviews for many products are aveilanline and almost for free. Obtaining feedbiokn
online evaluation of products provides an enormelae for the different services of a company, sash
marketing, design, engineering, etc. However, thgehamount of data and the complexity of the afglys
limit their usability. This paper is a first stepatard automatically analysing user appraisal ofipots and
services with sentiment rating. This analysis isibimed with correlating the sentiment rating toadaiated
to customers for clustering their overall opiniombe developed methodology is demonstrated withse ¢
and is evaluated against a sample human rating.

Either conversation in person or expressed in ertixt form, subjectivity and sentiment add rictsnes
the shared information. Customer’s sentiment cailyego beyond facts and rumours and convey unbiase
mood, opinion and emotion particularly in onlinepeession. This may bring an immense business value.
Listening for brand mentions, complaints and congés the first step in social engagement prog@namy
company. Businesses that can listen, could potbntimcover sales opportunities, measure satigfacti
channel reactions to marketing campaigns, detettespond to competitive threats

An algorithm like SENTRAL, which is domain-indepeard, can help companies offering a diversity of
products and services to save a lot of time inlduianalysing text information from internal andliioe data
sources. Compared to other sentiment analysis malitussed earlier, SENTRAL provides lesser comput
ing complication with a rating algorithm based oamge heuristics. These heuristics in turn are just
mathematical captives of the human process of celngmding a text. This algorithm can be used to éuid
the global satisfaction of a particular producthie market by comparing the satisfaction scoresiraflar
products. It can possibly be used to find out thad of a product and to predict its performancténfuture
as well.

The future improvements in SENTRAL will be on pnogithe robustness of this domain-independent
heuristic algorithm for other categories of produahd services, as well as its robustness in tefnise
quality of input data: presence of acronyms, typpbical errors, ironic and sarcastic expressiormeMe-
sign oriented works will develop comparison famhkt between products of the same category and temolu
facilities for studying success propagation anddaafrmouth phenomena.
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