
HAL Id: hal-01153211
https://hal.science/hal-01153211

Submitted on 26 Mar 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

On the minimal shift in the shifted Laplacian
preconditioner for multigrid to work

Pierre-Henri Cocquet, Martin J. Gander

To cite this version:
Pierre-Henri Cocquet, Martin J. Gander. On the minimal shift in the shifted Laplacian preconditioner
for multigrid to work. Springer-Verlag. Domain Decomposition Methods in Science and Engineering
XXII, 2015, Lecture Notes in Computational Science and Engineering. �hal-01153211�

https://hal.science/hal-01153211
https://hal.archives-ouvertes.fr


On the minimal shift in the shifted Laplacian
preconditioner for multigrid to work

Pierre-Henri Cocquet1 , Martin J. Gander1

1 Introduction

Multigrid is an excellent iterative solver for discretizedelliptic problems with diffu-
sive nature, see [12] and the references therein. It is natural that substantial research
was devoted to extend the multigrid method for solving the Helmholtz equation

−∆u− k2u= f in Ω (1)

with the same efficiency, but it turned out that this is a very difficult task. Textbooks
mention that there are substantial difficulties, see [3, page 72], [11, page 212], [12,
page 400], and also the review [7] for why in general iterative methods have diffi-
culties when applied to the Helmholtz equation (1).

Motivated by the early proposition in [2] to use the Laplacian to precondition
the Helmholtz equation, the shifted Laplacian has been advocated over the past
decade as a way of making multigrid work for the indefinite Helmholtz equation,
see [6, 10, 1, 5, 4] and references therein. The idea is to shift the wave number
into the complex plane to obtain a good preconditioner for a Krylov method when
solving (1). The hope is that due to the shift, it becomes possible to use standard
multigrid to invert the preconditioner, and if the shift is not too big, it is still an
effective preconditioner for the Helmholtz equation with areal wave number. This
implies however two conflicting requirements: the shift should be not too large for
the shifted preconditioner to be a good preconditioner, andit should be large enough
for multigrid to work. It was already indicated in [7] that itis not possible to satisfy
both these requirements, see also [4]. It was then rigorously proved in [9] that the
preconditioner is effective, i.e. iteration numbers stay bounded independently of the
wave numberk if the shift is at most of the size of the wavenumber. We prove here
rigorously for a one dimensional model problem that if the complex shift is less than
the size of the wavenumber squared, multigrid will not work.It is therefore not pos-
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sible to solve the shifted Laplace preconditioner with multigrid in the regime where
it is a good preconditioner. We also show that if the complex shift is of the size
of the wave number squared and the constant is large enough, then multigrid will
solve the preconditioner independently of the wave numberk. For a different shift
idea as a dispersion correction, where the shift is real and one obtains in one dimen-
sion a multigrid solver with standard components that solves the original Helmholtz
problem (1) independently of the wave number, see [8].

2 Model problem and discretization

To study the shifted Laplacian preconditioner for the Helmholtz equation (1) in 1d,
we consider the 1d shifted Helmholtz equation

−u′′(x)− (k2+ iε)u(x) = f (x) x in (0,1) (2)

with homogeneous Dirichlet boundary conditionsu(0) = u(1) = 0. We discretize
(2) using a standard 3-point centered finite difference approximation on a uniform
mesh withn interior grid points and mesh sizeh= 1/(n+1) to get a linear system
Ahu = f with system matrix

Ah =
1
h2 tridiag(−1,2− (k2+ iε)h2,−1). (3)

It is this system matrix which is used as a preconditioner forsolving (1), and there-
fore following the idea of the shifted Laplacian preconditioner, systems with this
matrix have to be solved effectively using multigrid. We analyze here in detail a two
grid method: we use a Jacobi smoother,

um+1 = um+ωD−1(f−Ahum),

whereD = diag(A), andω is a relaxation parameter, which we choose here based
on the optimal choice of the case without relaxation, see [8], to be

ω :=
2− (k2+ iε)h2

3− (k2+ iε)h2 .

For the coarse correction, we assumen to be a power of two minus one, and use the
extension operator based on interpolation,
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defined by the eigenfunctions ofAh given byvh
j := [sin jℓπh]nℓ=1, j = 1, . . . ,n, one

can block diagonalize the two grid operator (4), see [8]. Theaction ofT on these
one- and two-dimensional subspaces is represented by the block diagonal matrix
diag(T1, . . . ,TN,TN+1) with
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, TN+1 = σν1+ν2
N+1 , (6)

wherec j := cos jπh
2 , sj := sin jπh

2 , j = 1, . . . ,N, σ j := 1−ω(1− 2cos( jπh)
2−(k2+iε)h2 ), j =

1, . . . ,n, and

λ h
j :=

4
h2 sin2 jπh

2
− (k2+ iε), j = 1, . . . ,n, (7)

λ H
j :=

4
H2 sin2 jπH

2
− (k2+ iε), j = 1, . . . ,N, (8)

are the eigenvalues ofAh andAH , with j ′ := N+1− j denoting the complementary
mode index. To prove convergence of the two grid method, one has to prove that the
spectral radius ofTj is smaller than one for allj = 1, . . . ,N+1, since this implies
that the spectral radius of the two grid operatorT is less than one. We will show
in the next section that if the shift is not large enough, the spectral radius ofT will
actually be bigger than one, and hence the two grid method cannot be convergent.
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3 Analysis

We first study the case of a shiftε = Ck2−δ , 0 ≤ δ < 2. The following theorem
shows that with such a shift, it is not possible to obtain robust multigrid conver-
gence, because for any small mesh parameterh, there exists a wavenumber of the
Helmholtz equation for which the two grid method diverges.

Theorem 1 (Divergence with too small shift). Assume that we are performingν =
ν1+ν2 smoothing steps and thatε =Ck2−δ for 2> δ ≥ 0. Then, for h small enough,
there exists a wavenumber k(h) such that the spectral radius of the two grid method
satisfies

ρ(T)≥
(

3δ/2

3Chδ

)ν

+o

(

1

hδν

)

,

and hence the two grid method diverges for this mesh size and wavenumber.

Proof. Denoting byµ j the eigenvalues of the iteration operatorT we have

ρ(T)≥ |µ j |, j = 1, · · · ,n.

Using the block diagonal form of the two-grid iteration matrix we have obtained in
(6), we have in particular

ρ(T)≥ |σν1+ν2
N+1 |= |1−ω |ν = |µN+1|ν ,

with

|µN+1| :=
1

√

(3− k2h2)2+C2h4k4−2δ
. (9)

We now wish to find the maximum of|µN+1| as a function of the wavenumberk.
Taking a derivative with respect tok, we obtain

∂k(|µN+1(k)|2) = k2δ+1 2h2(C2k2δh2−2C2k2h2−2k2δ+2h2+6k2δ)

(C2k4h4+h4k4+2δ −6k2+2δ h2+9k2δ )2
,

and hence the maximum is reached atk(h) satisfying

C2k2(δ −2)h2−2k2δ+2h2+6k2δ = 0. (10)

Since this equation can not be solved in closed form, we compute an asymptotic
expansion ofk(h) for small mesh sizeh. We make the Ansatz

k(h) =
α0

h
+o

(

1
h

)

and obtain forh small enough the expansions
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k(h)2 =
α2

0

h2 +o

(

1
h2

)

, k(h)2δ =
α2δ

0

h2δ +o

(

1

h2δ

)

.

Substituting the above expressions into the equation (10) satisfied byk(h) and con-
sidering only the leading order terms, we find

1

h2δ

(

6α2δ+2
0 −2α2δ

0

)

+o

(

1

h2δ

)

= 0,

and therefore
α0 =

√
3,

and one can check that this is indeed asymptotically a maximum. We now replace
the asymptotic expansion ofk(h) into the expression for|µN+1(k(h))| given in (9).
Sincek(h)h=

√
3+o(1), a Taylor expansion shows that

ρ(T)≥ |µN+1(k(h))|=
1

√

(3− k(h)2h2)2+C2h4k(h)4−2δ
=

3δ/2

3Chδ +o

(

1

hδ

)

,

which gives the result.

Remark 1.In our proof, we only gave the first term of the asymptotic expansion of
k(h), since this was sufficient to obtain divergence. One could however compute the
asymptotic expansion also to any order without additional difficulties.

Now we study the caseε =Ck2. Substituting this value into the blocks (6) of the
block diagonal representation, we notice that the matricesbecome homogeneous
functions of the productkh. One can therefore study the spectral radius directly as
a function ofkh> 0 andc j ∈ (0,1), using trigonometric formulas to replace the
dependency onsj . We show in Figure 1 on the left forν1 = 1, ν2 = 0 the maximum
over all kh of the spectral radius of the matrixT as a function ofC for ε = Ck2.
We clearly see that forC small, multigrid does not converge. ForC larger however,
we get convergence. The valueC∗ where the spectral radius equals one can be com-
puted, it isC∗ = 0.3850. We show on the right in Figure 1 the spectrum of the blocks
Tj , represented as a continuous function ofc j ∈ (0,1) andkh for C = C∗, and one
can clearly see where the maximum value one is reached.

Remark 2.The valueC∗ is larger than the limiting valueC = 1/3 found from the
limiting case asδ goes to zero in Theorem 1 for which divergence can be guaran-
teed. This is because Theorem 1 only provides a lower bound for which divergence
can be guaranteed. As we see from the sharper analysis above,divergence even set
in a bit earlier.

Remark 3.From Figure 1 on the left, we also see that makingC very large will
eventually not lead to further improvement, the curve has anasymptote which one
can compute to be at 1/3. Hence, the best contraction factor one can achieve with
the two grid method applied to the shifted Helmholtz equation with shiftε =Ck2 for
C large in our example is 1/3. Note also that the two grid convergence is uniform in
k as soon asC>C∗.
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Fig. 1 Maximum overkh of the spectral radius of the two grid operator for shiftε = Ck2 as a
function ofC on the left, and forC = 0.3850 the spectrum as a function ofkhandc j on the right

4 Numerical Experiments

We present in this section several numerical illustrationsof Theorem 1 and our
additional estimate for the shiftε = Ck2. We assume that the source term in the
shifted Helmholtz equation (2) isf = 0 givingu= 0 as the unique solution. We use
for our simulations the parameters

n= 511, h=
1

512
, k=

√
3

h
, ν = 1,

so that we are in the regime of Theorem 1 where divergence should be observed
if the shift is not sufficient. We perform twenty iterations of the two grid method
applied to the shifted problem, starting with a random initial guess.

We first illustrate the result of Theorem 1. We chooseC = 0.45 in the shiftε =
Ck2−δ . Figure (2) shows the relative error of the two-grid scheme versus the number
of iterations for various values ofδ . We see that the two grid method converges for
δ = 0, but diverges for all other valuesδ > 0. For the value ofh = 1/512 in our
experiment, and the constantC= 0.45, we see that the two grid method would still
converge for a very small, but positive value ofδ . This is not in disagreement with
Theorem 1, which only makes a statement forh small enough.

We next show an experiment to illustrate that even with the shift ε = Ck2, the
constant still needs to be bigger thanC∗ = 0.3850 for the two grid method to con-
verge, see also Remark 2. In Figure 3 we show the relative error versus the iteration
index for various values ofC in this case. We observe that forC<C∗ the multigrid
method does not converge, the shift is not enough. ForC>C∗ however the multigrid
method converges, and convergence gets faster asC increases, as expected. There is
however a limit, as we have seen in Remark 3, the contraction factor of the two grid
method will not be better than 1/3.
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Fig. 3 Relative error versus iteration index forδ = 0 and various values ofC

5 Conclusions

We have analyzed for the shifted Helmholtz operator how large a shift of the form
ε = Ck2−δ has to be to obtain a uniformly convergent two grid method. Wehave
proved for a one dimensional model problem that uniform convergence in the
wavenumberk is not possible ifδ > 0. Forδ = 0, we have shown that if the constant
C>C∗ = 0.3850, then uniform convergence in the wavenumberk can be achieved.
Our results are for the particular case of a one dimensional problem with a second
order finite difference discretization, using a Galerkin coarse grid correction with
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full weighting and a Jacobi smoother with particular relaxation parameter. Using a
different relaxation parameter, for exampleω = 2/3, leads to slightly worse results
in this case, e.g.C∗ becomes approximately 0.75 instead of 0.3850. Our analysis
can be generalized, for example to higher dimensions, or other discretizations.

There is therefore indeed a big gap in the requirements for using the shifted
Laplacian as a preconditioner when solving discretized Helmholtz problems: for
multigrid to invert the preconditioner efficiently, the shift needs to beO(k2), but
to prove that the preconditioner is effective, the shift needed to be at mostO(k),
see [9], where numerical experiments also indicate that this estimate is sharp. Any
compromise with the shift, i.e. using a shift ofO(kα) with α ∈ (1,2), will therefore
lead to a preconditioner which is outside the requirements one would like to impose.
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