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Abstract

The embedded applications of fingerprint proposed so
far are chiefly based on the minutiae template. This kind
of system is not resource-free and minutiae template is
generally sacrificed to cover the shortage. This paper
presents several simple yet efficient no-image minutiae se-
lection approaches (NIMS) for the standard minutiae tem-
plates (ISO/IEC 19794-2). With the reduced-templates ob-
tained by using the proposed methods, the overall perfor-
mance can be guaranteed in comparing with the results gen-
erated by the original templates. The interoperability tests
are performed with several FVC databases. An additional
analysis with the quality of the enrollment samples is also
carried out. The experimental results demonstrate the va-
lidity and efficiency of the proposed approaches.

1. Introduction
Due to the advantages in privacy and efficiency re-

quirements, minutiae template-based matching is the
dominant technique among the authentication approaches
of fingerprint image [8]. The application of minutiae-based
matching mainly involves two categories: resource-free
systems and embedded employments such as smart-card
[1]. The former has almost no limitation of the computing
cost and the storage requirement. However, these fac-
tors are the prerequisites for the embedded applications,
especially for those match-on-card (MOC) systems [10].
In this case, to satisfy such requirements, some on-card
applications support only a minutiae template that contains
a certain amount of minutiae such as 60 points. Generally,
the amount of minutia points of one template could be less
than 130 and it is fully dependent on the extractor and
the image quality. Therefore, it is necessary to perform a
removal or selection of minutiae from the original template
before the templates can be used by those resource-limited
applications.

A minutiae template is commonly stored as the records
of the minutia points consisting of their location and orien-

tation information with respect to a 2D plane of the corre-
sponding fingerprint image. In addition to these two types
of information, some other characteristics or measurements
might also be provided in the template as the vendors are
different. In most cases, implementations would compute
an image-based quality value for each minutiae and prune
those of low qualities [5]. This paper mainly focuses on
the international standard minutiae template for the com-
pact card application (ISO/IEC 19794-2:2005) [3]. In stead
of choosing minutiae in terms of the image information, this
paper made efforts to achieve a blind selection of minutiae
from the original template.

The remaining of the paper is organized as follows: Sec-
tion 2 presents the selection approaches in details, Section
3 gives the experimental results and some discussions. Sec-
tion 4 concludes the paper.

2. Approach Description
The purpose of minutiae selection is to satisfy the mem-

ory limitation of the embedded applications. Meanwhile,
such an operation should be able to guarantee the overall
performance after a set of minutiae points had been pruned
from the original template. The MINEX II [5] presents two
cases for pruning minutiae points according to the image in-
formation: quality-based and distance-based approach with
respect to the image center. Vibert et al. [13] proposed sev-
eral NIMS approaches to perform blind selection with non-
compact templates. The kmeans and truncation proposed in
[13] are used as the reference. The former is implemented
with the Fuzzy c-means [9] algorithm clustering the minu-
tiae of one template into several groups and the points are
pruned in terms of their membership grade with regard to
the associated cluster(s). However, this method is easy to
undulate due to the c-means algorithm. In this paper, with-
out using any image information, we made several attempts
for the compact template in terms of template quality, minu-
tiae orientation and location of the minutiae template.

2.1. Selection with Template Quality

Quality based approach involves in two factors, one re-
lies on an index of minutiae template quality (could be



viewed as a no-image quality of fingerprint) [16] and an-
other is derived from a matching approach [2]. For the first
one, the quality index based on the convex hull and Delau-
nay triangulation is applied onto the minutiae template. By
using this method, some bad triangles determined by the
quality index are figured out. The selection criterion then
locked on the vertices of those bad triangles and remove
some of them from the original template if they are located
on the border of the convex hull. The template could be
further reduced by using another factor which is given by
equation 1

Qi = f1 (di, DT1
, DT2

) =


0 if di < DT1

,

1 if di > DT2
,

di−DT1

DT2
−DT1

otherwise.

(1)
Equation 1 is a quality estimation of each minutia point ac-
cording to the average distance between the minutia itself
and the three nearest neighbor points. In the equation, di
is the average distance, DT1 and DT2 are two empirical
threshold which were set to the mean value and a plus with
the standard deviation of the minimum distance (to neigh-
bor) of all the minutiae. In the experiment, the mean value is
17 and the standard deviation is 9. The second factor gives
each minutiae an estimated quality value so that it can be
used independently for reducing minutiae points. The ap-
proach with a combination of these two factors is denoted
as ’DVQ’ in the experiment. The second factor is named as
’Separation’ when it is used independently.

2.2. Orientation Index

The regularity of ridge-valley pattern determines their
flow direction and the orientation of minutiae points either.
In this case, the orientation of minutiae in the range of [0,
180] and [180, 360] are regarded as the same direction
of the ridge-valley pattern. The ridge-valley pattern of a
fingerprint could be divided into several orientation areas,
as illustrated in figure 1. Therefore, one can conduct

Figure 1: An example of minutiae and orientation field of a
fingerprint.

that the orientation of minutiae could be used for such a
division. With this consideration, the orientation of each

minutia is firstly transferred to the range of [0, 360], and
they are further converted into [0, 180]. Second, minutiae
amount is counted for each degree of [0, 180] and this
measure is sorted in an ascending order. At last, minutiae
fell into the small bins are removed according to the desired
number of the selection.

Another method based on the orientation of minutia is to
divide the angle range of [0, 360] into 8 sectors. Next, ac-
cording to the orientation value of the minutiae, the minu-
tiae number in each sector are counted up and the points
are also removed according to the ascending order of the
minutiae number of each sector. In the experiment, these
two factors are denoted as ’AngHist’ and ’AngSec’, respec-
tively.

2.3. Distance Index

Distance between each minutia and the centroid of the
convex hull (polygon) of the minutiae template is also
calculate as a potential index for selection. In this study,
this kind of distance is used in 3 different ways. First, the
distance is simply calculated between each minutia and the
centroid of the polygon. We use the centroid of the polygon
simply because the quality of an image is unknown and it
is not appropriate to use the image center for some samples
with only light translation of the foreground (even if the
quality is not bad), especially when the image dimension is
relatively large (Cf. figure 2). In figure 2, one can observe

Figure 2: Illustration of the disadvantage of using image
center.

that some minutiae are relatively far from the image center
(marked by blue star) and removing these minutiae can
lead to low genuine matching if the translation of another
template is tiny or relatively smaller. For this measurement,
the points are pruned according to the largest value of the
distances one by one.

Secondly, the distance is obtained for the vertex points
of the convex hull only. They are also deleted in terms
of the largest value, but the selection might be completed



with several iterations and each iteration is performed by
using the previously reduced template so that the centroid
is dynamic. Furthermore, to make a comparison with the
floating centroid, a fixed centroid of the convex hull ob-
tained from the original template has been kept during the
selection of each iteration. These three indexes are denoted
as ’Dist’, ’Vertex’ and ’VertexFixC’ in the experiment.

These approaches could be either combined or per-
formed independently in the experiment. For instance, a
combination of the first factor of ’DVQ’ and ’Dist’ is tested
in the experiment (denoted by ’Dela et Dist’). Minutiae type
is not considered in this study due to the interoperability
analysis.

3. Experimental Result
In order to observer the performance of the selection in-

dexes for various datasets, the experiments have been con-
ducted on several trial databases from the Fingerprint Veri-
fication Competition (FVC) [7], details are given below.

3.1. Protocol

In the experiment, one dataset of FVC2002 and four
FVC2004 datasets are involved in a comparative study.
Each of the datasets include 100 individuals and 8 sam-
ples per individual, 800 images in total. The details of each
dataset is given in table 1.

Table 1: Dataset specification.

DB Sensor Dim. Resolution
02DB2A Optical 296×560 569dpi
04DB1A Optical 640×480 500dpi
04DB2A Optical 328×364 500dpi
04DB3A Thermal 300×480 512dpi
04DB4A SFinGe 288×284 about 500dpi

As it is given in table 1, the image size of each dataset is
different from one another and the resolution is over 500dpi.
A glance of the datasets are given by several samples in
figure 3. In the experiment, the ISO/IEC standard com-
pact minutiae template is extracted with a commercial fin-
gerprint SDK. With this SDK, we implemented a minutiae
extractor and a matching application which is able to per-
form matching between two images or two templates (with
ISO/IEC 19794-2:2005 compact standard) and return an in-
tegral number up to 65535 representing the largest matching
score. The NIST software Bozorth3 [6] is another matcher
involved in the experiment for the interoperability analysis.
The ISO/IEC 19794-2 standard recommends the maximal
number of minutiae for enrollment and verification is 60 [4].
In this study, the size of the reduced template began with 30
and increased by 2 until 60. The reduced templates in each

Figure 3: Illustration of dataset samples.

size are generated from the original compact template with
all the selection approaches. This is followed by a compu-
tation of intra-class and inter-class matching scores, given
by a set of genuine matching scores (GMS)

gmsi,j,k = R (Si,j , Si,k) j 6=k (2)

and N − 1×M − 1 impostor matching scores (IMS)

imsi,j,l,k = R (Si,j , Sl,k) i 6=l and j 6=k, (3)

where R represents the matcher, S·,· denotes the sample,
M is the individual number and N is the sample number.
In the experiment, the overall performance is represented
by a global EER value (or AUC) obtained by assigning the
first sample of each individual as the enrollment. The global
EER (or AUC) is an average value of 1000 EER (or AUC)
values calculated by a random selection (1000 iterations) of
500 samples from the inter-class and 500 samples from the
intra-class scores. With this measurement, one can observe
how well a selection approach could achieve in comparing
with the original template which is denoted as no-selection
in the experiment. Nevertheless, the NFIQ [12] is also in-
volved in the this study for observing the effect of quality.

3.2. Interoperability Analysis

Grother et al. [4] presented three-way interoperability
involving cross matching with multi-vendor templates or
matchers. In this study, due to the limitation of available
matchers, bozorth3 is employed for such an analysis. It
uses only the location (x, y) and the orientation o of minu-
tiae points of the ANSI/NIST standard template [11, 6].
The orientation unit for this type of template is 2 degree,
while the unit of the template generated by the SDK is over
5 degree. In the experiment, no transformation is applied
onto the minutiae record prior to matching operations.

Theoretically, the FNMR might be higher and the FMR
could be lower when the minutiae number of the involved



templates become larger. However, this is dependent on
the matching program, especially with regard to the inter-
operate matching. With appropriate selection approaches,
the overall performance is expected to be increased as the
minutiae number reached at a certain amount. In this case,
we count the minutiae number of each database, illustrated
by boxplots given in figure 4. In addition, the mean values

Figure 4: Minutiae number statistics of the trial datasets.

of them are 54, 48, 43, 62 and 43, respectively.

Figure 5 illustrates the evaluation results based on the
matching score of Bozorth3 of the reduced template, repre-
senting by the global EER values. With the graph results,
one can note that the result obtained on FVC2002DB2 is
relatively irregular. The overall performance of the reduced
template at each number is better than that of the original
template. This is attributed to several reasons: 1) the inter-
operability of matching algorithm, 2) the outlier of minutiae
numbers of the dataset and 3) the quality distribution of the
dataset. In FVC2002DB2, according to the boxplot in fig-
ure 4, the outlier is quite small and there are not so many
large size templates, while the quality distribution mainly
concentrates on the first two levels as they are given in fig-
ure 4 and table 2, respectively. Particularly, samples whose
quality is better than level 3 in each column of this dataset
almost accounts for only 5% except the seventh column.

The other datasets have more outliers, especially
FVC2004DB3A from which the worst result is obtained.
This dataset has a relatively long whiskers leading to the
more error rates which are more distinctive in the left of the
x-axis (small size template). However, the increment of the
overall performance can be observed from the four datasets
of FVC2004. This is further demonstrated by the results ob-
tained by using the homologous matching algorithm (SDK),
graphical results are given in figure 6.

The results given in figure 6 are basically consistent with

the ones in figure 5. The selection approaches obtained a re-
sult on FVC2002DB2A which is almost perfect for this kind
of image, and a relatively bad result on FVC2004DB3A.
Among all the approaches, the distance index and vertex-
based approaches demonstrate a generality when dealing
with datasets where the outlier is not very distinctive. They
can obtain an acceptable result when the template size is
over 50 except FVC2004DB3A. At 50, the second factor
of quality-based indexes performs better than the others on
FVC2004DB3A due to the existence of a large number of
dense template in this dataset. Obviously, the NIMS ap-
proach is affected by the number of minutiae as the experi-
ment result demonstrated. This is also a factor of the sample
quality, and it is more distinct for a dataset where the sample
diversity is relatively noticeable.

3.3. Effect of Enrollment Quality

According to the inteoperability analysis, one can ob-
serve that both the minutiae number and quality signifi-
cantly affect the performance of the NIMS approach. How-
ever, in order to reveal the significance of the quality of sam-
ples to the NIMS approach, this section makes an objective
study about the effect of enrollment sample’s quality. Yao
et al. [14] proposed the impact of enrollment quality on the
overall performance when dealing with a trail database. In
the experiment, we firstly calculate the quality distribution
of the trial datasets, given in table 2. As it is presented in

Table 2: Quality counting up of the trial databases.

DB L1 L2 L3 L4 L5 Under L3
02DB2 361 370 64 5 0 8.62%
04DB1 512 208 70 4 6 10%
04DB2 111 345 277 16 51 43%
04DB3 449 214 84 47 6 17.13%
04DB4 300 324 162 1 13 22.00%

the table, samples number for each quality level of NFIQ is
figured out and we also calculate a percentage of samples
whose qualities are less than and equal to the medium level.
This statistic was introduced in the last section but it is not
an objective and explicit analysis. In this part, we firstly use
three quality metrics, NFIQ, QMF and MQF [15, 16], to
generate the quality value of each sample and perform the
enrollment selection to the reduced template. However, it
is unavoidable that the quality metrics would generate some
outliers. In this case, we next calculate the EER value of
each sample for the datasets. The enrollment selection is
also applied onto the reduced template in terms of this mea-
surement. Specifically, we choose the enrollment (template)
among the reduced templates of each individual according
to the quality or EER value of the sample.

We simply choose the selection approach that performs
relatively well, such as ’Vertex’ or ’Separation’. This kind



of calculation has to be performed for each size of the re-
duced template so that we use only one dataset as the exam-
ple to illustrate the effect of enrollment quality, see figure 7.

Figure 7: Evaluation results with Bozorth3.
Fig. 7 shows plots of the overall performance, after the

enrollment selection had been performed, of the reduced
template obtained by ’Vertex’ of FVC2004DB1 (we don’t
use 02DB2 due to the SDK-based global EER of this dataset
is almost zero). In the figure, VertES EER represents the
ES result obtained from the reduced templates by using the
EER value of the original sample, VertNoES denotes the
error rates obtained from the reduced template with no ES
and other three correspond to the ES results based on qual-
ity metrics. The confidence interval of each error rate in the
plot is not provided due to space limitation. Note that two
clearly separated points at the same desired number can in-
dicate the distinctive difference between them [16] and the
error of the global EER is within 0.5% by observing 1000
samples. The NFIQ fails to reduce the error rate when the
matching score of the SDK is involved. This might be due
to the generalization problem for multiple matchers. With
the results of QMF and EER, obviously, enrollment quality
can affect the NIMS approach.

4. Conclusion
In this paper, we present several no-image minutiae se-

lection approaches. In comparing with image-based selec-
tion, the NIMS need to be verified in two aspects in general:
performance guarantee and effect of quality. The interoper-
ability analysis found that the number of the detected minu-
tiae from the original image is an important factor for the
proposed selection criteria. This factor had been considered
by many quality assessment approaches by observing the
effect of the quality of enrollment samples. Such an enroll-

ment selection is also carried out via the interoperate study
with variant quality metrics and an objective measure (sam-
ple EER could be regarded as the groundtruth). We sim-
ply recommend to use ’Vertex’ which obtained relatively
good results on most of the trial datasets, especially when
the span of minutiae number is relatively small. Future stud-
ies of this work could focus on the large scale databases and
the realistic examinations of the MOC applications.
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(a) FVC2002DB2A

(b) FVC2004DB1A

(c) FVC2004DB2A

(d) FVC2004DB3A

(e) FVC2004DB4A
Figure 5: Evaluation results based on Bozorth3.

(a) FVC2002DB2A

(b) FVC2004DB1A

(c) FVC2004DB2A

(d) FVC2004DB3A

(e) FVC2004DB4A
Figure 6: Evaluation results based on SDK.


