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On the Transfer Function Error of State-Space

Filters in Fixed-Point Context
Thibault Hilaire

Abstract—This paper presents a new measure used for the
implementation of filters/controllers in state-space form. It inves-
tigates the transfer function deviation generated by the coefficient
quantization. The classical L2-sensitivity measure is extended
with precise consideration on their fixed-point representation,
in order to make a more valid measure. By solving the related
optimal realization problem, fixed-point accurate realizations in
state-space form can be found.

Index Terms—Digital filter implementation, coefficient sensi-
tivity, fixed-point implementation.

I. INTRODUCTION

The majority of control or signal processing systems is

implemented in digital general purpose processors, DSPs1,

FPGAs2, etc. Since these devices cannot compute with infinite

precision and approximate real-number parameters with a

finite binary representation, the numerical implementation of

controllers (filters) leads to deterioration in characteristics and

performance. This has two separate origins, corresponding to

the quantization of the embedded coefficients and the roundoff

errors occurring during the computations. They can be formal-

ized as parametric errors and numerical noises, respectively.

The focus of this paper are parametric errors, but one can refer

to [1]–[4] for roundoff noises, where measures with fixed-point

consideration already exist.

It is also well known that these Finite Word Length (FWL)

effects depend on the structure of the realization. In state-space

form, the realization depends on the choice of the basis of the

state-vector. This motivates us to investigate the coefficient

sensitivity minimization problem. It has been well studied with

the L2-measure [1], [5]. However this measure only considers

how sensitive to the coefficients the transfer function is,

and does not investigate the coefficients’ quantization, which

depends on the fixed-point representation used. In [5], the

transfer function error is exhibited for the first time, however,

only for quantized coefficients with the same binary-point

position.

This paper investigates the transfer function deviation gener-

ated by the coefficient quantization with precise consideration

on their fixed-point representation. The classical L2-sensitivity

analysis is shown in section II, whereas the new approach,
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based on fixed-point consideration, is presented in section

III. A comparison with the L2-sensitivity and some scaling

considerations are provided. Finally, the optimal realization

problem is solved in section IV and a numerical example is

exhibited before conclusion.

II. L2-SENSITIVITY ANALYSIS

Let (A, b, c, d) be a stable, controllable and observable

linear discrete time Single Input Single Output (SISO) state-

space system, i.e.
�

x(k + 1) = Ax(k) + bu(k)
y(k) = cx(k) + du(k)

(1)

where A ∈ R
n×n, b ∈ R

n×1, c ∈ R
1×n and d ∈ R. u(k) is

the scalar input, y(k) is the scalar output and x(k) ∈ R
n×1

is the state vector.

Its input-output relationship is given by the scalar transfer

function h : C → C defined by:

h : z �→ c(zIn − A)−1b + d. (2)

The quantization of the coefficients introduces some un-

certainties to A, b, c and d leading to A + ∆A, b + ∆b,

c + ∆c and d + ∆d respectively. It is common to consider

the sensitivity of the transfer function with respect to the

coefficients, based on the following definitions.

Definition 1 (Transfer function sensitivity) Consider X ∈
R

m×n and f : R
m×n → C differentiable with respect to all

the entries of X .

The sensitivity of f with respect to X is defined by the matrix

SX ∈ R
m×n:

∂f

∂X
� SX with (SX)i,j �

∂f

∂Xi,j

. (3)

Applied to a scalar transfer function h where h(z) depends

on a given matrix X , ∂h
∂X

is a transfer function of a Multiple

Inputs Multiple Outputs (MIMO) system.

Definition 2 (L2-Norm) Let H : C → C
k×l be a function of

the scalar complex variable z. �H�2 is the L2-norm of H ,

defined by:

�H�2 �

�

1

2π

� 2π

0

�H (ejω)�
2
F dω (4)

where �.�F is the Froebenius norm.
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Proposition 1 If H is the MIMO state-space system

(K,L,M ,N), then its L2-norm can be computed by

�H�
2
2 = tr(NN� + MWcM

�) (5)

= tr(N�N + L�WoL) (6)

where Wc and Wo are the controllability and observability

Gramians, respectively. They are solutions of the Lyapunov

equations

Wc = KWcK
� + LL�, Wo = K�WoK + M�M . (7)

Proof: See [1].

Gevers and Li [1] have proposed the L2-sensitivity measure

to evaluate the coefficient roundoff errors. It is defined by

ML2
�

�

�

�

�

∂h

∂A

�

�

�

�

2

2

+

�

�

�

�

∂h

∂b

�

�

�

�

2

2

+

�

�

�

�

∂h

∂c

�

�

�

�

2

2

+

�

�

�

�

∂h

∂d

�

�

�

�

2

2

(8)

and can be computed by ∂h
∂A

(z) = G�(z)F�(z), ∂h
∂b

(z) =
G�(z), ∂h

∂c
(z) = F (z) and ∂h

∂d
(z) = 1, with

F (z) � (zIn − A)−1b, G(z) � c(zIn − A)−1. (9)

This measure is an extension of the more tractable but less

natural L1/L2 sensitivity measure proposed by V. Tavşanoğlu

and L. Thiele [6] (
�

�

∂h
∂A

�

�

2

1
instead of

�

�

∂h
∂A

�

�

2

2
in (8)).

Remark 1 To simplify the expressions, it is also possible to

regroup all the coefficients in one unique matrix Z:

Z �

�

A b

c d

�

. (10)

Then, with L2-norm property, ML2
=

�

�

∂h
∂Z

�

�

2

2
. From (9)

and the associated state-spaces, the sensitivity transfer func-

tion ∂h
∂Z

can be described by the MIMO state-space system

(Ã, B̃, C̃, D̃) with

Ã �

�

A bc

0 A

�

, B̃ �

�

0 b

In 0

�

,

C̃ �

�

In 0
0 c

�

, D̃ �

�

0 0

0 1

�

.
(11)

The proposition 1 is used to compute ML2
. See [1] and [7]

for more details.

Applying a coordinate transformation, defined by x̄(k) �
U−1x(k) to the state-space system (A, b, c, d), leads to a new

equivalent realization (U−1AU ,U−1b, cU , d).
Since these two realizations are equivalent in infinite preci-

sion but are no more equivalent in finite precision (fixed point

arithmetic, floating-point arithmetic, etc.), the L2-sensitivity

then depends on U , and is denoted ML2
(U).

In this case, it is natural to define the following problem:

Problem 1 (optimal L2-sensitivity problem) Considering a

state-space realization (A, b, c, d), the optimal L2-sensitivity

problem consists of finding the coordinate transformation Uopt

that minimizes ML2
:

Uopt = arg min
U invertible

ML2
(U). (12)

In [1], it is shown that the problem has one unique solution.

Hence, for example, a gradient method can be used to solve

it.

III. TRANSFER FUNCTION ERROR

A. Fixed-point implementation

In this paper, the notation (β, γ) is used for the fixed-point

representation of a variable or coefficient (2’s complement

scheme), according to Figure 1. β is the total wordlength of

the representation in bits, whereas γ is the wordlength of the

fractional part (it determines the position of the binary-point).

They are fixed for each variable (input, states, output) and

each coefficient, and implicit (unlike the floating-point repre-

sentation). β and γ will be suffixed by the variable/coefficient

they refer to. These parameters could be scalars, vectors or

matrices, according to the variables they refer to.

± 2
1

2
0

2
−1... ...

2
β−γ−2

β − γ − 1

β

γ

2
−γ

integer part fractional part

s

Fig. 1. Fixed-point representation

Let us suppose that the wordlength of the coefficients βZ

is given3. Then, the coefficients Zij are represented in fixed-

point by (βZij
, γZij

) with:

γZij
= βZij

− 2 −
�

log2 |Zij |
�

. (13)

where the �a� operation rounds a to the nearest integer less

or equal to a (for positive numbers �a� is the integer part).

Remark 2 The binary point position is not defined for null

coefficients, however this is no problem because these coeffi-

cients will not be represented in the final algorithm (the null

multiplications are removed).

So, in order to consider coefficients that will be quantized

without error, we introduced a weighting matrix δZ such that

(δZ)ij �

�

0 if Zij is exactly implemented

1 otherwise.
(14)

The exactly implemented coefficients are 0, ±1 and also

positive and negative coefficients of power of 2.

Remark 3 In some specific computational cases the fixed-

point representation chosen for the coefficients is not always

the best one as defined in (13). For example, in the Roundoff

Before Multiplication scheme, some extra quantizations are

added to the coefficients, in order to avoid shift operations after

multiplications [2]. Only the classical case (corresponding

to the Roundoff After Multiplication) is considered here, as

defined by equation (13).

Remark 4 It is also possible to choose the same fixed-

point representation for all the coefficients (determined by the

3In FPGA or ASIC, it is of interest to consider the wordlength as
optimization variables, in order to find hardware realizations that minimize
hardware criteria like power consumption or surface, under certain numerical
accuracy constraints, like L2-sensitivity ones [8]. This is not considered in
this paper.
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coefficient with the highest magnitude). But in that case, the

lowest coefficients (in magnitude) do not have an appropriate

representation. They are coded with less meaningful bits and

have a higher relative error. When the ratio between the

greatest and lowest magnitude is too high, then underflows

occurs for the lowest coefficients that cannot be represented.

For example, this is common for the Direct Form realizations

with high (or low) L2-gain.

During the quantization process, the coefficients are

changed from Z into Z† � Z + ∆Z. For a best-roundoff

quantization, the {∆Zi,j} are independent centered ran-

dom variables uniformly distributed [9] within the ranges

−2−γZij
−1 � Zi,j < 2−γZij

−1
, so their second-order

moments are given by

σ2
Zij

� E
�

(∆Zij)
2
�

(15)

=
2−2γZij

12
δZij

, (16)

where E{.} is the mean operator.

B. Transfer function error

Due to the quantization of the coefficients, the transfer

function is changed from h to h† � h+∆h. This degradation

can be evaluated in a statistical way with the following

definition.

Definition 3 (Transfer function error) A measure of the

transfer function error can be statistically defined by [5]

σ2
∆h �

1

2π

� 2π

0

E
�

�

�∆h
�

ejω
��

�

2
�

dω. (17)

The transfer function error is a tractable measure that can be

evaluated with the following propostion.

Proposition 2 The transfer function error is given by:

σ2
∆h =

�

�

�

�

∂h

∂Z
× ΞZ

�

�

�

�

2

2

(18)

where × is the Schur product, ΞZ ∈ R
(n+1)×(n+1) defined

by:

(ΞZ)ij �

�

2
−βZij

+1

√
3

�Zij�2 (δZ)ij if Zij �= 0

0 if Zij = 0
(19)

and �x�2 is nearest power of 2 lower than |x|:

�x�2 � 2�log2|x|�. (20)

Proof: A first order approximation gives

∆h(z) =
�

i,j

∂h

∂Zij

(z)∆Zij , ∀z ∈ C. (21)

Hence

E
�

�

�∆h
�

ejω
��

�

2
�

=
�

i,j

�

�

�

�

∂h(ejω)

∂Zij

�

�

�

�

2

σ2
Zij

(22)

because the random variables ∆Zij are independent.

Considering (13) and (16) for non-null coefficients, we get

σ2
Zij

=
4

3
2−2βZij �Zij�

2
2 (δZ)ij (23)

and

σ2
∆h =

�

i,j

�

�

�

�

(Ξ)ij

∂h

∂Zij

�

�

�

�

2

2

(24)

Then, with
�

∂h
∂Z

�

ij
= ∂h

∂Zij
and (4), eq. (18) holds.

Remark 5 In the classical case where the wordlength of the

coefficients are all the same (equal to β), we can define a

normalized transfer error σ̄2
∆h defined by:

σ̄2
∆h �

3σ2
∆h

2−2β+2
. (25)

This measure is now independent of the wordlength, and can

be used for some comparisons.

C. Comparison with the classical ML2
measure

It is of interest to remark the relationship with the classical

ML2
measure. In [5] where the transfer function error appears

for the first time, the coefficients are supposed to have the

same fixed-point representation, so their second-order moment

(σ2
Zij

) are all equal and denoted σ2
0 . The ML2

satisfies then

ML2
=

σ2
∆h

σ2
0

. (26)

Here, the transfer function error σ2
∆h can be seen as an

extension of the ML2
measure with fixed-point considerations.

The sensitivity is weighted according to the variance of the

quantization noise of each coefficient.

The ML2
measure considers each coefficient with the same

weight, even if the quantization of one particular coefficient

induces a small or big modification of this coefficient. To

avoid this problem, a normalization has been created. Since a

coordinate transformation U = αIn does not change A, but

only multiplies the coefficients of b by 1
α

, and those of c by α,

it was of interest to set a condition on b or c for normalization.

The L2-dynamic-range-scaling constraints have been intro-

duced by Jackson in [10] and Hwang in [11]. It consists in

scaling the state-variable vector so as to prevent overflows or

underflows during its evaluation and it imposes a condition on

b (it avoids big values for c and small for b, and vice versa).

Definition 4 (L2-scaling) A state-space realization (A, b, c,

d) is said to be L2-scaled if the transfer functions from the

input to each state have unitary L2-norms, i.e.:
�

�e�
i (zIn − A)−1b)

�

�

2
= 1, ∀1 � i � n (27)

where ei is the column vector of appropriate dimension and

with all elements being 0 except for the ith element which is

1.

With proposition 1 applied to the system (A, b, e�
i ,0), the

L2-scaling constraints (27) can be expressed as:

(Wc)i,i = 1, ∀1 � i � n (28)
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where Wc is the controllability Gramian of the state-space

system (A, b, c, d).

In addition, it has been shown in [12] that the L2-scaling

is not necessary to implement a realization without overflows.

Two equivalent choices are possible for the implementation:

• define a binary-point position for each state (for example,

the same as the input), and apply a scaling to them in

order to adapt the peak values of each state to the chosen

binary-point position. This scaling can also be based on

a relaxed L2-scaling, as in [12].

• or set the binary-point position for each state, according

to (29), to make sure that the fixed-point representation

of the states avoids state-overflows:

γxi
= βxi

− 2 −
�

log2

up
xi

�

. (29)

where
up
xi is an upper-bound of the ith state, given by a

L1-norm:

up
xi =

�

�e�i (zIn − A)−1b
�

�

1

max
u , (30)

or estimated by a L2-norm [12], [13]:

up
xi � δ

�

�e�i (zIn − A)−1b
�

�

2

max
u . (31)

The L2-scaling constraints have to be applied in the first

case, whereas no other constraint has to be applied in the

second case..

Contrary to the L2-sensitivity measure ML2
, the transfer

function error σ2
∆h can be applied in a general cases and

be meaningful. In the very particular case where all the

coefficients have the same fixed-point representation, these

two measure are equivalent. But for other cases, only the σ2
∆h

measure is a meaningful measure of the degradation of the

transfer function due to the quantization of the coefficients.

D. Scaling

Let us consider a scaling of the states: x(k) is changed in

U−1x(k) with U an invertible diagonal matrix. The realization

Z0 is changed into Z1:

Z1 = T
−1Z0T , with T =

�

U−1

In

�

(32)

Proposition 3 (Invariance to scaling) A scaling with pow-

ers of 2 (U diagonal with U ii = 2pi , pi ∈ Z, 1 � i � n)

does not change the transfer function error σ2
∆h.

Proof: Let F2(x) denotes the fractional value of log2 |x|:

F2(x) � log2 |x| − �log2 |x|� (33)

Then the operator �.�2 satisfies

�ab�2 = �a�2 �b�2 2�F2(a)+F2(b)� (34)

and hence
�

(Z1)ij

�

2
=

�

T
−1
ii

�

2

�

(Z0)ij

�

2
�T jj�2 Φij (35)

with Φij � 2

j

F2(T
−1

ii
)+F2(T jj)+F2((Z0)ij

)
k

. So, ΞZ

�

�

Z1
is

deduced from ΞZ

�

�

Z0
by

�

Ξ
�

�

Z1

�

ij
=

�

Ξ
�

�

Z0

�

ij

�

T
−1
ii

�

2
�T jj�2 Φij . (36)

The similarity on Z0 changes the sensitivity such that

∂h

∂Z

�

�

�

�

Z1

= T
� ∂h

∂Z

�

�

�

�

Z0

T
−1, (37)

then
�

∂h

∂Zij

Ξij

��

�

�

�

Z1

=

�

∂h

∂Zij

Ξij

��

�

�

�

Z0

�

T
−1
ii

�

2

T
−1
ii

�T jj�2
T jj

Φij .

(38)

Now we can remark that Φij ∈ {1, 2, 4} and Φij = 1 if the

power of 2 are used for the scaling. Also
�a�

2

a
= 1 if a is a

power of 2.

IV. OPTIMAL REALIZATIONS

It is now possible to consider the optimal transfer function

error problem. It consists of finding the optimal coordinate

transformation Uopt:

Uopt = arg min
U invertible

σ2
∆h(U). (39)

Since σ2
∆h is invariant to power-of-2 scaling, this optimization

problem has an infinite number of solutions. So it could be of

interest to normalize all the coordinate transforms with regard

to an extra consideration. For example, this could be a L2-

scaling constraints, even if it is not necessary here.

One possible normalization is to apply on a realization the

power-of-2 scaling V :

V ii =

�

�

(Wc)ii

�

2

, 1 � i � n (40)

where Wc is the controlability Gramian of this realization.

Then, the normalized realization has the following property:

Proposition 4 A normalized realization satisfies the relaxed-

L2-scaling constraints, i.e.:

1 � (Wc)ii < 4, 1 � i � n. (41)

This relaxed-constraints were proposed in [12] as an extension

of the strict-L2-scaling constraints (28) that still prevents the

implementation from overflows.

Proof: After the normalization, the new realization

will have a controlability Gramian changed into W �
c =

V−1WcV
−�, hence

(W �
c)ii =





�

(Wc)ii
�

�

(Wc)ii

�

2





2

. (42)

We can remark that ∀x, 1 � x
�x�

2

< 2, so the normalized

realization satisfies (41).

Of course, any other normalization is possible, but this one

allows us to use the existing L2-scaling or relaxed L2-scaling

methods [12], [14].

Then, the optimal problem can be defined as
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Problem 2 (normalized σ2
∆h-optimal realization)

Considering a state-space realization (A, b, c, d), the

σ2
∆h-optimal realization can be found by solving the

following optimization problem:

Uopt = arg min
U invertible

σ2
∆h(UV), (43)

where V is a diagonal scaling matrix such that

V ii =

�

�

(U−1Wc U−�)ii

�

2

(44)

Proof: V is built in such way that the coordinate trans-

formation T = UV applied on the realization performes the

normalization.

Since the σ2
∆h measure is non smooth, this optimization

problem can be solved with a global optimization method

such as the Adaptive Simulated Algorithm (ASA) [15], [16].

A gradient-base method such as the quasi-Newton algorithm

leads to local optima, which in practice are however not too

far from the global optimum.

The FWR Toolbox4 was used for the numerical examples, and

few minutes of computation were here required on a desktop

computer.

V. NUMERICAL EXAMPLE

Let us consider the filter with coefficients given by the

Matlab command butter(4,0.05), and some equivalent

(in infinite precision) realizations:

Z1 : the Direct Form II,

Z2 : the balanced realization,

Z3 : the normalized σ̄2
∆h-optimal realization (obtained with

ASA and proposition 2).

The following table gives the σ̄2
∆h measure of these different

realizations. This could be compared to the a posteriori differ-

ence between the transfer function h and the transfer function

with quantized coefficients (denoted h†). The wordlengths

used are 16, 14 and 10 bits (but 10 bits are not enough to

preserve the stability of the Direct Form II, that cannot be

used with so few bits):

realization σ̄2

∆h

‚

‚h− h†
‚

‚

2

16 bits 14 bits 10 bits

Z1 5.690e + 6 2.055e− 2 0.1578 N.A.

Z2 3.693 3.678e− 5 1.6994e− 4 3.0375e− 3

Z3 1.439 2.189e− 5 2.3148e− 5 1.8358e− 4

The realization Z3 has of course the lowest transfer function
error. Even with few bits, the degradation of realization Z3
remain low, compared to Z1 and Z2.
Even if it is non-optimal, Z2 performs quite well with 16-bit
implementation, but is less accurate than Z3 with less bits.
As we can remark, the coefficients of these three realizations
have different magnitudes, and that legitimates the use of σ2

∆h.

Here are the 16-bit fixed-point coefficients of Z
†
3 (each one

has a different binary-point position):

Z
†
3

=

0

B

B

B

B

B

@

+29648·2−15 +27141·2−18 +20820·2−20 −30467·2−19 −32227·2−19

+24569·2−20 +29679·2−15 +22295·2−17 −31725·2−20 +19083·2−22

−31503·2−20 −31152·2−19 +29148·2−15 +30424·2−22 −32633·2−15

+22733·2−17 +21076·2−20 −32727·2−21 +29154·2−15 −26416·2−31

+28776·2−24 −32739·2−22 −25371·2−26 −32767·2−18 +16771·2−29

1

C

C

C

C

C

A

4sources available at http://fwrtoolbox.gforge.inria.fr

VI. CONCLUSION

This paper has presented the optimal realization problem in

fixed-point context and exhibited a new measure to evaluate

the coefficients roundoff errors. Compared to the classical L2-

sensitivity measure, the transfer function error is a meaningful

measure for every realization, even for non-L2-scaled ones.

A normalization procedure used to solve the optimal realiza-

tion problem has been presented with a numerical example,

but there is still further work to be done, specially to develop

an ad hoc optimization algorithm.

This measure could be easily adapted to the Specialized

Implicit Framework [17] that allows to encompass all the exist-

ing structures (direct forms, cascade/parallel decompositions,

lattices, δ or ρ-operator based realizations, etc.). Some other

measures, like the pole-sensitivity measure, could be extended

to consider fixed-point coefficients.
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