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REAL AND COMPLEX PSEUDOZERO SETS
FOR POLYNOMIALS WITH APPLICATIONS

Stef Graillat1 and Philippe Langlois2

Abstract. Pseudozeros are useful to describe how perturbations of
polynomial coefficients affect its zeros. We compare two types of pseu-
dozero sets: the complex and the real pseudozero sets. These sets differ
with respect to the type of perturbations. The first set – complex per-
turbations of a complex polynomial – has been intensively studied while
the second one – real perturbations of a real polynomial – seems to have
received little attention. We present a computable formula for the real
pseudozero set and a comparison between these two pseudozero sets.
We conclude that the complex pseudozero sets have to be preferred
except when the perturbed real polynomials admit non-real zeros. We
also give some applications of pseudozero set in control theory.

Mathematics Subject Classification. 65F35, 68W30.

1. Introduction

The computation of polynomial roots is commonly used in numerous appli-
cations in scientific computing or engineering. In practice, the real or complex
polynomial coefficients are often approximate values. Two well known sources of
such approximation are data uncertainties and rounding errors. The sensitivity
of the roots with respect to these perturbations of the polynomial coefficients has
been studied with several kinds of methods.

Analytical sensitivity analysis introduces a condition number that bounds the
magnitudes of the (first order) changes of the roots with respect to the coefficient
perturbations. Numerous results in this direction are available, see for example
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Gautschi [2] or Wilkinson [16]. Representing coefficient uncertainty with intervals
and computing with interval arithmetic yield over-sets that enclose (sometimes
pessimistically) the perturbed roots [7]. When the coefficient uncertainty is as-
sumed to satisfy a given probabilistic behavior, stochastic arithmetic of Vignes
and Chesneaux and its associated library CADNA provide a probabilistic esti-
mate of perturbed roots [1, 15]. Continuous sensitivity analysis, introduced by
Ostrowski [11], considers the uncertainty of the coefficients as a continuity prob-
lem. The most powerful tool of this last type of methods seems to be the pseudozero
set of a polynomial we focus hereafter. Roughly speaking, it is the set of the roots
of polynomials being near to a given polynomial. This set was first introduced by
Mosier [10]. A very recent survey about pseudozero set is proposed by Stetter [13].

In this paper, we study two kinds of pseudozero sets. The first one is the
complex pseudozero set : it is the set of complex numbers that are the roots of
polynomials with complex coefficients being near to a given polynomial p with
complex coefficients. The second one is the real pseudozero set, that is the set of
complex numbers that are the roots of polynomials with real coefficients being
near to a given polynomial p with real coefficients.

For a given polynomial with real coefficients, it makes sense to compute both
complex and real pseudozero sets even if the latter may be closer to the phys-
ical problem the polynomial represent. This is the case when the polynomial
coefficients describe non-complex physical values as for example in transfer func-
tion for control theory. Previous works of the authors illustrate how the complex
pseudozero set solves stability problems in this area [3, 4]. Another motivation
to constrain the pseudozero set to real perturbations comes from finite precision
computation since the rounding error in real coefficients represented by fixed or
floating numbers is always a non-complex perturbation. The aim of this paper is to
compare these two pseudozero sets and evaluate which one is the more convenient
and the easiest to compute.

Up to our knowledge, published results often consider only complex pseudozero
sets. The real pseudozero set has not been studied a lot before. Hereafter we
provide a computable formula for the real pseudozero set and we justify that the
complex pseudozero set is more convenient than the real one.

The paper is organized as follows. In Section 2, we recall some definitions
and known results about the complex pseudozero set. In Section 3, we introduce
the real pseudozero set and we propose a computable expression for this set. In
Section 4, we present some numerical simulations and we compare the real and
complex pseudozero sets. The Section 5 is devoted to applications of pseudozero
set in control theory and to robustness problems in particular.

2. Complex pseudozero set of polynomials

Let Pn(C) be the linear space of polynomials of degree at most n with complex
coefficients (n ≥ 1). Let p be a polynomial of Pn(C) with complex coefficients pi
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(0 ≤ i ≤ n) such that

p(z) =
n∑

i=0

piz
i.

Representing p by the vector (p0, p1, . . . , pn)T of its coefficients, we identify the
norm on Pn(C) to the 2-norm of the corresponding vector in Cn+1. Throughout
this paper, we will only consider this 2-norm we denote ‖ · ‖. It means that

‖p‖ =

(
n∑

i=0

|pi|2
)1/2

. (1)

The following real parameter ε bounds the uncertainty of the coefficients of p.
Given such an ε > 0, a complex ε-neighborhood of p is the set of all polynomials
of Pn(C), close enough to p, that is,

Nε(p) = {p̂ ∈ Pn(C) : ‖p − p̂‖ ≤ ε} .

The complex ε-pseudozero set of p is defined to include all the zeros of the
ε-neighborhood of p. A definition of this set is

Zε(p) = {z ∈ C : p̂(z) = 0 for some p̂ ∈ Nε(p)} .

Theorem 2.1 below provides a computable counterpart of this definition.

Theorem 2.1 (Trefethen and Toh [14]). The complex ε-pseudozero set of p verifies

Zε(p) =
{

z ∈ C : g(z) :=
|p(z)|
‖z‖ ≤ ε

}
,

where z = (1, z, . . . , zn)T .

This theorem was proved in [14] for the 2-norm and in [12] for an arbitrary
norm. We recall the proof of [14].

Proof. If z ∈ Zε(p) then there exists p̂ ∈ Pn(C) such that p̂(z) = 0 and ‖p− p̂‖ ≤ ε.
From Hölder’s inequality |xT y| ≤ ‖x‖‖y‖, we get

|p(z)| = |p(z) − p̂(z)| =
∣∣∣ n∑

i=0

(pi − p̂i)zi
∣∣∣ ≤ ‖p − p̂‖‖z‖.

It follows that |p(z)| ≤ ε‖z‖.
Conversely, let u ∈ C be such that |p(u)| ≤ ε‖u‖. If u �= 0, we can write

u = |u|eiθ, θ ∈ [0, 2π) with |u| > 0. Let us introduce the polynomials r and pu
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defined by

r(z) =
n∑

k=0

rkzk, with rk = |u|ke−ikθ, and

pu(z) = p(z) − p(u)
r(u)

r(z).

It is clear that r(u) = ‖u‖2 = ‖r‖2, and pu(u) = 0. So we have

‖p − pu‖ =
|p(u)|
|r(u)| ‖r‖ ≤ ε.

Hence we obtain that u belongs to Zε(p).
If u = 0, let us define pu(z) = p(z) − p(u). It is clear that pu(u) = 0. Besides,

we have ‖p − pu‖ = |p(u)| ≤ ε by hypothesis. In the same way, we get that u
belongs to Zε(p). �

This theorem gives us an efficient way to compute the complex pseudozero set.
The ε-pseudozeros of p belong to the interior of the area defined by the contour
level (of value ε) of the normalized residual |p(z)|/‖z‖. Using for example MATLAB
primitives, following Algorithm 1 easily plots the ε-pseudozeros of a polynomial p
for a given coefficient uncertainty ε.

Algorithm 1 Computation of complex ε-pseudozero set (MATLAB version)

Require: polynomial p and uncertainty ε
Ensure: pseudozero set layout in the complex plane
1: We grid a square containing all the roots of p with the MATLAB command

meshgrid.
2: We compute g(z) at the grid nodes z.
3: We draw the level line |g(z)| = ε with the MATLAB command contour.

3. Real pseudozero set of polynomials

Now, we introduce the real pseudozero set and a computable expression for this
set.

The notations are similar to the complex case. For n ≥ 1, let Pn(R) be the
linear space of polynomials of at most degree n with real coefficients. A polynomial
p in Pn(R) is represented by the vector (p0, p1, . . . , pn)T of its coefficients, so
p(z) =

∑n
i=0 piz

i. Again we identify the norm ‖ · ‖ on Pn(R) to the 2-norm on
Rn+1 of the corresponding vector of its coefficients. Relation (1) is still valid to
define this norm.
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Let ε be a given bound of the polynomial coefficient uncertainties. A real
ε-neighborhood of p is the set of all polynomials of Pn(R), close enough to p,
that is,

NR
ε (p) = {p̂ ∈ Pn(R) : ‖p − p̂‖ ≤ ε} . (2)

Then the real ε-pseudozero set of p is defined to include all the zeros of the real
ε-neighborhood of p. A definition of this set is

ZR
ε (p) =

{
z ∈ C : p̂(z) = 0 for some p̂ ∈ NR

ε (p)
}

. (3)

For ε = 0, the pseudozero set ZR
0 (p) is the set of the roots of p we denote Z(p).

One can easily notice that the real ε-pseudozero set ZR
ε (p) is symmetric with

respect to the real axis.

Proposition 3.1. The real ε-pseudozero set ZR
ε (p) is symmetric with respect to

the real axis.

Proof. Let z ∈ ZR
ε (p). It means that there exists q ∈ NR

ε (p) such that q(z) = 0. As
the polynomial q has real coefficients, this implies that q(z̄) = 0. So z̄ ∈ ZR

ε (p). �

Following Theorem 3.2 provides a computable counterpart of this definition. It
can be considered as a special case of spectral value sets for the companion matrix
using structured perturbations [5] when the polynomial is monic. We prove it
hereafter using arguments developed in [6] but staying in the field of polynomials.
The proof also deals with non-monic polynomials. We define for x, y ∈ Rn+1,

d(x, Ry) = inf
α∈R

‖x − αy‖,

the distance of a point x ∈ Rn+1 from the linear subspace Ry = {αy, α ∈ R}.
Theorem 3.2. The real ε-pseudozero set of p verifies

ZR
ε (p) = Z(p) ∪

{
z ∈ C\Z(p) : h(z) := d(GR(z), RGI(z)) ≥ 1

ε

}
, (4)

where GR(z) and GI(z) are the real and imaginary parts of

G(z) =
1

p(z)
(1, z, . . . , zn)T , z ∈ C\Z(p).

Proof. Let z ∈ ZR
ε (p). If p(z) = 0 then z ∈ Z(p) else there exists q ∈ NR

ε (p)
such that q(z) = 0. In this case, we have p(z) = p(z) − q(z) = (p − q)T z,
where z = (1, z, . . . , zn)T . It follows that 1 = (p − q)T G(z). Hence we have
1 = (p − q)T GR(u) + i(p − q)T GI(u) and so{

(p − q)T GR(u) = 1,

(p − q)T GI(u) = 0.
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As a consequence, we have ‖p − q‖‖GR(u) − αGI(u)‖ ≥ 1, for all α ∈ R. We
conclude that

d(GR(u), RGI(u)) ≥ 1
‖p − q‖ ≥ 1

ε
·

Conversely, let z ∈ Z(p) ∪ {z ∈ C\Z(p) : d(GR(z), RGI(z)) ≥ 1
ε

}
. If z belongs to

Z(p) then it belongs to ZR
ε (p). Otherwise z satisfies ‖G(z)‖ ≥ 1/ε. From a duality

theorem (see [9], p. 119), there exists a vector u ∈ Rn+1 with ‖u‖ = 1 satisfying

uT GR(z) = d(GR(z), RGI(z)) and uT GI(z) = 0.

Let us consider the real polynomial

q = p − u

d(GR(z), RGI(z))
·

We have

q(z) = p(z) − uT z

d(GR(z), RGI(z))
= p(z) − p(z)uT G(z)

d(GR(z), RGI(z))
= 0.

Furthermore we have ‖q − p‖ = 1/d(GR(z), RGI(z)). It follows ‖p − q‖ ≤ ε. �

To compute the real ε-pseudozero set ZR
ε (p), we only have to evaluate the

distance d(GR(z), RGI(z)). We recall that ‖ · ‖ is the 2-norm and we denote with
〈·, ·〉 the associated inner product. In this case we have

d(x, Ry) =

{√
‖x‖2 − 〈x,y〉2

‖y‖2 if y �= 0,

‖x‖ if y = 0.

Then the real pseudozero set is also the interior of the area defined by the level
contour of function h defined by Relation 4. We can compute the real ε-pseudozero
set with following Algorithm 2.

Algorithm 2 Computation of real ε-pseudozero set (MATLAB version)

Require: polynomial p and uncertainty ε
Ensure: pseudozero set layout in the complex plane
1: We grid a square containing all the roots of p with the MATLAB command

meshgrid.
2: We compute h(z) at the grid nodes z.
3: We draw the level line |h(z)| = 1/ε with the MATLAB command contour.
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4. Numerical simulations and comparisons

In this section, we present some numerical simulations and we compare the
real and complex pseudozero sets. This comparison is motivated since it is more
difficult to compute the real pseudozero set than the complex pseudozero set. It
is clear that we always have ZR

ε (p) ⊂ Zε(p).

Proposition 4.1. Let p be a polynomial of Pn(R). Then the real pseudozero set
is included in the complex pseudozero set, i.e.,

ZR
ε (p) ⊂ Zε(p).

Proof. Let z belonging to ZR
ε (p). It means that there exists a polynomial q in

Pn(R) such that q(z) = 0. Since Pn(R) is included in Pn(C), it means that q is in
Pn(C). Consequently, z belongs to Zε(p). �

We are interested to know whether the real and the complex pseudozero sets
are similar or not.

Let us first comment the following example considering p(z) = 1/2+z2. Figure 1
represents the real and complex pseudozero sets for this polynomial p with ε = 0.1.
The real pseudozero set (Fig. 1b) is clearly enclosed in the complex pseudozero
set (Fig. 1a). The shapes of the real and the complex pseudozero sets are quite
similar. This example clearly exhibits that the real and the complex pseudozero
sets look very similar

Let us now consider polynomial q(z) = z − 1 with ε = 0.1. Figure 2 again illus-
trates that the real pseudozero set (Fig. 2b) is included in the complex pseudozero
set (Fig. 2a). Nevertheless, the real pseudozero set and the complex pseudozero
set now have very different shapes. In fact, the real pseudozero set should be
included in the real axis. Since it appears to not be the case here, we explain this
phenomenon thanks to the following lemma.

Lemma 4.2 (Hinrichsen and Kelb [5]). The function

d : R
n+1 × R

n+1 → R+, (x, y) �→ d(x, Ry)

is continuous at all pairs (x, y) with y �= 0 or x = 0, and discontinuous at all pairs
(x, 0) ∈ Rn+1 × Rn+1, x �= 0.

This lemma states that a discontinuity problem arises when vector y vanishes.
In our case the discontinuity arises when GI(z) = 0, where GI is the imaginary
part GI(z) of

G(z) =
1

p(z)
(1, z, . . . , zn)T .

It follows that GI vanishes for z ∈ R, that is along the real axis. This explains
why the contour function of MATLAB may fail and gives some bad results along
the real axis. Of course, if none of the zeros of the polynomial is real, the real
pseudozero set is reliable because we do not evaluate the function G on the real
axis. The first presented example and Figure 1 illustrate this case for instance.
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(a) Complex Zε(p) with ε = 0.1 (b) Real ZR
ε (p) with ε = 0.1

(c) Both sets on the same figure

Figure 1. Complex and real pseudozero sets for p(z) = 1/2 + z2.

A reliable computation of the real pseudozero set on the real axis can be per-
formed with the complex pseudozero counterpart thanks to the following lemma.

Lemma 4.3. Being z ∈ R, z belongs to ZR
ε (p) if and only if z belongs to Zε(p)

(complex version of the pseudozero set).

Proof. This is true because the formula involved in Theorem 2.1 and in the proof
stays in the real field if z is real. �

We conclude this comparison stating that in general complex pseudozero sets
have to be preferred to real ones even to represent polynomials with perturbed
real coefficients. Nevertheless real pseudozero sets yield an accurate and reliable
description of perturbed zeros when it can be proved that none of them is real.

5. Applications in control theory

In control theory, classical transfer functions associated with some systems are
often written as H(z) = N(z)/D(z), where N and D are complex polynomials and
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(a) Complex Zε(q) with ε = 0.1 (b) Real ZR
ε (q) with ε = 0.1

(c) Both sets on the same figure

Figure 2. Complex and real pseudozero sets for q(z) = z − 1.

z is a parameter of the system. The system described with the function H is stable
(in a sense to be defined later) if the polynomial D is stable. Since uncertainties
of the coefficients of the polynomials are unavoidable in most real problems (data
uncertainty, rounding error), it is useful to know whether the system still remains
stable while the coefficient uncertainty is bounded by a given ε > 0. In such cases,
the system is said to be robustly stable. Similarly the polynomial D is robustly
stable when it remains stable when its coefficients suffer from an uncertainty of
ε > 0. The robust stability of polynomial has been studied intensively (see [8]
and the references therein) for polynomials with complex coefficients and with
complex perturbations of those coefficients. Hereafter, we focus on stability for
real polynomials only allowing real perturbations of the coefficients. We name this
as the real stability problem.

5.1. Deciding on polynomial stability: a first criterion

The real ε-pseudozero set can be used to decide the real stability of systems de-
scribed by polynomials. A classic stability criterion in control theory is to compare
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Figure 3. Real ε-pseudozero set of the polynomial p(z) = (z −
0.3)(z − 0.6)(z − 0.7)(z + 0.5), with ε = 0.1 and ε = 0.05.

the modulus roots to 1 (Schur stability). For a given polynomial with coefficients
known with a tolerance ε, it is difficult to compute every root of all polynomials
being in its ε-neighborhood. Of course, a sensitivity analysis that uses the con-
dition number of the polynomial with respect to its coefficients can be performed
and yields a first order criterion for arbitrary small uncertainty ε. Pseudozero
sets provide a more general answer to this question since it neither neglect higher
order effects of coefficient perturbations nor restrict these perturbations only to
arbitrary small values. It suffices to draw the real ε-pseudozero set and to verify
if it is included in the unit circle.

Figure 3 shows the real ε-pseudozero set of polynomial p(z) = (z − 0.3)(z −
0.6)(z − 0.7)(z + 0.5), with two coefficient uncertainties bounded by ε = 0.1 and
ε = 0.05.

From this figure, we cannot decide the real stability for ε = 0.1 because some
0.1-pseudozeros have modulus larger than 1. On the other hand, the figure proves
that all the real 0.05-pseudozeros have a modulus less than 1 and so we conclude
for the real stability of p while ε ≤ 0.05.

5.2. Deciding on polynomial stability: a second criterion

Another kind of real stability is defined when the real part of all the roots of
a polynomial are negative (Hurwitz stability). For testing this other real stability
criterion, it suffices to draw the real ε-pseudozero set and to verify if it is included
in the left half-plane. This is shown with Figure 4. We exhibit for example that
polynomial p(z) = (z+1)2(z+0.2+0.2i)(z+0.2−0.2i) is real stable while ε ≤ 0.06
but is unstable if ε = 0.6.
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Figure 4. Real ε-pseudozero set of p(z) = (z + 1)2(z + 0.2 +
0.2i)(z + 0.2 − 0.2i), with ε = 0.06 and ε = 0.6.

6. Conclusion

In this paper, we have proposed a computable formula for the real pseudozero
set. Identifying this set is motivated from data errors and rounding errors that
corrupt the coefficients of real polynomials. Alas this formula is more difficult to
compute than the corresponding complex one. Thanks to numerical simulations,
we have shown that computing real pseudozero set may yield unreliable results. We
justify this breakdown comes from the discontinuity of the level function. Then
it is in general better to prefer the complex pseudozero set for real polynomial
instead of the real pseudozero set.

Nevertheless, if the perturbations are sufficiently small to guarantee the zeros
of the real polynomial stay far from the real axis then we may prefer to draw the
real pseudozero set (since the discontinuity only appears near the real axis). In
this case the real pseudozero set represents more accurately than before all the
roots of the really perturbed polynomials.
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[8] L. Jaulin, M. Kieffer, O. Didrit and É. Walter, Applied interval analysis. Springer-Verlag

London Ltd., London (2001).
[9] D.G. Luenberger, Optimization by vector space methods. John Wiley & Sons Inc., New York

(1969).
[10] R.G. Mosier, Root neighborhoods of a polynomial. Math. Comp. 47 (1986) 265–273.

[11] A.M. Ostrowski, Solution of equations and systems of equations. Second edition. Academic
Press, New York. Pure Appl. Math. 9 (1966).

[12] H.J. Stetter, Polynomials with coefficients of limited accuracy, in Computer algebra in sci-
entific computing – CASC’99 (Munich), Springer, Berlin (1999) 409–430.

[13] H.J. Stetter, Numerical Polynomial Algebra. Society for Industrial and Applied Mathematics
(SIAM), Philadelphia, PA (2004).

[14] K.-C. Toh and L.N. Trefethen, Pseudozeros of polynomials and pseudospectra of companion
matrices. Numer. Math. 68 (1994) 403–425.

[15] J. Vignes, A stochastic arithmetic for reliable scientific computation. Math. Comp. Sim. 35
(1993) 233–261.

[16] J.H. Wilkinson, Rounding errors in algebraic processes. Dover Publications Inc., New York
(1994).


