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#### Abstract

In this paper we present a second order model based on the Aw, Rascle, Zhang model (ARZ) for vehicular traffics subject to point constraints on the flow, its motivation being, for instance, the modeling of traffic lights along a road. We first introduce a definition of entropy solution by choosing a family of entropy pairs analogous to the Kruzhkov entropy pairs for scalar conservation laws; then we apply the wave-front tracking method to prove existence and a priori bounds for the entropy solutions of constrained Cauchy problem for ARZ with initial data of bounded variation and piecewise constant constraints. The case of solutions attaining values at the vacuum is considered. We construct an explicit example to describe some qualitative features of the solutions.
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## 1 Introduction

This paper deals with macroscopic modeling of traffic flows. Macroscopic models of traffic flows are essential to describe, predict, control and optimize the vehicular traffic along a road or a network of roads, whether highways or urban streets. Several social and economic motivations can be related to the need to minimize traffic congestions and consequently the driving time and the pollution related to traffic. A further motivation is the need to reduce the accident risk in road traffic, a human and social cost that is related not only to the driving behaviour, but also to the management of the roads.

Due to the above motivations, the literature on macroscopic models for traffic flows is already vast and characterized by contributions covering statement of problems, modeling aspects, qualitative analysis, and numerical simulations motivated by their real life applications. Macroscopic models of traffic flows are nowadays a consolidated and nonetheless continuously in ferment field of mathematical research from both theoretical and applied points of view, as the surveys $[7,36,38,43]$ and the books [27,41] demonstrate.

We recall that the independent variables describing vehicular traffics at the macroscopic level are the (mean) density $\rho$, namely the number of vehicles per unit length of the road, the velocity $v$, namely the space covered per unit time by the vehicles, and the flow $f$, namely the number of vehicles per unit time. By definition we have that

$$
\begin{equation*}
f=\rho v . \tag{1.1}
\end{equation*}
$$

Furthermore, the conservation of the number of vehicles along a road with no entrances or exits is expressed by the scalar Partial Differential Equation (PDE)

$$
\begin{equation*}
\rho_{t}+f_{x}=0 \tag{1.2}
\end{equation*}
$$
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To close the system (1.1)-(1.2) of two equations and three unknown variables, a further condition has to be derived. We underline that the only accurate physical law in traffic flow theory is the conservation of the number of vehicles (1.2). Any other assumption results from a coarse approximation of empirical observations. However, as vehicular traffic is influenced by psychological effects, nobody expects that traffic modeling reaches the same accuracy as an exact science (e.g. thermodynamics or Newtonian physics). Nevertheless, macroscopic models help to understand non-trivial properties of vehicular traffics, to predict and optimize them.

First order macroscopic models close the system (1.1)-(1.2) by giving beforehand an explicit expression of one of the three unknown variables in terms of the remaining two. The prototype of the first order models is the Lighthill, Whitham [33] and Richards [39] model (LWR). The basic assumption of LWR is that the velocity of any driver depends on the density alone, namely $v=v(\rho)$. The function $v:\left[0, \rho_{\max }\right] \rightarrow\left[0, v_{\text {max }}\right]$ is given beforehand and is assumed to be $\mathbf{C}^{\mathbf{1}}$, non-increasing with $v(0)=v_{\text {max }}$ and $v\left(\rho_{\max }\right)=0$, where $v_{\text {max }}$ is the maximal speed corresponding to the free road and $\rho_{\max }$ is the maximal density corresponding to the situation in which the vehicles are stuck bumper to bumper. As a result, LWR is given by the scalar conservation law

$$
\rho_{t}+[\rho v(\rho)]_{x}=0
$$

Second order macroscopic models close the system (1.1)-(1.2) by adding a further PDE. The most celebrated second order macroscopic model is the Aw, Rascle [5] and Zhang [44] model (ARZ). Away from the vacuum, ARZ writes

$$
\begin{equation*}
\vec{Y}_{t}+F(\vec{Y})_{x}=\overrightarrow{0}, \tag{1.3}
\end{equation*}
$$

with

$$
\vec{Y} \doteq(\rho, y)^{T} \in \mathbb{R}_{+}^{2} \backslash\{\overrightarrow{0}\}, \quad F(\vec{Y}) \doteq\left[\frac{y}{\rho}-p(\rho)\right] \vec{Y}
$$

where, in analogy with Euler's equations for fluid dynamics, the quantity $y$ is often called generalized momentum of the vehicles. The "pressure" function $p(\rho) \doteq \rho^{\gamma}, \gamma>0$, plays the role of an anticipation factor, taking into account drivers' reactions to the state of traffic in front of them.

The main drawback of LWR is the unrealistic behaviour of the drivers, who adjust instantaneously their velocities according to the densities they are experiencing (which implies infinite acceleration of the vehicles) and take into account the slightest change in the density. Moreover, experimental data show that the fundamental diagram $(\rho, f)$ is given by a cloud of points rather than being the support of a map $\rho \mapsto[\rho v(\rho)]$. ARZ can be interpreted as a generalization of LWR, possessing a family of fundamental diagram curves, rather than a single one. For this reason ARZ avoids the drawbacks of LWR listed above. Moreover, the empirical tests in [24] show that in many cases ARZ is significantly more accurate than LWR.

In real life applications, the presence along the road of "obstacles", such as construction sites, toll gates, traffic lights, etc., hinders the flow of the vehicles. In these cases, we have to impose the further condition

$$
\rho\left(t, x_{i}\right) v\left(\rho\left(t, x_{i}\right)\right) \leq q_{i}
$$

at each place $x_{i}$ where an obstacle is located, being $q_{i}$ the maximal flow allowed through it. We recall that the concept of point constraints was first introduced in the framework of crowd dynamics in [18] to model the evacuation of a corridor through an exit door. The analytical theory for scalar conservations laws was later stated in [15]. We defer to $[3,4,12,13,16,17,22,23,28,30,40,41]$ for further developments and applications also to vehicular traffics. All these results deal with the scalar case.

The theory of point constraints for general systems of conservation laws is far from being established. A first step in this direction is in the paper [26]. There the authors consider the Riemann problem for ARZ with point constraints. In the present paper we extend this result to general Cauchy problem for ARZ with point constraints. We introduce a definition of entropy solution and prove the corresponding existence results. The key tools are the wave-front tracking method $[15,19]$ and the estimates that permit to exploit wave-front tracking in the BV functional setting. A Temple like functional is proposed in order to compensate, via a kind of potential, the possible increase in variation of Riemann invariants due to interactions at the constraint. Another technical difficulty related to ARZ stems from the fact that system (1.3) degenerates into just one equation at the vacuum, $\rho=0$. In particular, as pointed out in [5], the solutions to (1.3) fail to depend continuously on the initial data in any neighbourhood of $\rho=0$; moreover, as observed in [29], the solutions may experience a sudden increase of the total variation as the vacuum appears. However, a theory of point constraints for (1.3) away from the vacuum is not of practical interest. Indeed, for instance, the vacuum arises in the downstream of a traffic light when it is red. Thus, in the present paper we focus on (1.3) suitably interpreted in the vacuum (we use the Riemann invariants variables of the original system (1.3) and distinguish infinitely many different vacuum states).

The point constraints we can handle here are piecewise constant in time, which are appropriate to model, for instance, the presence of traffic lights or toll gates. This restriction is due to the difficulty of controlling the total variation of approximate solutions, indeed, the Temple-like functional we have found depends in a singular way
on the constraint level (see Remark 7). Forthcoming studies will be devoted to the situations where the constraint may vary continuously with time, as in $[4,12,13,15,16,17,40]$, and to the cases of non-local constraints, as in $[2,3]$.

The paper is organized as follows. In Section 2 we recall ARZ together with its main properties. More precisely, we first describe in Section 2.1 the Riemann solver $\mathcal{R S}$ introduced in [5] in the coordinates $\vec{W}$; then in Section 2.2 we express ARZ away from the vacuum as a $2 \times 2$ system of conservation laws in the coordinates $\vec{Y}$; finally, in Section 2.3 we introduce the concepts of weak and entropy solutions to the Cauchy problem for ARZ in the coordinates $\vec{W}$, that apply also for solutions attaining values in the vacuum. Section 3 deals with the constrained ARZ in the coordinates $\vec{W}$. More precisely, Section 3.1 deals with the constrained Riemann problems and the constrained Riemann solver $\mathcal{R} \mathcal{S}_{q_{0}}$ introduced in [26]; Section 3.2 deals with the definitions of weak and entropy solutions to the constrained Cauchy problem for ARZ and contains Theorem 1, that is the main result of this paper. In Section 4 we apply the model to compute an explicit example reproducing the effects of a traffic light on the traffic along a road. In Section 5 we prove the existence of a constrained entropy solution in the case of a constant constraint. Finally, in Section 6 we prove Theorem 1, namely the existence and a priori bounds for entropy solutions of constrained Cauchy problems for ARZ with initial data of bounded variation and piecewise constant constraints.

## 2 ARZ

In this section we recall ARZ together with its main properties. In order to properly describe ARZ also at the vacuum, we first introduce in Section 2.1 the Riemann solver defined in [5] and here denoted by $\mathcal{R} \mathcal{S}$. Introducing ARZ as a Riemann Solver is very convenient as the proof of Theorem 1 is based on the wave-front tracking algorithm, which constructs the approximate solutions by means of the Riemann solver $\mathcal{R S}$. We choose to introduce $\mathcal{R S}$ in the coordinates $\vec{W}$ given by the Riemann invariants of (1.3) rather than in the coordinates $\vec{Y}$, see (2.4) for the definition of the change of coordinates. The choice of the Riemann invariants as independent variables is in fact convenient to describe the Riemann solver $\mathcal{R S}$ and ease the forthcoming analysis, as the total variation of the solutions in these coordinates does not increase, see [25,29,35] where this property is exploited to prove existence results for ARZ. Finally, the entropy pairs in the coordinates $\vec{W}$ are well defined, but in the coordinates $\vec{Y}$ they are multi-valued at the vacuum.

In Section 2.2 we study in detail (1.3) away from the vacuum. Then, in Section 2.3 we introduce the concepts of weak and entropy solutions to ARZ that apply also for solutions attaining values in the vacuum.

We recall that the existence result obtained in [25] is valid only away from the vacuum. The existence of solutions attaining also the vacuum state is proved in [29,35], by means of $\mathbf{B V}$ bounds on the Riemann invariants or of the compensated compactness method.

### 2.1 The Riemann solver $\mathcal{R S}$

Before describing the Riemann solver $\mathcal{R S}$ associated to ARZ we need to introduce some notations. Consider a road parametrized by the coordinate $x \in \mathbb{R}$, and with vehicles moving in the direction of increasing $x$. Denote by $v(t, x), w(t, x) \in \mathbb{R}_{+}$, respectively, the velocity and the Lagrangian marker of the vehicles at time $t \in \mathbb{R}_{+}$ in $x \in \mathbb{R}$. For any $\vec{W} \doteq(v, w)^{T}$ belonging to $\mathcal{W} \doteq\left\{(v, w)^{T} \in \mathbb{R}_{+}^{2}: v \leq w\right\}$, we define the corresponding density $\rho(\vec{W}) \doteq p^{-1}(w-v) \in \mathbb{R}_{+}$, generalized momentum $y(\vec{W}) \doteq p^{-1}(w-v) w \in \mathbb{R}_{+}$and flow $q(\vec{W}) \doteq p^{-1}(w-v) v \in \mathbb{R}_{+}$. Above, $p \in \mathbf{C}^{\mathbf{0}}\left(\mathbb{R}_{+} ; \mathbb{R}_{+}\right) \cap \mathbf{C}^{\mathbf{2}}(] 0,+\infty\left[; \mathbb{R}_{+}\right)$represents the anticipation factor, accounts drivers' reactions to the state of traffic in front of them and satisfies

$$
\begin{equation*}
p(0)=0, \quad p^{\prime}(\rho)>0 \quad \text { and } \quad p^{\prime}(\rho)+\rho p^{\prime \prime}(\rho)>0 \quad \text { for every } \rho>0 \tag{2.1}
\end{equation*}
$$

Beside the above conditions we assume that

$$
\begin{equation*}
\lim _{\rho \downarrow 0}\left[\rho^{2} p^{\prime}(\rho)\right]=0, \quad \quad \lim _{\rho \downarrow 0}\left|\frac{\rho p^{\prime \prime}(\rho)}{p^{\prime}(\rho)}\right|<+\infty \tag{2.2}
\end{equation*}
$$

By definition, we have that the vacuum $\rho=0$ corresponds to the half line $\mathcal{W}_{0} \doteq\left\{(v, w)^{T} \in \mathcal{W}: v=w\right\}$ and the non-vacuum states $\rho \neq 0$ to $\mathcal{W}_{0}^{c} \doteq \mathcal{W} \backslash \mathcal{W}_{0}$. Finally, let $\Pi \in \mathbf{C}^{\mathbf{0}}\left(\mathbb{R}_{+} ; \mathbb{R}_{+}\right) \cap \mathbf{C}^{1}(] 0,+\infty\left[; \mathbb{R}_{+}\right)$be the inverse function of $\rho \mapsto p(\rho)+\rho p^{\prime}(\rho)$. By (2.1) we have that $\Pi$ is strictly increasing and $\Pi(0)=0$.

We will consider Riemann data in the domain

$$
\mathfrak{G} \doteq\left\{\begin{array}{l}
\left.\left(\vec{W}_{\ell}, \vec{W}_{r}\right) \in \mathcal{W}^{2}: \begin{array}{l}
\vec{W}_{\ell} \in \mathcal{W}_{0} \\
\vec{W}_{r} \in \mathcal{W}_{0} \\
\vec{W}_{\ell} \in \mathcal{W}_{0}^{c} \\
\vec{W}_{r} \in \mathcal{W}_{0}
\end{array}\right\} \Rightarrow \vec{W}_{\ell}=\vec{W}_{r},  \tag{2.3}\\
\vec{W}_{r}=\left(w_{\ell}, w_{\ell}\right)^{T}
\end{array}\right\} .
$$

This is justified by the fact that $\mathfrak{G}$ is invariant for the wave-front tracking algorithm introduced below, moreover, every initial datum can be discretized with an approximate datum belonging to $\mathfrak{G}$. Then ARZ corresponds to the Riemann solver

$$
\begin{array}{llll}
\mathcal{R S} & \mathfrak{G} & \rightarrow & \mathbf{C}^{0}(] 0,+\infty\left[; \mathbf{L}_{\mathbf{l o c}}^{1}(\mathbb{R} ; \mathcal{W})\right), \\
& \left(\vec{W}_{\ell}, \vec{W}_{r}\right) & \mapsto & \mathcal{R S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right],
\end{array}
$$

that can be defined by means of the following elementary waves:

- If $\vec{W}_{\ell} \in \mathcal{W}, \vec{W}_{r} \in \mathcal{W}_{0}^{c}$ with $w_{\ell}=w_{r}$ and $v_{r}<v_{\ell}$, then we let

$$
\mathfrak{S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right](x / t) \doteq \begin{cases}\vec{W}_{\ell} & \text { if } x<\sigma\left(\vec{W}_{\ell}, \vec{W}_{r}\right) t \\ \vec{W}_{r} & \text { if } x>\sigma\left(\vec{W}_{\ell}, \vec{W}_{r}\right) t\end{cases}
$$

where

$$
\sigma\left(\vec{W}_{\ell}, \vec{W}_{r}\right) \doteq \frac{q\left(\vec{W}_{r}\right)-q\left(\vec{W}_{\ell}\right)}{\rho\left(\vec{W}_{r}\right)-\rho\left(\vec{W}_{\ell}\right)}
$$

- If $\vec{W}_{\ell} \in \mathcal{W}_{0}^{c}, \vec{W}_{r} \in \mathcal{W}$ with $w_{\ell}=w_{r} \doteq w$ and $v_{\ell}<v_{r}$, then we let

$$
\mathfrak{R}\left[\vec{W}_{\ell}, \vec{W}_{r}\right](x / t) \doteq \begin{cases}\vec{W}_{\ell} & \text { if } x<\lambda_{1}\left(\vec{W}_{\ell}\right) t \\ \binom{w-p\left(\Pi\left(w-\frac{x}{t}\right)\right)}{w} & \text { if } \lambda_{1}\left(\vec{W}_{\ell}\right) t<x<\lambda_{1}\left(\vec{W}_{r}\right) t \\ \vec{W}_{r} & \text { if } x>\lambda_{1}\left(\vec{W}_{r}\right) t\end{cases}
$$

where

$$
\lambda_{1}(\vec{W}) \doteq \begin{cases}v-\rho(\vec{W}) p^{\prime}(\rho(\vec{W})) & \text { if } \vec{W} \in \mathcal{W}_{0}^{c} \\ w & \text { if } \vec{W} \in \mathcal{W}_{0}\end{cases}
$$

- If $\vec{W}_{\ell}, \vec{W}_{r} \in \mathcal{W}_{0}^{c}$ with $v_{\ell}=v_{r} \doteq v$ and $w_{\ell} \neq w_{r}$, then we let

$$
\mathfrak{C}\left[\vec{W}_{\ell}, \vec{W}_{r}\right](x / t) \doteq \begin{cases}\vec{W}_{\ell} & \text { if } x<v t \\ \vec{W}_{r} & \text { if } x>v t\end{cases}
$$

Definition 1 (Riemann solver $\mathcal{R S}$ ) For any $\vec{W}_{\ell}=\left(v_{\ell}, w_{\ell}\right)^{T}, \vec{W}_{r}=\left(v_{r}, w_{r}\right)^{T} \in \mathcal{W}$ with $\vec{W}_{\ell} \neq \vec{W}_{r}$ and $\left(\vec{W}_{\ell}, \vec{W}_{r}\right) \in \mathfrak{G}$, we define $\mathcal{R} \mathcal{S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$ as follows:

1. If $\vec{W}_{r} \in \mathcal{W}_{0}^{c}, w_{\ell}=w_{r}$ and $v_{r}<v_{\ell}$, then $\mathcal{R S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right] \equiv \mathfrak{S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$.
2. If $\vec{W}_{\ell} \in \mathcal{W}_{0}^{c}, w_{\ell}=w_{r}$ and $v_{\ell}<v_{r}$, then $\mathcal{R S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right] \equiv \mathfrak{R}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$.
3. If $\vec{W}_{\ell}, \vec{W}_{r} \in \mathcal{W}_{0}^{c}$ and $v_{\ell}=v_{r}$, then $\mathcal{R} \mathcal{S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right] \equiv \mathfrak{C}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$.
4. If $\vec{W}_{\ell} \in \mathcal{W}_{0}$ and $\vec{W}_{r} \in \mathcal{W}_{0}^{c}$, then

$$
\mathcal{R S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right](x / t)= \begin{cases}\vec{W}_{\ell} & \text { if } x<v_{r} t \\ \vec{W}_{r} & \text { if } x>v_{r} t\end{cases}
$$

5. If $\vec{W}_{\ell}, \vec{W}_{r} \in \mathcal{W}_{0}^{c}$ and $v_{r}<v_{\ell}<w_{\ell}$, then $\mathcal{R} \mathcal{S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$ is the juxtaposition of $\mathfrak{S}\left[\vec{W}_{\ell}, \vec{W}_{m}\right]$ and $\mathfrak{C}\left[\vec{W}_{m}, \vec{W}_{r}\right]$, where $\vec{W}_{m}=\left(v_{r}, w_{\ell}\right)^{T} \in \mathcal{W}_{0}^{c}$.
6. If $\vec{W}_{\ell}, \vec{W}_{r} \in \mathcal{W}_{0}^{c}$ and $v_{\ell}<v_{r}<w_{\ell}$, then $\mathcal{R S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$ is the juxtaposition of $\mathfrak{R}\left[\vec{W}_{\ell}, \vec{W}_{m}\right]$ and $\mathfrak{C}\left[\vec{W}_{m}, \vec{W}_{r}\right]$, where $\vec{W}_{m}=\left(v_{r}, w_{\ell}\right)^{T} \in \mathcal{W}_{0}^{c}$.
7. If $\vec{W}_{\ell}, \vec{W}_{r} \in \mathcal{W}_{0}^{c}$ and $v_{\ell}<w_{\ell} \leq v_{r}<w_{r}$, then

$$
\mathcal{R S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right](x / t)= \begin{cases}\mathfrak{R}\left[\vec{W}_{\ell}, \vec{W}_{m}\right](x / t) & \text { if } x<v_{r} t \\ \vec{W}_{r} & \text { if } x>v_{r} t\end{cases}
$$

where $\vec{W}_{m}=\left(w_{\ell}, w_{\ell}\right)^{T} \in \mathcal{W}_{0}$.
Finally, we define $\mathcal{R} \mathcal{S}\left[\vec{W}_{*}, \vec{W}_{*}\right] \equiv \vec{W}_{*}$ for any $\vec{W}_{*} \in \mathcal{W}$.
Let us stress that if $\vec{W}_{\ell} \in \mathcal{W}_{0}^{c}$ and $\vec{W}_{r} \in \mathcal{W}_{0}$, then $\left(\vec{W}_{\ell}, \vec{W}_{r}\right) \in \mathfrak{G}$ if and only if $w_{\ell}=w_{r}$. However, in the case $w_{\ell} \neq w_{r}$ we can define $\mathcal{R} \mathcal{S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right] \equiv \mathfrak{R}\left[\vec{W}_{\ell}, \vec{W}_{m}\right]$, where $\vec{W}_{m}=\left(w_{\ell}, w_{\ell}\right)^{T} \in \mathcal{W}_{0}$. This choice is motivated by the general remark below.

Remark 1 For any $\vec{W}_{\ell}=\left(v_{*}, w_{*}\right)^{T} \in \mathcal{W}_{0}^{c}$ and $\vec{W}_{r}=\left(v_{*}, v_{*}\right)^{T} \in \mathcal{W}_{0}$, there are in principle two weak solutions for the corresponding Riemann problem. One consisting of the contact discontinuity

$$
\begin{cases}\vec{W}_{\ell} & \text { if } x<v_{*} t, \\ \vec{W}_{r} & \text { if } x>v_{*} t,\end{cases}
$$

and one which is the juxtaposition of a rarefaction and a discontinuity

$$
\begin{cases}\mathfrak{R}\left[\vec{W}_{\ell}, \vec{W}_{m}\right](x / t) & \text { if } x<w_{*} t, \\ \vec{W}_{r} & \text { if } x>w_{*} t,\end{cases}
$$

where $\vec{W}_{m}=\left(w_{*}, w_{*}\right)^{T} \in \mathcal{W}_{0}$. As both of these waves do not dissipate the entropy, we cannot use this standard mathematical tool to select one of the two. However, as pointed out in the original paper by Aw and Rascle [5], the rarefaction wave is what we can observe in reality, while the contact discontinuity would contradict the empirical observations. For this reason, we introduced the domain $\mathfrak{G}$ and defined the Riemann solver $\mathcal{R S}$ as above. Then, the selection of physically acceptable solutions is done at the level of approximate solutions constructed with the Riemann solver $\mathcal{R S}$. Let us stress that one could attempt to describe admissibility of general solutions in terms of localized comparison to a given Riemann solver and to prove uniqueness of admissible solutions with tame variation (see $[8,10,11]$ ). However, this is beyond the scope of the present paper.

We conclude the section underlying that from the definition of the Riemann solver $\mathcal{R} \mathcal{S}$, one can verify that the set $\left\{(v, w)^{T} \in \mathcal{W}: v \geq v_{*}\right.$ and $\left.w_{*} \leq w \leq w^{*}\right\}$ is an invariant domain for any $0 \leq v_{*} \leq w_{*}<w^{*}$.

### 2.2 The system of conservation laws in the coordinates $\vec{Y}$ away from the vacuum

In order to express ARZ as a system of conservation laws we use the coordinates $\vec{Y}$ linked to the coordinates $\vec{W}$ by the following change of coordinates:

$$
\begin{equation*}
Y(\vec{W}) \doteq\binom{\rho(\vec{W})}{y(\vec{W})} \doteq\binom{p^{-1}(w-v)}{p^{-1}(w-v) w}, \quad W(\vec{Y}) \doteq\binom{v(\vec{Y})}{w(\vec{Y})} \doteq\binom{\frac{y}{\rho}-p(\rho)}{\frac{y}{\rho}} \tag{2.4}
\end{equation*}
$$

By definition $\vec{Y}$ belongs to $\mathcal{D} \doteq\left\{(\rho, y)^{T} \in \mathbb{R}_{+}^{2}: \rho p(\rho) \leq y\right\}$ and the vacuum corresponds to the origin. We stress that $Y$ is one to one with inverse $W$ away from the vacuum. On the other hand, $Y\left(\mathcal{W}_{0}\right)=\{\overrightarrow{0}\}$ and $\vec{Y}$ variables cannot distinguish different states in $\mathcal{W}_{0}$. Observe in particular that if $\vec{W}$ is in $\mathbf{B V}$ and is uniformly away from the vacuum, namely there exists a constant $\varepsilon>0$ such that $\inf _{x \in \mathbb{R}}[w(x)-v(x)] \geq \varepsilon$, then also $Y(\vec{W})$ is in $\mathbf{B V}$.

Away from the vacuum ARZ can be expressed by the system of conservation laws

$$
\begin{equation*}
\vec{Y}_{t}+F(\vec{Y})_{x}=\overrightarrow{0}, \tag{2.5}
\end{equation*}
$$

with

$$
\vec{Y} \doteq\binom{\rho}{y}, \quad F(\vec{Y}) \doteq\left[\frac{y}{\rho}-p(\rho)\right] \vec{Y}
$$

The eigenvalues of the Jacobian matrix of $F$

$$
A(\vec{Y}) \doteq\left(\begin{array}{cc}
-p(\rho)-\rho p^{\prime}(\rho) & 1 \\
-\frac{y^{2}}{\rho^{2}}-y p^{\prime}(\rho) & 2 \frac{y}{\rho}-p(\rho)
\end{array}\right)
$$

are

$$
\lambda_{1}(\vec{Y}) \doteq \frac{y}{\rho}-p(\rho)-\rho p^{\prime}(\rho), \quad \lambda_{2}(\vec{Y}) \doteq \frac{y}{\rho}-p(\rho)
$$

with corresponding eigenvectors

$$
R_{1}(\vec{Y}) \doteq \vec{Y}
$$

$$
R_{2}(\vec{Y}) \doteq\left(\rho, y+\rho^{2} p^{\prime}(\rho)\right)^{T}
$$

By a direct computation

$$
\nabla \lambda_{1}(\vec{Y}) \cdot R_{1}(\vec{Y})=-\rho\left[2 p^{\prime}(\rho)+\rho p^{\prime \prime}(\rho)\right], \quad \nabla \lambda_{2}(\vec{Y}) \cdot R_{2}(\vec{Y})=0
$$

Hence, away from the vacuum, the system (2.5) is strictly hyperbolic, $\lambda_{1}<\lambda_{2}$, the first characteristic field is genuinely non-linear, $\nabla \lambda_{1} \cdot R_{1}<0$, the second characteristic field is linearly degenerate, $\nabla \lambda_{2} \cdot R_{2} \equiv 0$, and the
first and second Riemann invariants are respectively $w$ and $v$. Recall that $v$ is the velocity of the vehicles and $w$ is the Lagrangian marker.

Consider waves originating from $(t, x)=(0,0)$. Observe that away from the vacuum the elementary waves introduced in Definition 1 correspond to the elementary waves of system (2.5) under the change of coordinate (2.4). Indeed, the waves of the first family can be shocks or rarefactions, while the waves of the second family are contact discontinuities. More precisely, a wave of the first family from $\vec{Y}_{\ell}$ to $\vec{Y}_{r}$ with $\vec{Y}_{\ell} \neq \vec{Y}_{r}$ and $v\left(\vec{Y}_{\ell}\right) \neq w\left(\vec{Y}_{\ell}\right)=w\left(\vec{Y}_{r}\right) \neq$ $v\left(\vec{Y}_{r}\right)$ is a shock

$$
\begin{cases}\vec{Y}_{\ell} & \text { if } x<\sigma_{Y}\left(\vec{Y}_{\ell}, \vec{Y}_{r}\right) t \\ \vec{Y}_{r} & \text { if } x>\sigma_{Y}\left(\vec{Y}_{\ell}, \vec{Y}_{r}\right) t\end{cases}
$$

with speed of propagation

$$
\sigma_{Y}\left(\vec{Y}_{\ell}, \vec{Y}_{r}\right) \doteq \frac{\rho_{r} v\left(\vec{Y}_{r}\right)-\rho_{\ell} v\left(\vec{Y}_{\ell}\right)}{\rho_{r}-\rho_{\ell}}
$$

if $\rho_{\ell}<\rho_{r}$, otherwise it is a centred rarefaction

$$
\begin{cases}\vec{Y}_{\ell} & \text { if } x<\lambda_{1}\left(\vec{Y}_{\ell}\right) t \\ \Pi\left(w\left(\vec{Y}_{\ell}\right)-\frac{x}{t}\right)\binom{1}{w\left(\vec{Y}_{\ell}\right)} & \text { if } \lambda_{1}\left(\vec{Y}_{\ell}\right) t<x<\lambda_{1}\left(\vec{Y}_{r}\right) t \\ \vec{Y}_{r} & \text { if } x>\lambda_{1}\left(\vec{Y}_{r}\right) t\end{cases}
$$

We recall that $\Pi$ is the inverse function of $\rho \mapsto p(\rho)+\rho p^{\prime}(\rho)$.
Finally, a wave of the second family from $\vec{Y}_{\ell}$ to $\vec{Y}_{r}$ with $\vec{Y}_{\ell} \neq \vec{Y}_{r}$ and $w\left(\vec{Y}_{\ell}\right) \neq v\left(\vec{Y}_{\ell}\right)=v\left(\vec{Y}_{r}\right) \neq w\left(\vec{Y}_{r}\right)$ is always a contact discontinuity

$$
\begin{cases}\vec{Y}_{\ell} & \text { if } x<v t \\ \vec{Y}_{r} & \text { if } x>v t\end{cases}
$$

with speed of propagation $v=v\left(\vec{Y}_{\ell}\right)=v\left(\vec{Y}_{r}\right)$.

### 2.3 Weak and entropy solutions

In this section we introduce the definition of solutions of the Cauchy problem

$$
\begin{equation*}
Y(\vec{W})_{t}+F(Y(\vec{W}))_{x}=\overrightarrow{0}, \quad \vec{W}(0, x)=\vec{W}_{0}(x) \tag{2.6}
\end{equation*}
$$

where the initial datum $\vec{W}_{0}$ is assumed to be in $\mathbf{L}^{\infty}(\mathbb{R} ; \mathcal{W})$. Let $V_{0} \doteq\left\|\vec{W}_{0}\right\|_{\infty}$. A general global existence result for solutions of (2.6) that take values away from the vacuum is not of practical interest. In fact, even if the vacuum is not present initially and does not appear immediately, the solution to (2.6) can reach a vacuum state in finite time, see [29] for an example. An analysis that excludes the vacuum is therefore severely limited. As a first step to cope with solutions involving vacuum states we extend the flux $F$ to the whole $\mathbb{R}_{+}$by taking $F(\overrightarrow{0}) \doteq \overrightarrow{0}$. This choice is motivated by the observation that away from the vacuum $F(\vec{Y})$ is the product between the vector $\vec{Y}$ and the uniformly bounded quantity $[y / \rho-p(\rho)] \in\left[0, V_{0}\right]$.
Definition 2 (Weak solution) Let $\vec{W}_{0} \in \mathbf{L}^{\infty}(\mathbb{R} ; \mathcal{W})$. We say that a function $\vec{W}$ belonging to $\mathbf{L}^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R} ; \mathcal{W}\right) \cap$ $\mathbf{C}^{\mathbf{0}}\left(\mathbb{R}_{+} ; \mathbf{L}_{\text {loc }}^{1}(\mathbb{R} ; \mathcal{W})\right)$ is a weak solution of (2.6) if it satisfies the initial condition $\vec{W}(0, x)=\vec{W}_{0}(x)$ for a.e. $x$ in $\mathbb{R}$ and for any test function $\phi \in \mathbf{C}_{\mathbf{c}}^{\infty}(] 0,+\infty[\times \mathbb{R} ; \mathbb{R})$

$$
\begin{equation*}
\int_{\mathbb{R}_{+}} \int_{\mathbb{R}} \rho(\vec{W})\left[\phi_{t}+v \phi_{x}\right]\binom{1}{w} \mathrm{~d} x \mathrm{~d} t=\overrightarrow{0} \tag{2.7}
\end{equation*}
$$

Proposition 1 For any $\left(\vec{W}_{\ell}, \vec{W}_{r}\right) \in \mathfrak{G}$ we have that $\mathcal{R} \mathcal{S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$ is a weak solution of (2.6) with the Riemann datum

$$
\vec{W}_{0}(x)= \begin{cases}\vec{W}_{\ell} & \text { if } x<0 \\ \vec{W}_{r} & \text { if } x>0\end{cases}
$$

Proof Assume that $\mathcal{R} \mathcal{S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$ performs a discontinuity from $\vec{W}_{\ell}^{*}$ to $\vec{W}_{r}^{*}$ with speed of propagation $\sigma^{*}$. We have to prove that it satisfies the Rankine-Hugoniot jump conditions

$$
\rho\left(\vec{W}_{r}^{*}\right)\left[\sigma^{*}-v_{r}^{*}\right]=\rho\left(\vec{W}_{\ell}^{*}\right)\left[\sigma^{*}-v_{\ell}^{*}\right], \quad \quad \rho\left(\vec{W}_{r}^{*}\right)\left[\sigma^{*}-v_{r}^{*}\right] w_{r}^{*}=\rho\left(\vec{W}_{\ell}^{*}\right)\left[\sigma^{*}-v_{\ell}^{*}\right] w_{\ell}^{*}
$$

Away from the vacuum the result is obvious. Assume therefore that at least one of the two states $\vec{W}_{\ell}^{*}, \vec{W}_{r}^{*}$ is a vacuum state. Then, the only possibility is that $\vec{W}_{\ell}^{*}$ is a vacuum state but $\vec{W}_{r}^{*}$ not. In this case, the speed of propagation of $\mathcal{R} \mathcal{S}\left[\vec{W}_{\ell}^{*}, \vec{W}_{r}^{*}\right]$ is $v_{r}^{*}$, that satisfies the Rankine-Hugoniot jump conditions.

It is well known that conservation laws admit in general more than one weak solution, thus raising the need to impose an additional selection criterion, the so called entropy condition [31,34]. Away from the vacuum, as suggested in [20, Section 7.4], the entropy pairs $(\mathcal{E}, \mathcal{Q})$ can be computed as functions of the Riemann invariants $(v, w)$ by solving [20, Eq. (7.4.12)]

$$
\mathcal{Q}_{w}=v \mathcal{E}_{w}, \quad \mathcal{Q}_{v}=\left[v-\rho(\vec{W}) p^{\prime}(\rho(\vec{W}))\right] \mathcal{E}_{v}
$$

and the integrability condition [20, Eq. (7.4.13)]

$$
\mathcal{E}_{w}+\left[1+\frac{\rho(\vec{W}) p^{\prime \prime}(\rho(\vec{W}))}{p^{\prime}(\rho(\vec{W}))}\right] \mathcal{E}_{v}+\rho(\vec{W}) p^{\prime}(\rho(\vec{W})) \mathcal{E}_{w v}=0
$$

The general solutions of the above system are

$$
\begin{align*}
& \mathcal{E}(\vec{W})=\left[\mathfrak{f}(w)-\int_{0}^{v} \zeta^{\prime}(w-\nu) \mathfrak{g}(\nu) \mathrm{d} \nu\right] p^{-1}(w-v)+\mathfrak{b}  \tag{2.8a}\\
& \mathcal{Q}(\vec{W})=v \mathcal{E}(\vec{W})-\int_{0}^{v} \mathfrak{g}(\nu) \mathrm{d} \nu+\mathfrak{c} \tag{2.8b}
\end{align*}
$$

where $\mathfrak{f}$ and $\mathfrak{g}$ are arbitrary sufficiently regular functions, $\mathfrak{b}$ and $\mathfrak{c}$ are arbitrary constants and

$$
\zeta(\nu)=\frac{1}{p^{-1}(\nu)}
$$

In the following we will always assume that $\mathfrak{g}^{\prime} \geq 0$, as the entropies satisfying this additional requirement select the shocks of the first family which also appear in the Riemann solver. A series of important remarks is in order.
Remark 2 To justify the above calculations one should require $\mathbf{C}^{2}$ smoothness of $\mathfrak{f}$ and $\mathbf{C}^{1}$ smoothness of $\mathfrak{g}$ but in fact, one can take for $\mathfrak{f}$ any $\mathbf{W}^{2, \infty}$ function and for $\mathfrak{g}$ any Lipschitz continuous function. This readily follows by approximation arguments. In the sequel, we will focus our attention on particular choices of $\mathfrak{g}$ with piecewise constant derivative $\mathfrak{g}^{\prime}$.
Actually, the class of $\mathfrak{f}$ in the above formulas can be considerably extended, as shows the following remark.
Remark 3 Consider any weak solution $\vec{W}$ of (2.6) in the sense of Definition 2 (possibly attaining values in $\mathcal{W}_{0}$ ). Then, by introducing in (2.6) the functions $A(t, x) \doteq \rho(\vec{W}(t, x))$ and $B(t, x) \doteq q(\vec{W}(t, x))$, one sees that the first equation means that the field $(A, B)$ in $(t, x)$ coordinates is divergence-free (in the sense of distributions), while the second equation means that $w$ is a solution (in the sense of distributions) of a continuity equation:

$$
\begin{align*}
& \operatorname{div}_{(t, x)}(A, B)=0  \tag{2.9}\\
& {[A w]_{t}+[B w]_{x}=0} \tag{2.10}
\end{align*}
$$

Under the assumption (2.9), any smooth solution $w$ of (2.10) satisfies the renormalized identity

$$
\begin{equation*}
[A \mathfrak{f}(w)]_{t}+[B \mathfrak{f}(w)]_{x}=0 \tag{2.11}
\end{equation*}
$$

for every $\mathbf{C}^{\mathbf{1}}$ function $\mathfrak{f}$. For general weak solutions $w$ of (2.10), proving the renormalization property (2.11) with nonlinear $\mathfrak{f}$ is extremely delicate. We defer to [21] and the references therein for the general case of a multidimensional space. In the case of a one-dimensional space, which is our case, one can apply the specially designed theory of Panov [37]. In [37] it is proved that under the assumption (2.9) and provided $A \geq 0,|B| \leq$ const $|A|$ (which holds true in our case because $0 \leq B \leq V_{0} A$ ), for any weak solution $w$ of (2.10) the renormalized identity (2.11) holds true for every Borel function $\mathfrak{f}$.

Remark 4 The terms in (2.8) involving the function $\mathfrak{f}$ and the constants $\mathfrak{b}, \mathfrak{c}$ do not contribute to the selection of admissible weak solutions. Therefore, they can be set to zero in the considerations of the present section. However, entropies corresponding to a special family of Lipschitz continuous functions $\left(\mathfrak{f}_{k}\right)_{k}$ will play an important role in the definition of solutions to the constrained ARZ studied in the subsequent sections.

Next, the condition $\mathfrak{g}^{\prime} \geq 0$ ensures that entropy dissipates across the shocks introduced by the Riemann solver $\mathcal{R S}$. Moreover, if $\mathfrak{L}$ is the family of Lipschitz functions $\mathfrak{g}:\left[0, V_{0}\right] \rightarrow \mathbb{R}$ such that

$$
\begin{aligned}
& \text { for any } \left.v \in] 0, V_{0}\right] \text { we have } \mathfrak{g}^{\prime}(v) \geq 0 \text { for every } \mathfrak{g} \in \mathfrak{L} \text {, and } \\
& \text { for any } \left.v \in] 0, V_{0}\right] \text { there exists } \mathfrak{g} \in \mathfrak{L} \text { such that } \mathfrak{g}^{\prime}(v)>0,
\end{aligned}
$$

then the entropy criterion

$$
\begin{equation*}
\mathcal{E}^{\mathfrak{g}}(\vec{W})_{t}+\mathcal{Q}^{\mathfrak{g}}(\vec{W})_{x} \leq 0 \text { for every } \mathfrak{g} \in \mathfrak{L} \tag{2.12}
\end{equation*}
$$

is satisfied (in the sense of distributions) by those shocks of the first (genuinely nonlinear) family that are introduced by the Riemann solver $\mathcal{R S}$ and it fails for those shocks of the first family that are not used by $\mathcal{R S}$. Here, the superscript $\mathfrak{g}$ over $\mathcal{E}$ and $\mathcal{Q}$ means that $\mathfrak{g}$ in (2.8) is fixed (while $\mathfrak{f}, \mathfrak{b}$ and $\mathfrak{c}$ can be arbitrary, but one can fix them to be zero for the sake of simplicity).

This claim is easily deduced by considering the family of entropies corresponding to the choice $\left\{\mathfrak{g}_{k}(v)=\right.$ $\left.\operatorname{sign}^{+}(v-k): k \in\right] 0,+\infty[ \}$ made below. Indeed, this family plays the role analogous to Kruzhkov entropies for the scalar case: any arbitrary function $\mathfrak{g}$ in $\mathfrak{L}$ can be expressed as $\mathfrak{g}(v)=c o n s t+\int_{0}^{V_{0}} \mathfrak{g}_{k}(v) \omega(k) \mathrm{d} k$ for some nonnegative weights $\omega$.

It should be noticed that all rarefactions and contact discontinuities of weak solutions satisfy (2.12) with the equality sign. Therefore entropy inequalities cannot be used to determine the admissibility of contact discontinuities. In particular, those contact discontinuities joining vacuum to non-vacuum states that are not used by $\mathcal{R S}$ (see Remark 1) cannot be prohibited by condition (2.12). To sum up, (2.12) selects as admissible the $\mathcal{R} \mathcal{S}$-solutions, it prohibits "wrong shocks" of the first family, but it cannot prohibit "wrong contact discontinuities" adjacent to vacuum states.

In this paper we will consider the family of the entropy pairs obtained from (2.8) by taking $\mathfrak{f} \equiv 0, \mathfrak{g}_{k}=$ $\operatorname{sign}^{+}(\cdot-k)$ and $\mathfrak{c}=\mathfrak{b}=0$, namely the entropy pairs defined for any fixed $\left.k \in\right] 0,+\infty[$ as

$$
\begin{align*}
& \mathcal{E}_{k}(\vec{W})= \begin{cases}0 & \text { if } v \leq k \\
1-\frac{p^{-1}(w-v)}{p^{-1}(w-k)} & \text { if } v>k\end{cases}  \tag{2.13a}\\
& \mathcal{Q}_{k}(\vec{W})= \begin{cases}0 & \text { if } v \leq k \\
k-\frac{q(\vec{W})}{p^{-1}(w-k)} & \text { if } v>k\end{cases} \tag{2.13b}
\end{align*}
$$

Since the discontinuities may involve vacuum states, we have to prove in full generality the following proposition (in absence of vacuum states, this result is already explained here above).

Proposition 2 For any non-negative test function $\phi \in \mathbf{C}_{\mathbf{c}}^{\infty}(] 0,+\infty[\times \mathbb{R} ; \mathbb{R})$, the entropy dissipation condition

$$
\begin{equation*}
\left.\int_{\mathbb{R}_{+}} \int_{\mathbb{R}}\left[\mathcal{E}_{k}(\vec{W}) \phi_{t}+\mathcal{Q}_{k}(\vec{W}) \phi_{x}\right] \mathrm{d} x \mathrm{~d} t \geq 0, \quad k \in\right] 0,+\infty[ \tag{2.14}
\end{equation*}
$$

is satisfied by solutions obtained with the Riemann solver $\mathcal{R S}$, and is not satisfied by any self-similar weak solution to the Riemann problem that contains shocks of the first (genuinely nonlinear) family not present in $\mathcal{R} \mathcal{S}$-solutions.

Proof Let us first observe that $\mathcal{R} \mathcal{S}$-solutions satisfy the entropy inequalities if and only if each of the performed discontinuities satisfies the associated dissipation condition (possibly with equality, as it is the case for contact discontinuities). Consider a discontinuity from $\vec{W}_{\ell}$ to $\vec{W}_{r}$ with speed of propagation $\dot{s}$. We have to prove that

$$
\star=\dot{s}\left[\mathcal{E}_{k}\left(\vec{W}_{r}\right)-\mathcal{E}_{k}\left(\vec{W}_{\ell}\right)\right]-\left[\mathcal{Q}_{k}\left(\vec{W}_{r}\right)-\mathcal{Q}_{k}\left(\vec{W}_{\ell}\right)\right] \geq 0
$$

For notational simplicity, let $\rho_{*} \doteq \rho\left(\vec{W}_{*}\right), q_{*} \doteq q\left(\vec{W}_{*}\right), \sigma \doteq \sigma\left(\vec{W}_{\ell}, \vec{W}_{r}\right)$ and $h \doteq p^{-1}(w-k)$. If the discontinuity performed by the $\mathcal{R} \mathcal{S}$-solution is a shock, then $w_{\ell}=w_{r} \doteq w, v_{\ell}>v_{r}$ and $\dot{s}=\sigma$. If $k \in\left[v_{r}, v_{\ell}[\right.$, namely $\left.h \in] \rho_{\ell}, \rho_{r}\right]$, then by (2.1) we have

$$
h p(h) \leq \rho_{\ell} p\left(\rho_{\ell}\right)+\frac{\rho_{\ell} p\left(\rho_{\ell}\right)-\rho_{r} p\left(\rho_{r}\right)}{\rho_{\ell}-\rho_{r}}\left[h-\rho_{\ell}\right]=\rho_{\ell} p\left(\rho_{\ell}\right)+[w-\sigma]\left[h-\rho_{\ell}\right]=\left[\sigma-v_{\ell}\right] \rho_{\ell}+[w-\sigma] h
$$

and therefore

$$
\begin{aligned}
\star & =\sigma\left[\mathcal{E}_{k}\left(\vec{W}_{r}\right)-\mathcal{E}_{k}\left(\vec{W}_{\ell}\right)\right]-\left[\mathcal{Q}_{k}\left(\vec{W}_{r}\right)-\mathcal{Q}_{k}\left(\vec{W}_{\ell}\right)\right]=\frac{q_{r}-q_{\ell}}{\rho_{r}-\rho_{\ell}}\left[\frac{\rho_{\ell}}{h}-1\right]+k-\frac{q_{\ell}}{h} \\
& =\left[\frac{q_{r}-q_{\ell}}{\rho_{r}-\rho_{\ell}}-v_{\ell}\right] \frac{\rho_{\ell}}{h}-\frac{q_{r}-q_{\ell}}{\rho_{r}-\rho_{\ell}}+k=\left[\sigma-v_{\ell}\right] \frac{\rho_{\ell}}{h}-\sigma+w-p(h) \geq 0
\end{aligned}
$$

Moreover, for shocks of the first family not used by $\mathcal{R S}$, we have $v_{\ell}<v_{r}$ and the same calculation shows that the entropy is anti-dissipated. Therefore, these shocks are prohibited. If $k \in] 0,+\infty\left[\backslash\left[v_{r}, v_{\ell}[\right.\right.$, then it is easy to prove that $\star=0$. Finally, if the discontinuity is a contact discontinuity, then $v_{\ell}=v_{r}=\dot{s}$ and $w_{\ell} \neq w_{r}$. Direct computations show that in this case $\star=0$.

Definition 3 (Entropy solution) Let $\vec{W}_{0} \in \mathbf{L}^{\infty}(\mathbb{R} ; \mathcal{W})$. We say that a weak solution $\vec{W}$ in $\mathbf{L}^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R} ; \mathcal{W}\right) \cap$ $\mathbf{C}^{\mathbf{0}}\left(\mathbb{R}_{+} ; \mathbf{L}_{\text {loc }}^{1}(\mathbb{R} ; \mathcal{W})\right)$ of (2.6) in the sense of Definition 2 is an entropy solution if (2.14) holds for any non-negative test function $\phi \in \mathbf{C}_{\mathbf{c}}^{\infty}(] 0,+\infty[\times \mathbb{R} ; \mathbb{R})$ and for any entropy pair (2.13) with $\left.k \in\right] 0,+\infty[$.

Condition (2.14) originates from the classical definition of entropy solutions to hyperbolic systems of conservation laws introduced by Lax [31] and Liu [34]. However our approach is not the usual one, as instead of determining the adequate Riemann solver by asking that convex entropies of the system are dissipated, we proceed by postulating the Riemann solver and then we prove its entropy dissipation properties. As a result, the condition of convexity of the entropies $\mathfrak{f}$ and $\mathcal{E}_{k}$ is not imposed; this is related to the fact that, first, the dissipation of entropies $\mathfrak{f}$ is zero irrespective of their shape; and second, there is no "natural" form of parabolic regularization for ARZ (the convexity of entropies being linked to particular choice of parabolic "vanishing viscosity" regularization). However, observe in passing that the entropies $\mathcal{E}_{k}$ are $\rho$-convex, see [29].

Even for BV entropy solutions not containing vacuum, we are not able to prove uniqueness for the Cauchy problem (2.6) without enforcing a restrictive assumption on the smallness of the $\mathbf{B V}$ norm of the data, see [9]. However, as pointed out in Remark 1, at the vacuum the entropy conditions cannot ensure the uniqueness or that the solution is physically reasonable. A possible criterion (at vacuum) for selection of admissible entropy solutions with bounded variation is the condition

$$
\begin{equation*}
\left(\vec{W}\left(t, x^{-}\right), \vec{W}\left(t, x^{+}\right)\right) \in \mathfrak{G}, \quad t \in \mathbb{R}_{+}, x \in \mathbb{R}, \tag{2.15}
\end{equation*}
$$

where $\vec{W}\left(t, x^{-}\right)$and $\vec{W}\left(t, x^{+}\right)$denote the traces of the BV solution $\vec{W}$ on a Lipschitz curve of jump (see [42] for precise formulation of the regularity of $\mathbf{B V}$ functions) and $\mathfrak{G}$ is defined in (2.3). It is easy to show that the condition (2.15) is preserved during the time evolution of the approximate solutions $\vec{W}^{h}$ (constructed in Section 5), provided this condition is satisfied by the approximate initial data $\vec{W}_{0}^{h}$. More precisely, we have
Lemma 1 Let $\vec{W}_{0}^{h} \in \mathbf{L}^{\infty}(\mathbb{R} ; \mathcal{W})$ and let $\vec{W}^{h}$ be the approximate solution constructed in Section 5. If $\vec{W}_{0}^{h}$ satisfies the property (2.15), then also $\vec{W}^{h}(t), t>0$, satisfies it.

Proof The approximate solution $\vec{W}^{h}$ is constructed by applying the wave-front tracking method and the approximate Riemann solver $\mathcal{R} \mathcal{S}^{h}$, obtained from $\mathcal{R} \mathcal{S}$ by discretizing the rarefactions with some step $\varepsilon^{h}$, see Section 5.2. To prove (2.15) it is sufficient to observe that for any $\vec{W}_{\ell}^{h}, \vec{W}_{r}^{h} \in \mathcal{W}^{h} \cap \mathcal{W}_{0}$ and $\vec{W}_{m}^{h} \in \mathcal{W}^{h} \backslash \mathcal{W}_{0}$ such that $\left(\vec{W}_{\ell}^{h}, \vec{W}_{m}^{h}\right),\left(\vec{W}_{m}^{h}, \vec{W}_{r}^{h}\right)$ belong to $\mathfrak{G}$, the discontinuity $\mathcal{R} \mathcal{S}^{h}\left[\vec{W}_{\ell}^{h}, \vec{W}_{m}^{h}\right]$ has speed of propagation $v_{m}^{h}$, the rightmost wave of the discretized rarefaction $\mathcal{R} \mathcal{S}^{h}\left[\vec{W}_{m}^{h}, \vec{W}_{r}^{h}\right]$ has speed of propagation $\left(w_{m}^{h}-\varepsilon^{h}\right)$ and that, by assumption, $v_{m}^{h} \leq w_{m}^{h}-\varepsilon^{h}$. Therefore, despite the fact that the leftmost wave accelerates while it interacts with the discretized rarefaction, it cannot reach the rightmost wave.

Observe that given BV initial data in coordinates $\vec{Y}$, one can always define approximate initial data $\vec{W}_{0}^{h}$ that satisfy (2.15). Thus for BV initial data, we are able to construct approximate solutions $\vec{W}^{h}$ (converging pointwise to an entropy solution $\vec{W}$ of (2.6) in the sense of Definition 3) that verify this criterion. However, we are not able to prove that this property is inherited by the entropy solution $\vec{W}$ obtained as the limit of the approximation scheme: This is due to the fact that the limit solution $\vec{W}$ might contain states that belong to $\mathcal{W}_{0}$ but that appear as the limit of states in $\vec{W}^{h}$ that belong to $\mathcal{W}_{0}^{c}$. We think that, in practice, this difficulty can be avoided if one chooses to discretize $\vec{W}_{0}$ by using vacuum states whenever the initial density $\rho_{0}$ is below some threshold level $\rho_{\text {min }}^{h}$, with $\rho_{\text {min }}^{h} \rightarrow 0$ as $h$ goes to infinity. However, precise results in this direction are beyond the scope of the present work.

## 3 Constrained ARZ

In this section we introduce a rigorous definition of solution to ARZ with a point constraint. More precisely, in Section 3.1 we consider the Riemann problem with constant constraint [26], while in Section 3.2 we state the main result of this paper, namely existence and a priori bounds for solutions to the general Cauchy problem subject to a piecewise constant time-dependent point constraint, see Theorem 1 (the proof of Theorem 1 is contained in Sections 5 and 6).

### 3.1 The constrained Riemann problem

Assume that the presence of a toll gate (or a construction site, etc.) hinders the flow at $x=0$. Then, together with the Cauchy problem (2.6) we have to impose the constraint condition

$$
\begin{equation*}
q\left(\vec{W}\left(t, 0^{ \pm}\right)\right) \leq q_{0} \tag{3.1}
\end{equation*}
$$

where the constant $q_{0} \geq 0$ prescribes the maximal flow allowed at $x=0$. Above, $\vec{W}\left(t, 0^{-}\right)$denotes the left measure theoretic trace along $x=0$, implicitly defined by

$$
\lim _{\varepsilon \downarrow 0} \frac{1}{\varepsilon} \int_{\mathbb{R}_{+}} \int_{-\varepsilon}^{0}\left\|\vec{W}(t, x)-\vec{W}\left(t, 0^{-}\right)\right\| \phi(t, x) \mathrm{d} x \mathrm{~d} t=0
$$

for all $\phi \in \mathbf{C}_{\mathbf{c}}^{\infty}\left(\mathbb{R}^{2} ; \mathbb{R}\right)$. The right measure theoretic trace, $\vec{W}\left(t, 0^{+}\right)$, is defined analogously. Roughly speaking, the existence of the measure theoretic traces for weak solutions is guaranteed in presence of appropriate $\mathbf{B V}$ bounds, which is our setting in this paper; see [20, Lemma 1.3.3] for the precise statement.

Notice that it is possible to give a sense to inequality (3.1) even for weak traces, see [14]; we briefly address this generalization in Remark 5 below.

In general, the solutions constructed with the Riemann solver $\mathcal{R S}$ do not satisfy (3.1). For this reason, a new Riemann solver has to be introduced. A Riemann solver that always gives solutions satisfying (3.1) is said to be a constrained Riemann solver. In [26] the authors proposed two distinct constrained Riemann solvers. Since only one of them is conservative, Definition 3 naturally selects that one, denoted in [26] by $\mathcal{R} \mathcal{S}_{1}^{q}$ and denoted in this paper by $\mathcal{R} \mathcal{S}_{q_{0}}$. For completeness, in this section we recall $\mathcal{R} \mathcal{S}_{q_{0}}$ together with its main properties.

We first introduce some notations, see Figure 1. For any fixed $w>0$, introduce $\dot{W}(w) \doteq(\dot{v}(w), w)^{T} \in \mathcal{W}$ with $\dot{v}(w) \doteq w-p(\dot{\rho}(w))$, where $\dot{\rho}(w)$ corresponds to the maximum of $\rho \mapsto[w-p(\rho)] \rho$ and is implicitly defined by

$$
w=p(\dot{\rho}(w))+\dot{\rho}(w) p^{\prime}(\dot{\rho}(w)) .
$$

Let $\dot{q}(w) \doteq \max \{q(v, w): 0 \leq v \leq w\}$, and observe that by definition $\dot{q}(w)=q(\dot{W}(w))$. Introduce $\tilde{W}\left(q_{0}\right) \doteq$ $\left(\tilde{v}\left(q_{0}\right), \tilde{w}\left(q_{0}\right)\right)^{T} \in \mathcal{W}$ corresponding to the point of the curve $q(\vec{W})=q_{0}$ with the lowest coordinate $w$ and implicitly defined by

$$
\frac{\tilde{v}\left(q_{0}\right)^{2}}{q_{0}}=p^{\prime}\left(\frac{q_{0}}{\tilde{v}\left(q_{0}\right)}\right), \quad \tilde{w}\left(q_{0}\right)=\tilde{v}\left(q_{0}\right)+p\left(\frac{q_{0}}{\tilde{v}\left(q_{0}\right)}\right) .
$$

If $w \geq \tilde{w}\left(q_{0}\right)$, then $\{v \in] 0, w\left[: w=v+p\left(q_{0} / v\right)\right\}$ is not empty and we can define

$$
\hat{W}\left(q_{0}, w\right) \doteq\left(\hat{v}\left(q_{0}, w\right), w\right)^{T}, \quad \breve{W}\left(q_{0}, w\right) \doteq\left(\check{v}\left(q_{0}, w\right), w\right)^{T}
$$

by taking

$$
\begin{align*}
& \hat{v}\left(q_{0}, w\right) \doteq \begin{cases}\min \{v \in] 0, w\left[: w=v+p\left(\frac{q_{0}}{v}\right)\right\} & \text { if } w \in\left[\tilde{w}\left(q_{0}\right),+\infty[,\right. \\
\dot{v}(w) & \text { if } w \in\left[0, \tilde{w}\left(q_{0}\right)[,\right.\end{cases}  \tag{3.2a}\\
& \check{v}\left(q_{0}, w\right) \doteq \begin{cases}\max \{v \in] 0, w\left[: w=v+p\left(\frac{q_{0}}{v}\right)\right\} & \text { if } w \in\left[\tilde{w}\left(q_{0}\right),+\infty[,\right. \\
\dot{v}(w) & \text { if } w \in\left[0, \tilde{w}\left(q_{0}\right)[.\right.\end{cases} \tag{3.2b}
\end{align*}
$$



Fig. 1 Above $\hat{\rho} \doteq q_{0} / \hat{v}(w), \check{\rho} \doteq q_{0} / \check{v}(w), \dot{\rho}=\dot{\rho}(w), \hat{v}=\hat{v}(w), \check{v}=\check{v}(w), \dot{v}=\dot{v}(w)$ and $\dot{q}=\dot{q}(w)$. The curve on the left, respectively on the right, is the support of $\rho \mapsto[w-p(\rho)] \rho$ in the $(\rho, q)$-plane, respectively of $v \mapsto v+p\left(q_{0} / v\right)$ in the $(v, w)$-plane.

We can now define the constrained Riemann solver

| $\mathcal{R} \mathcal{S}_{q_{0}}$ | $:$ | $\rightarrow$ | $\mathbf{C}^{\mathbf{0}}\left(\mathbb{R}_{+} ; \mathbf{L}_{\text {loc }}^{1}(\mathbb{R} ; \mathcal{W})\right)$, |
| :--- | :--- | :--- | :--- |
|  | $\left(\vec{W}_{\ell}, \vec{W}_{r}\right)$ | $\mapsto$ | $\mathcal{R} \mathcal{S}_{q_{0}}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$. |

Definition 4 (The constrained Riemann solver $\mathcal{R} \mathcal{S}_{q_{0}}$ ) The constrained Riemann solver $\mathcal{R} \mathcal{S}_{q_{0}}$ computed at $\left(\vec{W}_{\ell}, \vec{W}_{r}\right) \in \mathfrak{G}$ is defined as follows:

- if $\mathcal{R} \mathcal{S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$ satisfies (3.1), then

$$
\mathcal{R} \mathcal{S}_{q_{0}}\left[\vec{W}_{\ell}, \vec{W}_{r}\right] \equiv \mathcal{R S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right] ;
$$

- otherwise we let

$$
\mathcal{R S}_{q_{0}}\left[\vec{W}_{\ell}, \vec{W}_{r}\right](x / t)= \begin{cases}\mathcal{R} \mathcal{S}\left[\vec{W}_{\ell}, \hat{W}\left(q_{0}, w_{\ell}\right)\right](x / t) & \text { if } x<0, \\ \mathcal{R S}\left[W_{W}\left(q_{0}, w_{\ell}\right), \vec{W}_{r}\right](x / t) & \text { if } x>0 .\end{cases}
$$

Observe that if $\vec{W}_{\ell} \in \mathcal{W}_{0}$, then $\mathcal{R S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]\left(0^{ \pm}\right)=\vec{W}_{\ell}$ satisfies the constraint condition (3.1) and $\mathcal{R} \mathcal{S}_{q_{0}}\left[\vec{W}_{\ell}, \vec{W}_{r}\right] \equiv$ $\mathcal{R} \mathcal{S}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$.

From the definition of $\mathcal{R} \mathcal{S}_{q_{0}}$, one can verify that $\left\{(v, w)^{T} \in \mathcal{W}: v \geq v_{*}\right.$ and $\left.w_{*} \leq w \leq w^{*}\right\}$ is an invariant domain for any $0 \leq v_{*} \leq w_{*}<w^{*}$ that satisfy one of the following conditions
(i) $w^{*} \leq \tilde{w}$,
(ii) $w^{*}>\tilde{w}$ and $v_{*} \geq \check{v}\left(w^{*}\right)$,
(iii) $w^{*}>\tilde{w}$ and $v_{*} \leq \hat{v}\left(w^{*}\right)$.

For later use we introduce the function $J$ defined as follows

$$
\begin{equation*}
\left.\left(q_{0}, w\right) \in\right] 0,+\infty\left[\times \mathbb{R}_{+} \mapsto J\left(q_{0}, w\right) \doteq \check{v}\left(q_{0}, w\right)-\hat{v}\left(q_{0}, w\right) \in \mathbb{R}_{+}\right. \tag{3.3}
\end{equation*}
$$

and prove the following result
Lemma 2 For any $w>\tilde{w}\left(q_{0}\right)$ we have

1. $\partial_{w} \check{v}\left(q_{0}, w\right)>1, \partial_{w}^{2} \check{v}\left(q_{0}, w\right)<0$ and $\lim _{w \downarrow \tilde{w}} \partial_{w} \check{v}\left(q_{0}, w\right)=+\infty$;
2. $\partial_{w} \hat{v}\left(q_{0}, w\right)<0, \partial_{w}^{2} \hat{v}\left(q_{0}, w\right)>0$ and $\lim _{w \downarrow \tilde{w}} \partial_{w} \hat{v}\left(q_{0}, w\right)=-\infty$;
3. $\partial_{w} J\left(q_{0}, w\right)>1, \partial_{w}^{2} J\left(q_{0}, w\right)<0$ and $\lim _{w \downarrow \tilde{w}} \partial_{w} J\left(q_{0}, w\right)=+\infty$.

Proof Let $w>\tilde{w}\left(q_{0}\right)$. Since $[(w-p(\rho)) \rho]_{\rho}=w-p(\rho)-\rho p^{\prime}(\rho)$, by definition we have

$$
w-p\left(\frac{q_{0}}{\check{v}\left(q_{0}, w\right)}\right)-\frac{q_{0}}{\check{v}\left(q_{0}, w\right)} p^{\prime}\left(\frac{q_{0}}{\grave{v}\left(q_{0}, w\right)}\right)>0, \quad w=\check{v}\left(q_{0}, w\right)+p\left(\frac{q_{0}}{\check{v}\left(q_{0}, w\right)}\right)
$$

and therefore

$$
\frac{q_{0}}{\check{v}\left(q_{0}, w\right)^{2}} p^{\prime}\left(\frac{q_{0}}{\check{v}\left(q_{0}, w\right)}\right)<1, \quad \quad \partial_{w} \check{v}\left(q_{0}, w\right)=\left[1-\frac{q_{0}}{\check{v}\left(q_{0}, w\right)^{2}} p^{\prime}\left(\frac{q_{0}}{\check{v}\left(q_{0}, w\right)}\right)\right]^{-1} .
$$

Hence $\partial_{w} \check{v}\left(q_{0}, w\right)>0$. Moreover

$$
\partial_{w}^{2} \check{v}\left(q_{0}, w\right)=-q_{0}\left[\frac{\partial_{w} \check{v}\left(q_{0}, w\right)}{\check{v}\left(q_{0}, w\right)}\right]^{3}\left[2 p^{\prime}\left(\frac{q_{0}}{\check{v}\left(q_{0}, w\right)}\right)+\frac{q_{0}}{\check{v}\left(q_{0}, w\right)} p^{\prime \prime}\left(\frac{q_{0}}{\check{v}\left(q_{0}, w\right)}\right)\right]<0 .
$$

Finally, to conclude the proof of the first point it is sufficient to observe that $\lim _{w \rightarrow+\infty} \check{v}(w)=+\infty$ and to use condition (2.2). The proof of the second point is analogous, while the last point follows from the previous ones.
3.2 The constrained Cauchy problem

In this section we begin the study of the constrained Cauchy problem

$$
\begin{array}{ll}
Y(\vec{W})_{t}+F(Y(\vec{W}))_{x}=0, & t>0, x \in \mathbb{R}, \\
\vec{W}(0, x)=\vec{W}_{0}(x), & x \in \mathbb{R}, \\
q\left(\vec{W}\left(t, 0^{ \pm}\right)\right) \leq q_{0}(t), & t>0 . \tag{3.4c}
\end{array}
$$

Above, $\vec{W}_{0}$ is assumed to be in $\mathbf{L}^{\infty}(\mathbb{R} ; \mathcal{W})$ with $V_{0} \doteq\left\|\vec{W}_{0}\right\|_{\infty}$ and $q_{0}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$prescribes the maximal flow allowed at $x=0$. The expression for $q_{0}$ depends on the situation we aim to represent. In Section 4 we provide a basic example.

As a first step, we adapt the definitions of weak and entropy solutions, respectively given in Definition 2 and Definition 3 to the problem (3.4).

Definition 5 (Constrained weak solution) Let $\vec{W}_{0} \in \mathbf{L}^{\infty}(\mathbb{R} ; \mathcal{W})$. We say that a function $\vec{W}$ belonging to $\mathbf{L}^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R} ; \mathcal{W}\right) \cap \mathbf{C}^{\mathbf{0}}\left(\mathbb{R}_{+} ; \mathbf{L}_{\text {loc }}^{1}(\mathbb{R} ; \mathcal{W})\right)$ is a constrained weak solution of (3.4) if

1. $\vec{W}$ is a weak solution of $(3.4 \mathrm{a}),(3.4 \mathrm{~b})$ in the sense of Definition 2 ;
2. $\vec{W}$ satisfies the constraint (3.4c), namely

$$
\begin{equation*}
q\left(\vec{W}\left(t, 0^{ \pm}\right)\right) \leq q_{0}(t) \tag{3.5}
\end{equation*}
$$

for a.e. $t>0$.
For the definition of constrained entropy solution, let us limit our attention to $\mathbf{L}^{\infty}(] 0,+\infty[; \mathbf{B V}(\mathbb{R} ; \mathcal{W}))$ functions $\vec{W}$. This is enough for our purposes because the $\mathbf{B V}$ bounds in space are an essential ingredient of the wave-front tracking approximation procedure used in this paper.

Definition 6 (Constrained entropy solution) Let $\vec{W}_{0} \in \mathbf{B V}(\mathbb{R} ; \mathcal{W})$. A constrained weak solution $\vec{W} \in$ $\mathbf{L}^{\infty}(] 0,+\infty[; \mathbf{B V}(\mathbb{R} ; \mathcal{W})) \cap \mathbf{C}^{\mathbf{0}}\left(\mathbb{R}_{+} ; \mathbf{L}_{\mathbf{l o c}}^{\mathbf{1}}(\mathbb{R} ; \mathcal{W})\right)$ of (3.4) in the sense of Definition 5 (hence satisfying (3.5)) is a constrained entropy solution if for any non-negative test function $\phi \in \mathbf{C}_{\mathbf{c}}^{\infty}(] 0,+\infty[\times \mathbb{R} ; \mathbb{R})$

$$
\begin{align*}
& \int_{\mathbb{R}_{+}} \int_{\mathbb{R}}\left[\mathcal{E}_{k}(\vec{W}) \phi_{t}+\mathcal{Q}_{k}(\vec{W}) \phi_{x}\right] \mathrm{d} x \mathrm{~d} t  \tag{3.6a}\\
& +\int_{\mathbb{R}_{+}} \mathcal{N}_{k}\left(\vec{W}, q_{0}\right) \phi(t, 0) \mathrm{d} t \geq 0 \tag{3.6~b}
\end{align*}
$$

for any entropy pair (2.13) with $\left.k \in] 0, V_{0}\right]$, where

$$
\mathcal{N}_{k}\left(\vec{W}, q_{0}\right) \doteq \begin{cases}q(\vec{W}(t, 0))\left[\frac{k}{q_{0}(t)}-\frac{1}{p^{-1}([w(t, 0)-k]+)}\right]^{+} & \text {if } q_{0}(t) \neq 0  \tag{3.7}\\ k & \text { otherwise }\end{cases}
$$

The term $\mathcal{N}_{k}$ is designed to compensate the additional entropy dissipation at $x=0$ due to the effect of the constraint. One could obtain a similar compensation effect by using a term of a slightly different form, but the present formulation presents some advantages which will be apparent later in the paper. Some preliminary remarks on the meaning of (3.7) are in order. First of all, the traces $q\left(\vec{W}\left(t, 0^{ \pm}\right)\right)$and $w\left(t, 0^{ \pm}\right)$exist because $\vec{W}$ is in $\mathbf{L}^{\infty}\left(\mathbb{R}_{+} ; \mathbf{B V}(\mathbb{R} ; \mathcal{W})\right)$. The traces $w\left(t, 0^{-}\right)$and $w\left(t, 0^{+}\right)$may differ, however, in this case the entropy solution performs a stationary contact discontinuity at $x=0$ and therefore the integrand in line (3.6b) is equal to zero because $q\left(\vec{W}\left(t, 0^{-}\right)\right)=q\left(\vec{W}\left(t, 0^{+}\right)\right)=0$. Second, in the case $q_{0}(t)=0$, we also have $q\left(\vec{W}\left(t, 0^{ \pm}\right)\right)=0$ due to (3.5). In this case, we choose to let $\mathcal{N}_{k}(\vec{W}, 0)=k$ to ensure the upper semi-continuity of the term (3.6b) w.r.t. the a.e. convergence of sequences of constraints $\left(q_{0}^{i}\right)_{i}$, which can be convenient for passage-to-the-limit arguments (see Remark 6).

Remark 5 In fact, it is possible to give sense to (3.6b) for every weak solution of (2.6), i.e., without assuming the BV regularity in space. To this aim, the integrand function of (3.6b) has to be understood as the weak normal trace of the appropriately chosen $\mathbf{L}^{\infty}$ divergence-measure field (see [14]). This amounts to define (3.6b) by the expression (3.9) introduced below (for time-dependent $q_{0}$, an additional term has to be added to account for a contribution of $\left.\partial_{t}\left[\frac{k}{q_{0}(t)}-\frac{1}{p^{-1}\left([w-k]^{+}\right)}\right]^{+}\right)$.

Let us explain now the role of $\mathcal{N}_{k}$ in (3.6b) and the reasons why we choose this precise form for it. The introduction of this "compensation" term follows the idea of Colombo and Goatin [15] for the constrained LWR. Its role is to ensure that at $x=0$ the only admissible stationary discontinuities are the shocks corresponding to admissible fluxes $\left(q \leq q_{0}\right)$ and the non-classical shock corresponding to the flux $q_{0}$, see the last point in Proposition 4. For the constrained LWR, the simplest form for the compensation term is proposed in [13]. Let us stress that in both [13] and [15], the compensation term for the constrained LWR depends only on the parameter $k$ and $q_{0}$, but it does not depend on the solution itself. The situation for the constrained ARZ is more delicate. A straightforward calculation for the constrained ARZ shows that the natural compensation term in the entropy inequalities (3.6) takes the form

$$
\int_{\mathbb{R}_{+}}\left[k-\frac{q_{0}(t)}{p^{-1}\left([w(t, 0)-k]^{+}\right)}\right]^{+} \phi(t, 0) \mathrm{d} t
$$

Unfortunately, it is not clear that an entropy formulation using the above term instead of (3.6b) is stable under a.e. convergence of solutions. At the same time, such stability property is a natural property of any reasonable notion of admissible solution; it is an essential ingredient of existence proofs that proceed by approximation, such as the proof given in Section 5 below. The following proposition shows that the formulation with compensation term (3.6b) can be recast in such a way that its stability w.r.t. strong convergence of solutions becomes evident. For simplicity, we will assume that $q_{0}$ is a constant independent of $t$. It is possible to deal with the case of $\mathbf{B V}$ time-dependent constraint $q_{0}(\cdot)$. The additional arguments required for this case are evoked in Remark 6.

## Proposition 3

(i) For any weak solution $\vec{W}$ of (2.6) in the sense of Definition 2, any test function $\phi \in \mathbf{C}_{\mathbf{c}}^{\infty}(] 0,+\infty[\times \mathbb{R} ; \mathbb{R})$ and any constant $q_{0}>0$, the integral term in (3.6b) can be rewritten as follows

$$
\begin{align*}
& \int_{\mathbb{R}_{+}} q(\vec{W}(t, 0))\left[\frac{k}{q_{0}}-\frac{1}{p^{-1}\left([w(t, 0)-k]^{+}\right)}\right]^{+} \phi(t, 0) \mathrm{d} t  \tag{3.8}\\
= & \int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{-}}\left[\rho(\vec{W}) \mathfrak{f}_{k}(w) \psi_{t} \xi+q(\vec{W}) \mathfrak{f}_{k}(w) \psi \xi_{x}\right] \mathrm{d} x \mathrm{~d} t  \tag{3.9}\\
= & -\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{+}}\left[\rho(\vec{W}) \mathfrak{f}_{k}(w) \psi_{t} \xi+q(\vec{W}) \mathfrak{f}_{k}(w) \phi \xi_{x}\right] \mathrm{d} x \mathrm{~d} t, \tag{3.10}
\end{align*}
$$

where $\mathfrak{f}_{k}(w) \doteq\left[\frac{k}{q_{0}}-\frac{1}{p^{-1}\left([w-k]^{+}\right)}\right]^{+}, \psi(t) \doteq \phi(t, 0)$ and $\xi$ is an arbitrary $\mathbf{C}_{\mathbf{c}}^{\infty}$ test function such that $\xi(0)=1$.
(ii) Assume that $\left(\overrightarrow{W^{h}}\right)_{h}$ is a uniformly bounded sequence of entropy solutions of (3.4) in the sense of Definition 6 and corresponding to the constant constraints $\left(q_{0}\right)_{h}$. If $\left(q_{0}^{h}\right)_{h}$ converges to $q_{0}>0$ and $\left(\overrightarrow{W^{h}}\right)_{h}$ converges to $\vec{W}$ a.e. on $\mathbb{R}_{+} \times \mathbb{R}$, then $\vec{W}$ is an entropy solution of (3.4) in the sense of Definition 6, corresponding to the constraint $q_{0}$.

Proof To prove (i), we exploit Remark 3 by considering (2.11) with nonlinearity $\mathfrak{f}_{k}$, multiplied by the test function $(t, x) \mapsto \psi(t) \xi(x)$ and integrated in $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}_{-}$or in $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}_{+}$(the equality between (3.9) and (3.10) is a consequence of the fact that each of these terms equals the term (3.8)). E.g., to get the equality between (3.8) and (3.9), one uses (2.11), the Green-Gauss formula

$$
\int_{\mathbb{R}_{+}}\left[q \mathfrak{f}_{k}(w)\right]\left(t, 0^{-}\right) \psi(t) \mathrm{d} t=\int_{\mathbb{R}_{-}} \int_{\mathbb{R}_{+}} \operatorname{div}_{(t, x)}\left[\binom{\rho}{q} \mathfrak{f}_{k}(w) \psi(t) \xi(x)\right] \mathrm{d} t \mathrm{~d} x
$$

and the existence of strong trace at $x=0^{-}$of $\vec{W}$, which gives sense to the left-hand side of the above formula (3.8).
Now we prove (ii). The integrands both in (3.6a) and in (3.9) are continuous in $\vec{W}$; the integrand in (3.9) is continuous also in $q_{0}$. Since all these integrands are uniformly bounded and compactly supported, it is enough to use the dominated convergence argument in order to pass to the limit, as $h$ goes to infinity, in the entropy formulation (3.6) (with (3.6b) represented by (3.9)) written for $\vec{W}^{h}, q_{0}^{h}$. Analogous argument based on the GreenGauss formula permits to pass to the limit in conditions (3.5) written for $\vec{W}^{h}, q_{0}^{h}$. We find then the corresponding entropy formulation for $\vec{W}, q_{0}$ at the limit.

Remark 6 Let us sketch how Proposition 3 (ii) works for a not too irregular time-dependent constraint function $q_{0}$. To avoid additional technicalities, let us assume that all entropy solutions in the sequence $\left(\vec{W}^{h}\right)_{h}$ correspond to the same (non-constant in time) constraint $q_{0}(\cdot)$, and also that there exists a constant $\alpha>0$ such that $q_{0} \geq \alpha$ a.e. on $\mathbb{R}_{+}$. Assume that there exists a sequence $\left(q_{0}^{j}\right)_{j}$ of piecewise constant functions such that

$$
\begin{aligned}
& 0<\alpha \leq q_{0}^{j}(\cdot) \leq q_{0}(\cdot) \text { for all } j \in \mathbb{N} \text { and } \\
& q_{0}^{j}(t) \text { converges to } q_{0}(t) \text { as } j \text { goes to infinity for a.e. } t>0 .
\end{aligned}
$$

Observe in particular that it is possible to approximate monotone functions by piecewise constant functions from above and from below, therefore the above approximation property is true for $\mathbf{B V}$ functions $q_{0}$ such that $\inf _{t \in \mathbb{R}_{+}} q_{0}(t)>0$. Consider the family of inequalities (3.6) corresponding to $\left(q_{0}^{j}\right)_{j}$. Since $\mathcal{N}_{k}$ is non-increasing w.r.t. $q_{0}$, each of these modified inequalities is a weaker condition than the original inequality (3.6). Now, one can switch from $q_{0}$ to $q_{0}^{j}$ in (3.6b), and split the integral (3.6b) into the sum of integrals over intervals of time where $q_{0}^{j}$ is constant. Each of these integrals passes to the limit, as $\left(\vec{W}^{h}\right)_{h}$ converges to $\vec{W}$, due to the argument of Proposition 3 (ii). In this way, given a sequence of solutions $\left(\vec{W}^{h}\right)_{h}$ with constraint $q_{0}$, one finds as in Proposition 3 (ii) that the limit $\vec{W}$ of $\left(\vec{W}^{h}\right)_{h}$ fulfils the inequalities (3.6) with constraints $\left(q_{0}^{j}\right)_{j}$, for every $j \in \mathbb{N}$. Finally, letting $j$ go to infinity one proves that $\vec{W}$ is a constrained entropy solution with the original constraint $q_{0}$; this is possible because $\mathcal{N}_{k}$ is continuous w.r.t. $q_{0}$. Notice that the upper-semicontinuity for the compensation term $\mathcal{N}_{k}$ given by (3.7) in Definition 6 permits to deal with the case where $q_{0}$ takes values close to or equal to zero.

Let us now give the basic properties of constrained entropy solutions.
Proposition 4 Let $\vec{W}$ be a constrained entropy solution of (3.4) in the sense of Definition 6 . Then $\vec{Y}=Y(\vec{W})$ satisfies the following properties:

1. Any discontinuity of $\vec{Y}$ satisfies the Rankine-Hugoniot jump conditions.
2. Any discontinuity of $\vec{Y}$ away from the constraint is classical, i.e. satisfies the Lax entropy inequalities.
3. Non-classical discontinuities of $\vec{Y}$, see [32], may occur only at the constraint location $x=0$, and in this case the flow at $x=0$ is the maximal flow allowed by the constraint. Namely, if the entropy solution performs a non-classical discontinuity at time $t_{0}>0$, then $q\left(\vec{Y}\left(t_{0}, 0^{ \pm}\right)\right)=q_{0}\left(t_{0}\right)$.

Proof The first two properties are obvious, so we only prove the last one. This property is evident if $q_{0}\left(t_{0}\right) \geq \dot{q}\left(V_{0}\right)$ or $q_{0}\left(t_{0}\right)=0$, due to (3.5) and to the fact that $q(\vec{Y}) \geq 0$. Therefore we can assume that $\left.q_{0}\left(t_{0}\right) \in\right] 0, \dot{q}\left(V_{0}\right)[$ and that $\vec{W}$ satisfies (3.6) together with (3.5), and performs at time $t_{0}>0$ a (stationary) non-classical shock from $\vec{W}_{\ell} \doteq\left(w, v_{\ell}\right)^{T}$ to $\vec{W}_{r} \doteq\left(w, v_{r}\right)^{T}$, with $v_{\ell}<v_{r}$ and $q\left(\vec{W}_{\ell}\right)=q\left(\vec{W}_{r}\right) \doteq f \leq q_{0}$. We want to prove that then $f=q_{0}$. Consider the test function

$$
\phi(t, x) \doteq\left[\int_{|x|-\varepsilon}^{+\infty} \delta_{\varepsilon}(z) \mathrm{d} z\right]\left[\int_{t-t_{0}+\varepsilon}^{t-t_{0}+2 \varepsilon} \delta_{\varepsilon}(z) \mathrm{d} z\right]
$$

where $\delta_{\varepsilon}$ is a smooth approximation of the Dirac mass centred at $0^{+}, \delta_{0^{+}}^{D}$, namely

$$
\delta_{\varepsilon} \in \mathbf{C}_{\mathbf{c}}^{\infty}\left(\mathbb{R} ; \mathbb{R}_{+}\right), \varepsilon \in \mathbb{R}_{+}, \operatorname{supp}\left(\delta_{\varepsilon}\right) \subseteq[0, \varepsilon],\left\|\delta_{\varepsilon}\right\|_{\mathbf{L}^{1}(\mathbb{R} ; \mathbb{R})}=1, \delta_{\varepsilon} \rightarrow \delta_{0^{+}}^{D}
$$

Observe that as $\varepsilon$ goes to zero

$$
\begin{aligned}
& \phi\left(t_{0}, x\right) \equiv 0 \rightarrow 0, \\
& \phi(t, 0)=\int_{t-t_{0}+\varepsilon}^{t-t_{0}+2 \varepsilon} \delta_{\varepsilon}(z) \mathrm{d} z \rightarrow \delta_{t_{0}^{-}}^{D}(t), \\
& \phi_{t}(t, x)=\left[\int_{|x|-\varepsilon}^{+\infty} \delta_{\varepsilon}(z) \mathrm{d} z\right]\left[\delta_{\varepsilon}\left(t-t_{0}+2 \varepsilon\right)-\delta_{\varepsilon}\left(t-t_{0}+\varepsilon\right)\right] \rightarrow 0, \\
& \chi_{\mathbb{R}_{ \pm}}(x) \phi_{x}(t, x) \rightarrow \mp \delta_{0^{ \pm}}^{D}(x) \delta_{t_{0}^{-}}^{D}(t) .
\end{aligned}
$$

Then by the entropy condition (3.6) we have that for all $k \in] \hat{v}\left(q_{0}\left(t_{0}\right), w\right), \check{v}\left(q_{0}\left(t_{0}\right), w\right)[\subseteq] v_{\ell}, v_{r}[$

$$
\begin{aligned}
& \mathcal{Q}_{k}\left(\vec{W}_{\ell}\right)-\mathcal{Q}_{k}\left(\vec{W}_{r}\right)+f\left[\frac{k}{q_{0}\left(t_{0}\right)}-\frac{1}{p^{-1}(w-k)}\right]^{+} \\
= & -\left[k-\frac{f}{p^{-1}(w-k)}\right]+f\left[\frac{k}{q_{0}\left(t_{0}\right)}-\frac{1}{p^{-1}(w-k)}\right]=\left[\frac{f}{q_{0}\left(t_{0}\right)}-1\right] k \geq 0 .
\end{aligned}
$$

Since $f \leq q_{0}\left(t_{0}\right)$, the above estimate implies that $f=q_{0}\left(t_{0}\right)$.
Let $\mathbf{P C}$ denote the set of piecewise constant functions with a finite number of jumps and $\mathbf{P C}_{\mathbf{l o c}}$ the set of functions locally in PC. The following theorem on existence of entropy solutions to the constrained Cauchy problem (3.4) with PC constraints is the main result of this paper. The proof is based on the wave-front tracking algorithm restarted at every time where $q_{0}$ experiences a jump. Observe that variations in $q_{0}$ may lead to a sharp increase in the total variation of the solutions, as already observed in [26] at the level of the Riemann problem. In this paper we limit our attention to $\mathbf{P C}$ constraints; extension to the $\mathbf{P C} \mathbf{l o c}_{\text {loc }}$ case is straightforward. In the general case, it is always possible to construct solutions corresponding to discretized versions of the constraint. However, the tools we introduce in this paper fail to control the variation of these solutions uniformly with respect to the parameter of discretization of $q_{0}$ without imposing unnatural assumptions on the ranges of $q_{0}$ and $\vec{W}_{0}$. Therefore existence and stability properties of solutions for ARZ with general time-dependent constraint are still open questions, to be addressed with a different approach.
Theorem 1 Let $\vec{W}_{0} \in \mathbf{B V}(\mathbb{R} ; \mathcal{W})$ satisfy (2.15) and $q_{0} \in \mathbf{P C}\left(\mathbb{R}_{+} ;\left[0, \dot{q}\left(V_{0}\right)\right]\right)$ be such that

$$
\begin{aligned}
& x \in \mathbb{R}_{-} \mapsto J\left(q_{0}(0), w_{0}(x)\right) \in \mathbb{R}_{+} \text {has bounded total variation and } \\
& \left.\left.\left.\left.K_{0} \doteq \sum_{\substack{t>0 \text { s.t. } \\
q_{0}(t-) \neq q_{0}(t+)}}\left[\sup _{y \in \mathbb{R}_{-}} \mid \operatorname{TV}\left(J\left(q_{0}(t-), w_{0}\right) ;\right]-\infty, y\right]\right)-\operatorname{TV}\left(J\left(q_{0}(t+), w_{0}\right) ;\right]-\infty, y\right]\right) \mid\right] \text { is bounded, }
\end{aligned}
$$

where $J$ is defined in (3.3). Then the Cauchy problem (3.4) with initial datum $\vec{W}_{0}$ and constraint $q_{0}$ admits a constrained entropy solution $\vec{W} \in \mathbf{C}^{\mathbf{0}}\left(\mathbb{R}_{+} ; \mathbf{B V}(\mathbb{R} ; \mathcal{W})\right)$ in the sense of Definition 6 and for all $t, s \in \mathbb{R}_{+}$it satisfies

$$
\begin{equation*}
\operatorname{TV}(\vec{W}(t)) \leq C, \quad\|\vec{W}(t)-\vec{W}(s)\|_{1} \leq L|t-s|, \quad\|\vec{W}(t)\|_{\infty} \leq V_{0} \tag{3.11}
\end{equation*}
$$

where

$$
\begin{aligned}
& V_{0} \doteq\left\|\vec{W}_{0}\right\|_{\infty} \\
& C \doteq \operatorname{TV}\left(\vec{W}_{0}\right)+3 \mathrm{TV}\left(J\left(q_{0}(0), w_{0}\right) ; \mathbb{R}_{-}\right)+2 V_{0}+3\left(K_{1}+K_{2}\right) \\
& L \doteq C \max \left\{V_{0}, p^{-1}\left(V_{0}\right) p^{\prime}\left(p^{-1}\left(V_{0}\right)\right)\right\}
\end{aligned}
$$

Above, $K_{1}$ and $K_{2}$ are constants that may depend on $K_{0}$ (see Section 6 for more details).

As in $[1,3]$, the proof of the above theorem is based on the wave-front tracking algorithm, see $[15,19]$. The details of the proof are deferred to Section 6; the main ingredient is the choice of a Temple functional allowing to prove the following result.
Proposition 5 Let $\vec{W}_{0} \in \mathbf{B V}(\mathbb{R} ; \mathcal{W})$ satisfy (2.15) and $q_{0} \geq 0$ be a constant such that $x \mapsto J\left(q_{0}, w_{0}(x)\right)$ has bounded total variation, where $J$ is defined in (3.3). Then the Cauchy problem (3.4) with initial datum $\vec{W}_{0}$ and constant constraint $q_{0}$ admits a constrained entropy solution $\vec{W} \in \mathbf{C}^{\mathbf{0}}\left(\mathbb{R}_{+} ; \mathbf{B V}(\mathbb{R} ; \mathcal{W})\right)$ in the sense of Definition 6 and for all $t, s \in \mathbb{R}_{+}$it satisfies

$$
\operatorname{TV}(\vec{W}(t)) \leq C, \quad\|\vec{W}(t)-\vec{W}(s)\|_{1} \leq L|t-s|, \quad\|\vec{W}(t)\|_{\infty} \leq V_{0}
$$

where

$$
V_{0} \doteq\left\|\vec{W}_{0}\right\|_{\infty}, \quad C \doteq \operatorname{TV}\left(\vec{W}_{0}\right)+3 \mathrm{TV}\left(J\left(q_{0}, w_{0}\right) ; \mathbb{R}_{-}\right)+2 V_{0}, \quad L \doteq C \max \left\{V_{0}, p^{-1}\left(V_{0}\right) p^{\prime}\left(p^{-1}\left(V_{0}\right)\right)\right\}
$$

The proof is postponed to Section 5. Let us mention in passing that the dependence of the Temple functional on the constraint level $q_{0}$, via the map $J\left(q_{0}, \cdot\right)$, is the key obstacle for generalizing the existence result to general time-dependent $q_{0}$; the difficulty comes from the singularity observed in Lemma 2. Let us stress that in the easier case of LWR subject to point constraints it is possible to use a Temple functional independent from the constraint level.

## 4 Example

In this section we apply the model (3.4) to simulate the traffic on a road in presence of a traffic light placed at $x=0$. The simulation is obtained by explicit analysis of the wave-front interactions, with computer-assisted computation of front slopes and interaction times presented in Figure 2, right. While the overall picture of the corresponding solution is rather stable, a detailed analytical study necessarily needs to consider many slightly different cases. Below, we restrict the construction of the solution to the most representative situation.


Fig. 2 With reference to Section 4, on the left the two fundamental graphics corresponding to the two Lagrangian markers $w_{1}$ and $w_{2}$, on the right the representation of the solution in the $(x, t)$-plane. In the figure on the right, the zeros stand for the vacuum.

Consider two types of vehicles, the "slow vehicles" and "fast vehicles", characterized by the Lagrangian markers $w_{1}$ and $w_{2}$, respectively, with $0<w_{1}<w_{2}$. With this choice, the slow vehicles have maximal speed $w_{1}$ lower than the maximal speed $w_{2}$ of the fast vehicles. Observe also that the slow vehicles have length $1 / \rho\left(0, w_{1}\right)$ bigger than the length $1 / \rho\left(0, w_{2}\right)$ of the fast vehicles.

Assume that all the vehicles are initially at rest in $\left[x_{1}, 0[\right.$. More precisely, assume that the slow vehicles are uniformly distributed in $\left[x_{1}, x_{2}\left[\right.\right.$ with density $\rho\left(0, w_{1}\right)$, and that the fast vehicles are uniformly distributed in $\left[x_{2}, 0[\right.$ with density $\rho\left(0, w_{2}\right)$, see the first line of Figure 3. At time $t=0$ the traffic light turns to green and the first vehicle from the right starts to move. Hence, the solution performs two stationary discontinuities $\mathcal{D}_{1}$ at $x=x_{1}$


Fig. 3 Starting from the left, respectively, density $\rho$, velocity $v$ and Lagrangian marker $w$ profiles at times $t=0$ (first line), $t=t_{A}$ (second line), $t=t_{C}$ (third line) and $t=t_{E}$ (last line).
and $\mathcal{D}_{2}$ at $x=x_{2}$, followed by a rarefaction $\mathcal{R}_{0}$ centred at $x=0$. For times sufficiently small, the expression of the solution is therefore

$$
\vec{W}(t, x)= \begin{cases}\left(w_{1}, w_{1}\right)^{T} & \text { if } x<x_{1} \\ \left(0, w_{1}\right)^{T} & \text { if } x_{1} \leq x<x_{2} \\ \left(0, w_{2}\right)^{T} & \text { if } x_{2} \leq x<\lambda_{1}\left(0, w_{2}\right) t \\ \left(w_{2}-p\left(\Pi\left(w_{2}-\frac{x}{t}\right)\right), w_{2}\right)^{T} & \text { if } \lambda_{1}\left(0, w_{2}\right) t \leq x<\lambda_{1}\left(w_{2}, w_{2}\right) t \\ \left(w_{2}, w_{2}\right)^{T} & \text { if } x \geq \lambda_{1}\left(w_{2}, w_{2}\right) t\end{cases}
$$

where $\Pi$ is the inverse function of $\rho \mapsto p(\rho)+\rho p^{\prime}(\rho)$. The above expression holds true until all the slow vehicles are stopped, namely, for $\left.t \in] 0, t_{A}\right]$, where $t_{A} \doteq x_{2} / \lambda_{1}\left(0, w_{2}\right)$.

At time $t=t_{A}$, the rarefaction $\mathcal{R}_{0}$ reaches the stationary contact discontinuity $\mathcal{D}_{2}$ and the first slow vehicle from the right starts to move. As a result of the interaction, from $A \doteq\left(x_{2}, t_{A}\right)$ starts a rarefaction $\mathcal{R}_{2}$, that for small times is contained in $\left\{(x, t) \in \mathbb{R} \times \mathbb{R}_{+}: t>t_{A}\right.$ and $\left.x_{2}+\lambda_{1}\left(0, w_{1}\right)\left(t-t_{A}\right)<x<\mathfrak{D}_{2}(t)\right\}$, followed by the contact discontinuity $\mathcal{D}_{2}$, given by the support of $\mathfrak{D}_{2}$, that is the solution of the ODE

$$
\frac{\mathrm{d} \mathfrak{D}_{2}}{\mathrm{~d} t}(t)=w_{2}-p\left(\Pi\left(w_{2}-\frac{\mathfrak{D}_{2}(t)}{t}\right)\right), \quad \mathfrak{D}_{2}\left(t_{A}\right)=x_{2}
$$

Due to the interaction with the rarefaction $\mathcal{R}_{0}$, the contact discontinuity $\mathcal{D}_{2}$ accelerates and on its left new rarefactions (still denoted $\mathcal{R}_{2}$ ) appear.

By applying the method of characteristics, we find the values attained by the solution in $\mathcal{R}_{2}$. More precisely, for any $t>t_{A}$ sufficiently small and $x \in\left[x_{2}+\lambda_{1}\left(0, w_{1}\right)\left(t-t_{A}\right), \mathfrak{D}_{2}(t)\right]$ such that $(x, t) \in \mathcal{R}_{2}$, we define $(t, x) \mapsto$ $\left(X_{1}(t, x), T_{1}(t, x)\right)$ as the projection of $(t, x)$ on $\mathcal{D}_{2}$ along the characteristics of the first family, namely

$$
X_{1}(t, x)=\mathfrak{D}_{2}\left(T_{1}(t, x)\right), \quad X_{1}(t, x)+\lambda_{1}\left(w_{2}-p\left(\Pi\left(w_{2}-\frac{X_{1}(t, x)}{T_{1}(t, x)}\right)\right), w_{1}\right)\left(t-T_{1}(t, x)\right)=x
$$

Then, for $t>t_{A}$ sufficiently small, the expression of the solution is

$$
\vec{W}(t, x)= \begin{cases}\left(w_{1}, w_{1}\right)^{T} & \text { if } x<x_{1} \\ \left(0, w_{1}\right)^{T} & \text { if } x_{1} \leq x<x_{2}+\lambda_{1}\left(0, w_{1}\right)\left(t-t_{A}\right) \\ \left(w_{2}-p\left(\Pi\left(w_{2}-\frac{X_{1}(t, x)}{T_{1}(t, x)}\right)\right), w_{1}\right)^{T} & \text { if } x_{2}+\lambda_{1}\left(0, w_{1}\right)\left(t-t_{A}\right) \leq x<\mathfrak{D}_{2}(t) \\ \left(w_{2}-p\left(\Pi\left(w_{2}-\frac{x}{t}\right)\right), w_{2}\right)^{T} & \text { if } \mathfrak{D}_{2}(t) \leq x<\lambda_{1}\left(w_{2}, w_{2}\right) t \\ \left(w_{2}, w_{2}\right)^{T} & \text { if } x \geq \lambda_{1}\left(w_{2}, w_{2}\right) t\end{cases}
$$

At time $t_{B}$ implicitly given by

$$
w_{2}-p\left(\Pi\left(w_{2}-\frac{\mathfrak{D}_{2}\left(t_{B}\right)}{t_{B}}\right)\right)=w_{1}
$$

the vacuum between the two types of vehicles appears. In fact, for $t>t_{B}$ sufficiently small, the vacuum state $\left(w_{1}, w_{1}\right) \in \mathcal{W}_{0}$ appears between the rarefaction $\mathcal{R}_{2}$ and the contact discontinuity $\mathcal{D}_{2}$.

At time $t_{C} \doteq t_{A}+\left[x_{1}-x_{2}\right] / \lambda_{1}\left(0, w_{1}\right)$ all the slow vehicles are moving because the stationary discontinuity $\mathcal{D}_{1}$ is reached at $C \doteq\left(x_{1}, t_{C}\right)$ by the rarefaction $\mathcal{R}_{2}$. As a result of the interaction with $\mathcal{R}_{2}$, the discontinuity $\mathcal{D}_{1}$ starts to accelerate with a support given by $\mathfrak{D}_{1}$, that is the solution of the ODE

$$
\frac{\mathrm{d} \mathfrak{D}_{1}}{\mathrm{~d} t}(t)=w_{2}-p\left(\Pi\left(w_{2}-\frac{X_{1}\left(t, \mathfrak{D}_{1}(t)\right)}{T_{1}\left(t, \mathfrak{D}_{1}(t)\right)}\right)\right), \quad \mathfrak{D}_{1}\left(t_{C}\right)=x_{1}
$$

For simplicity, assume that $t_{B}<t_{C}$, then the solution for $\left.\left.t \in\right] t_{B}, t_{C}\right]$ has the expression

$$
\vec{W}(t, x)= \begin{cases}\left(w_{1}, w_{1}\right)^{T} & \text { if } x<x_{1} \\ \left(0, w_{1}\right)^{T} & \text { if } x_{1} \leq x<x_{2}+\lambda_{1}\left(0, w_{1}\right)\left(t-t_{A}\right), \\ \left(w_{2}-p\left(\Pi\left(w_{2}-\frac{X_{1}(t, x)}{T_{1}(t, x)}\right)\right), w_{1}\right)^{T} & \text { if } x_{2}+\lambda_{1}\left(0, w_{1}\right)\left(t-t_{A}\right) \leq x<\mathfrak{D}_{2}\left(t_{B}\right)+w_{1}\left(t-t_{B}\right), \\ \left(w_{1}, w_{1}\right)^{T} & \text { if } \mathfrak{D}_{2}\left(t_{B}\right)+w_{1}\left(t-t_{B}\right) \leq x<\mathfrak{D}_{2}(t), \\ \left(w_{2}-p\left(\Pi\left(w_{2}-\frac{x}{t}\right)\right), w_{2}\right)^{T} & \text { if } \mathfrak{D}_{2}(t) \leq x<\lambda_{1}\left(w_{2}, w_{2}\right) t \\ \left(w_{2}, w_{2}\right)^{T} & \text { if } x \geq \lambda_{1}\left(w_{2}, w_{2}\right) t\end{cases}
$$

and for $t>t_{C}$ sufficiently small

$$
\vec{W}(t, x)= \begin{cases}\left(w_{1}, w_{1}\right)^{T} & \text { if } x<\mathfrak{D}_{1}(t) \\ \left(w_{2}-p\left(\Pi\left(w_{2}-\frac{X_{1}(t, x)}{T_{1}(t, x)}\right)\right), w_{1}\right)^{T} & \text { if } \mathfrak{D}_{1}(t) \leq x<\mathfrak{D}_{2}\left(t_{B}\right)+w_{1}\left(t-t_{B}\right) \\ \left(w_{1}, w_{1}\right)^{T} & \text { if } \mathfrak{D}_{2}\left(t_{B}\right)+w_{1}\left(t-t_{B}\right) \leq x<\mathfrak{D}_{2}(t) \\ \left(w_{2}-p\left(\Pi\left(w_{2}-\frac{x}{t}\right)\right), w_{2}\right)^{T} & \text { if } \mathfrak{D}_{2}(t) \leq x<\lambda_{1}\left(w_{2}, w_{2}\right) t \\ \left(w_{2}, w_{2}\right)^{T} & \text { if } x \geq \lambda_{1}\left(w_{2}, w_{2}\right) t\end{cases}
$$

Assume that at time $t=t_{D}$ the traffic light turns again to red. Assume also that $\mathfrak{D}_{2}\left(t_{D}\right)<0$. Then in $\mathbb{R}_{-}$there are still vehicles, that form a queue that grows with time. The tail of such queue is identified by the backward shock $\mathcal{D}_{0}^{-}$. Beside $\mathcal{D}_{0}^{-}$, from $D \doteq\left(0, t_{D}\right)$ start a stationary non-classical shock and a forward shock $\mathcal{D}_{0}^{+}$. More precisely, $\mathcal{D}_{0}^{ \pm}$is the support of $\mathfrak{D}_{0}^{ \pm}$, where $\mathfrak{D}_{0}^{ \pm}$is the solution of the corresponding ODE

$$
\begin{aligned}
\frac{\mathrm{d} \mathfrak{D}_{0}^{-}}{\mathrm{d} t}(t) & =\sigma\left(w_{2}-p\left(\Pi\left(w_{2}-\frac{x}{t}\right)\right), w_{2}, 0, w_{2}\right), & \mathfrak{D}_{0}^{-}\left(t_{D}\right)=0 \\
\frac{\mathrm{~d} \mathfrak{D}_{0}^{+}}{\mathrm{d} t}(t) & =w_{2}-p\left(\Pi\left(w_{2}-\frac{x}{t}\right)\right), & \mathfrak{D}_{0}^{+}\left(t_{D}\right)=0
\end{aligned}
$$

If the intersection of $\mathcal{D}_{2}$ with $\mathcal{D}_{0}^{-}$is denoted by $E$, then $E$ is implicitly given by

$$
\mathfrak{D}_{2}\left(t_{E}\right)=x_{E}=\mathfrak{D}_{0}^{-}\left(t_{E}\right)
$$

The expression of the solution for $\left.t \in] t_{D}, t_{E}\right]$ is then

$$
\vec{W}(t, x)= \begin{cases}\left(w_{1}, w_{1}\right)^{T} & \text { if } x<\mathfrak{D}_{1}(t) \\ \left(w_{2}-p\left(\Pi\left(w_{2}-\frac{X_{1}(t, x)}{T_{1}(t, x)}\right)\right), w_{1}\right)^{T} & \text { if } \mathfrak{D}_{1}(t) \leq x<\mathfrak{D}_{2}\left(t_{B}\right)+w_{1}\left(t-t_{B}\right) \\ \left(w_{1}, w_{1}\right)^{T} & \text { if } \mathfrak{D}_{2}\left(t_{B}\right)+w_{1}\left(t-t_{B}\right) \leq x<\mathfrak{D}_{2}(t) \\ \left(w_{2}-p\left(\Pi\left(w_{2}-\frac{x}{t}\right)\right), w_{2}\right)^{T} & \text { if } \mathfrak{D}_{2}(t) \leq x<\mathfrak{D}_{0}^{-}(t), \\ \left(0, w_{2}\right)^{T} & \text { if } \mathfrak{D}_{0}^{-}(t) \leq x<0 \\ \left(w_{2}, w_{2}\right)^{T} & \text { if } 0 \leq x<\mathfrak{D}_{0}^{+}(t) \\ \left(w_{2}-p\left(\Pi\left(w_{2}-\frac{x}{t}\right)\right), w_{2}\right)^{T} & \text { if } \mathfrak{D}_{0}^{+}(t) \leq x<\lambda_{1}\left(w_{2}, w_{2}\right) t \\ \left(w_{2}, w_{2}\right)^{T} & \text { if } x \geq \lambda_{1}\left(w_{2}, w_{2}\right) t .\end{cases}
$$

At time $t=t_{E}$, the queue stops to grow, the contact discontinuity $\mathcal{D}_{2}$ becomes stationary and the expression of the solution for $t>t_{E}$ sufficiently small is

$$
\vec{W}(t, x)= \begin{cases}\left(w_{1}, w_{1}\right)^{T} & \text { if } x<\mathfrak{D}_{1}(t) \\ \left(w_{2}-p\left(\Pi\left(w_{2}-\frac{X_{1}(t, x)}{T_{1}(t, x)}\right)\right), w_{1}\right)^{T} & \text { if } \mathfrak{D}_{1}(t) \leq x<\mathfrak{D}_{2}\left(t_{B}\right)+w_{1}\left(t-t_{B}\right), \\ \left(w_{1}, w_{1}\right)^{T} & \text { if } \mathfrak{D}_{2}\left(t_{B}\right)+w_{1}\left(t-t_{B}\right) \leq x<x_{E} \\ \left(0, w_{2}\right)^{T} & \text { if } x_{E} \leq x<0 \\ \left(w_{2}, w_{2}\right)^{T} & \text { if } 0 \leq x<\mathfrak{D}_{0}^{+}(t) \\ \left(w_{2}-p\left(\Pi\left(w_{2}-\frac{x}{t}\right)\right), w_{2}\right)^{T} & \text { if } \mathfrak{D}_{0}^{+}(t) \leq x<\lambda_{1}\left(w_{2}, w_{2}\right) t \\ \left(w_{2}, w_{2}\right)^{T} & \text { if } x \geq \lambda_{1}\left(w_{2}, w_{2}\right) t\end{cases}
$$

Clearly, the solution can be constructed for all times. However, we stop the description of its construction to avoid to overload the paper and because the remaining interactions are similar to those already considered in the previous steps.

## 5 The Cauchy problem with constant constraint: Proof of Proposition 5

In this section we apply the wave-front tracking algorithm to construct a sequence $\left(\vec{W}^{h}\right)_{h}$ that converges (along a subsequence) to an entropy solution of the Cauchy problem (3.4) for a constant constraint $q_{0}$; thus, we prove Proposition 5. The case $q_{0}=0$ reduces (3.4) to two decoupled initial-boundary value problems, one in $\mathbb{R}_{-}$with boundary datum $v(t, 0)=0$ and one in $\mathbb{R}_{+}$with boundary condition $\rho(t, 0)=0$, and then it is sufficient to apply the standard theory developed in [6]. In the following subsections we therefore describe the construction of $\vec{W}^{h}$ in full details in the case $q_{0}>0$.

### 5.1 Approximation of initial datum and constraint

Fix $h \in \mathbb{N}$ sufficiently large and take $\varepsilon^{h} \doteq 2^{-h} V_{0}$, with $V_{0} \doteq\left\|\vec{W}_{0}\right\|_{\infty}$.



Fig. 4 With reference to Section 5.1, the dots represent the grid $\mathcal{W}^{h}$, the bigger dots are the elements of $\mathcal{C}^{h}$, the dashed curve is boundary of $\mathcal{C}$ in the $(\rho, q)$-plane on the left, and in the $(v, w)$-plane on the right.

Introduce the grid $\mathcal{W}^{h} \doteq \mathcal{W} \cap\left[\varepsilon^{h} \mathbb{N}^{2}\right]$ and approximate the constrained states corresponding to the constraint $q_{0}>0$

$$
\mathcal{C}\left(q_{0}\right) \doteq\left\{(v, w)^{T} \in \mathcal{W}: w>v+p\left(\frac{q_{0}}{v}\right)\right\}
$$

with, see Figure 4,

$$
\mathcal{C}^{h}\left(q_{0}\right) \doteq\left\{(v, w)^{T} \in \mathcal{W}^{h}: w>v+p\left(\frac{q_{0}}{v}\right)\right\} .
$$

For any $w \geq 0$ introduce

$$
\hat{v}^{h}\left(q_{0}, w\right) \doteq \max \left\{\varepsilon^{h} \mathbb{N} \cap\left[0, \hat{v}\left(q_{0}, w\right)\right]\right\}, \quad \quad \check{v}^{h}\left(q_{0}, w\right) \doteq \max \left\{\varepsilon^{h} \mathbb{N} \cap\left[0, \check{v}\left(q_{0}, w\right)\right]\right\}
$$

where $\hat{v}$ and $\check{v}$ are given in (3.2), and in analogy to (3.3) define

$$
\begin{equation*}
J^{h} \doteq \check{v}^{h}-\hat{v}^{h} \tag{5.1}
\end{equation*}
$$

If we let

$$
\tilde{w}^{h}\left(q_{0}\right) \doteq \min \left\{w \in \varepsilon^{h} \mathbb{N}: \mathcal{C}^{h}\left(q_{0}\right) \cap([0, w] \times\{w\}) \text { has at least two elements }\right\}
$$

then, by definition, for any $w \in\left[\tilde{w}^{h}\left(q_{0}\right),+\infty\left[\cap \varepsilon^{h} \mathbb{N}\right.\right.$ we have

$$
\begin{gather*}
0 \leq \hat{v}\left(q_{0}, w\right)-\hat{v}^{h}\left(q_{0}, w\right)<\varepsilon^{h}, \quad 0 \leq \check{v}\left(q_{0}, w\right)-\check{v}^{h}\left(q_{0}, w\right)<\varepsilon^{h},  \tag{5.2a}\\
q\left(\hat{W}^{h}\left(q_{0}, w\right)\right) \leq q_{0} \leq q\left(\check{W}^{h}\left(q_{0}, w\right)\right),  \tag{5.2b}\\
\lim _{h \rightarrow+\infty} q\left(\check{W}^{h}\left(q_{0}, w\right)\right)=\lim _{h \rightarrow+\infty} q\left(\hat{W}^{h}\left(q_{0}, w\right)\right)=q_{0},  \tag{5.2c}\\
\check{v}^{h}\left(q_{0}, w\right)-\hat{v}^{h}\left(q_{0}, w\right) \geq 2 \varepsilon^{h}, \tag{5.2d}
\end{gather*}
$$

where $\hat{W}^{h}\left(q_{0}, w\right) \doteq\left(\hat{v}^{h}\left(q_{0}, w\right), w\right)^{T}, \check{W}^{h}\left(q_{0}, w\right) \doteq\left(\check{v}^{h}\left(q_{0}, w\right), w\right)^{T}$ and by Lemma 2

$$
\begin{equation*}
\check{v}^{h}\left(q_{0}, w+\varepsilon^{h}\right)-\hat{v}^{h}\left(q_{0}, w+\varepsilon^{h}\right) \neq \check{v}^{h}\left(q_{0}, w\right)-\hat{v}^{h}\left(q_{0}, w\right) . \tag{5.2e}
\end{equation*}
$$

Approximate $\vec{W}_{0}$ with $\vec{W}_{0}^{h} \in \mathbf{P C}\left(\mathbb{R} ; \mathcal{W}^{h}\right)$ satisfying (2.15) and such that for some $C=C\left(\mathrm{TV}\left(J\left(q_{0}, w_{0}\right) ; \mathbb{R}_{-}\right)\right)$ independent of $h$, there holds

$$
\begin{align*}
\left\|\vec{W}_{0}^{h}\right\|_{\infty} \leq & V_{0}, \quad \lim _{h \rightarrow+\infty}\left\|\vec{W}_{0}-\vec{W}_{0}^{h}\right\|_{1}=0, \quad \operatorname{TV}\left(\vec{W}_{0}^{h}\right) \leq \operatorname{TV}\left(\vec{W}_{0}\right),  \tag{5.3}\\
& \operatorname{TV}\left(J^{h}\left(q_{0}, w_{0}^{h}\right) ; \mathbb{R}_{-}\right) \leq C\left(\operatorname{TV}\left(J\left(q_{0}, w_{0}\right) ; \mathbb{R}_{-}\right)\right) . \tag{5.4}
\end{align*}
$$

Then we obtain the approximate constrained Cauchy problem

$$
\begin{align*}
& Y(\vec{W})_{t}+F(Y(\vec{W}))_{x}=0,  \tag{5.5a}\\
& \vec{W}(0, x)=\vec{W}_{0}^{h}(x),  \tag{5.5b}\\
& \vec{W}\left(t, 0^{ \pm}\right) \notin \mathcal{C}^{h}\left(q_{0}\right), \tag{5.5c}
\end{align*}
$$

$$
\begin{aligned}
& t>0, x \in \mathbb{R}, \\
& x \in \mathbb{R}, \\
& t>0 .
\end{aligned}
$$

Let $\mathcal{R} \mathcal{S}^{h}$, respectively $\mathcal{R} \mathcal{S}_{q_{0}}^{h}$, be the approximate Riemann solver of (5.5a), (5.5b), respectively the approximate constrained Riemann solver of (5.5), both described in details in Section 5.2. The approximate solution $\vec{W}^{h}$ to (5.5) is then obtained by gluing together the approximate solutions computed by applying $\mathcal{R} \mathcal{S}_{q_{0}}^{h}$ in $x=0$ at time $t=0$ and at any time a wave front reaches $x=0$, and by applying $\mathcal{R} \mathcal{S}^{h}$ at any discontinuity of $\vec{W}_{0}^{h}$ away from $x=0$ or at any interaction between wave fronts away from $x=0$.

As usual, in order to extend the construction globally in time we have to ensure that only finitely many interactions may occur in finite time. In Section 5.3 we prove that $\vec{W}^{h}(t)$ is well defined for all $t>0$ and belongs to $\mathbf{P C}\left(\mathbb{R} ; \mathcal{W}^{h}\right)$. Finally, in Section 5.4 we prove that $\left(\vec{W}^{h}\right)_{h}$ converges (along a subsequence) in $\mathbf{L}_{\text {loc }}^{1}$ to a limit $\vec{W}$ and prove that $\vec{W}$ is in fact a constrained entropy solution to (3.4) (with $q_{0}$ constant) in the sense of Definition 6.

### 5.2 The approximate Riemann solvers

Let $\mathfrak{G}^{h} \doteq \mathfrak{G} \cap\left(\mathcal{W}^{h} \times \mathcal{W}^{h}\right)$. In this section we define the approximate Riemann solvers $\mathcal{R} \mathcal{S}^{h}, \mathcal{R} \mathcal{S}_{q_{0}}^{h}: \mathfrak{G}^{h} \rightarrow$ $\mathbf{C}^{\mathbf{0}}\left(\mathbb{R}_{+} ; \mathbf{L}_{\mathbf{l o c}}^{1}\left(\mathbb{R} ; \mathcal{W}^{h}\right)\right)$ corresponding to (5.5), respectively away from $x=0$ and at $x=0$.

First, $\mathcal{R S}^{h}$ is obtained by discretizing the rarefaction waves of $\mathcal{R} \mathcal{S}$. More precisely, if $\left(\vec{W}_{\ell}, \vec{W}_{r}\right) \in \mathfrak{G}^{h}$ with $w_{\ell}=w_{r}$ and $v_{r}=v_{\ell}+j \varepsilon^{h}, j>0$, then

$$
\mathcal{R S}^{h}\left[\vec{W}_{\ell}, \vec{W}_{r}\right](x)= \begin{cases}\vec{W}_{\ell} & \text { if } x<\sigma\left(\vec{W}_{\ell}, \vec{W}_{1}\right), \\ \vec{W}_{i} & \text { if } \sigma\left(\vec{W}_{i-1}, \vec{W}_{i}\right)<x<\sigma\left(\vec{W}_{i}, \vec{W}_{i+1}\right), \\ \vec{W}_{r} & \text { ifd } i=1, \ldots, j-1, \\ \text { if } x>\sigma\left(\vec{W}_{j-1}, \vec{W}_{r}\right),\end{cases}
$$

where $\vec{W}_{i} \doteq\left(v_{\ell}+i \varepsilon^{h}, w_{\ell}\right)^{T} \in \mathcal{W}^{h}$. Then, we define $\mathcal{R} \mathcal{S}_{q_{0}}^{h}$ as follows:

- if $\mathcal{R} \mathcal{S}^{h}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$ satisfies (5.5c), then

$$
\mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{\ell}, \vec{W}_{r}\right] \equiv \mathcal{R} \mathcal{S}^{h}\left[\vec{W}_{\ell}, \vec{W}_{r}\right] ;
$$

- otherwise we let

$$
\mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{\ell}, \vec{W}_{r}\right](x / t)= \begin{cases}\mathcal{R} \mathcal{S}^{h}\left[\vec{W}_{\ell}, \hat{W}^{h}\left(q_{0}, w_{\ell}\right)\right](x / t), & x<0, \\ \mathcal{R} \mathcal{S}^{h}\left[\vec{W}^{h}\left(q_{0}, w_{\ell}\right), \vec{W}_{r}\right](x / t), & x>0 .\end{cases}
$$

By construction both $x \mapsto \mathcal{R S}^{h}\left[\vec{W}_{\ell}, \vec{W}_{r}\right](x)$ and $x \mapsto \mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{\ell}, \vec{W}_{r}\right](x)$ take values in $\mathcal{W}^{h}$ and, by Lemma 1, satisfy (2.15) for any $\left(\vec{W}_{\ell}, \vec{W}_{r}\right) \in \mathfrak{G}^{h}$. We also stress that any discontinuity of $\mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$ satisfies the RankineHugoniot jump condition except the non-classical shocks along $x=0$. In fact, the latter discontinuities are defined to be stationary but, as the curve $w=v+p\left(q_{0} / v\right)$ is discretized over a grid, it happens generically that $q\left(\hat{W}^{h}\left(q_{0}, w_{\ell}\right)\right) \neq q\left(\breve{W}^{h}\left(q_{0}, w_{\ell}\right)\right)$. Moreover, in general $\mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{\ell}, \vec{W}_{r}\right]$ does not satisfy (5.5c) because by (5.2b) it may happen that $\check{W}^{h}\left(q_{0}, w_{\ell}\right) \in \mathcal{C}^{h}\left(q_{0}\right)$.

### 5.3 A priori estimates

In this section we prove the main a priori estimates on the sequence of approximate solutions $\left(W^{h}\right)_{h}$. First, in Proposition 6 we prove that $\vec{W}^{h}(t)=\left(v^{h}(t), w^{h}(t)\right)^{T}$ takes values in $\mathcal{W}^{h}$ and we estimate $\operatorname{TV}\left(\vec{W}^{h}(t)\right)$ uniformly in $h$ and $t$. Then, in Proposition 7 we estimate the entropy corresponding to $\vec{W}^{h}$ as $h$ goes to infinity.

Since $\operatorname{TV}\left(w^{h}(t)\right)=\operatorname{TV}\left(w_{0}^{h}\right)$, it is sufficient estimate $\operatorname{TV}\left(v^{h}(t)\right)$. To this aim we introduce the Temple type functional

$$
\mathcal{B}(t) \doteq \mathrm{TV}\left(v^{h}(t)\right)+3 \mathrm{TV}\left(J^{h}\left(q_{0}, w^{h}(t)\right) ; \mathbb{R}_{-}\right)+2 \gamma(t)
$$

where $J^{h}$ is defined in (5.1) and

$$
\gamma(t) \doteq\left\{\begin{array}{lr}
0 & \text { if } W^{h}(t) \text { performs a non-classical shock }, \\
\max \left\{J^{h}\left(q_{0}, w^{h}\left(t, 0^{-}\right)\right), J^{h}\left(q_{0}, w^{h}\left(t, 0^{+}\right)\right)\right\} & \text {otherwise }
\end{array}\right.
$$

Proposition 6 For any fixed $h \in \mathbb{N}, \vec{W}_{0}^{h} \in \mathbf{P C}\left(\mathbb{R} ; \mathcal{W}^{h}\right)$, we have that:

1. $\vec{W}^{h}(t) \in \mathbf{P C}\left(\mathbb{R} ; \mathcal{W}^{h}\right)$ for all $t>0$;
2. the map $t \mapsto \mathcal{B}(t)$ is non increasing and it decreases by at least $\varepsilon^{h}$ each time the number of waves increases.

Proof For any $\bar{t}>0$ sufficiently small we know that the function $\vec{W}^{h}(\bar{t})$ is piecewise constant with jumps along a finite number of polygonal lines. If at time $\bar{t}$ either an interaction between waves takes place or a wave reaches $x=0$, then some of the waves may change speed and strength, while some new ones may be created, according to the solution of the Riemann problems at each of the points of discontinuity of $\vec{W}^{h}(\bar{t})$ and at $x=0$. Conventionally, we assume that the approximate solutions are left continuous in time, i.e. $\vec{W}^{h}(\bar{t})=\vec{W}^{h}(\bar{t}-)$. Then also $\mathcal{B}$ is left continuous in time and, for any $t$ in a sufficiently small left neighbourhood of $\bar{t}$, we can write

$$
\begin{equation*}
\vec{W}^{h}(t, x)=\sum_{i \in \mathcal{J}^{h}} \vec{W}_{i+\frac{1}{2}}^{h} \chi_{\left[s_{i}^{h}(t), s_{i+1}^{h}(t)[ \right.}(x), \tag{5.6}
\end{equation*}
$$

where $\mathcal{J}^{h} \subset \mathbb{Z}, \vec{W}_{i+1 / 2}^{h} \doteq\left(v_{i+1 / 2}^{h}, w_{i+1 / 2}^{h}\right)^{T} \in \mathcal{W}^{h}, s_{i-1}^{h}(t)<s_{i}^{h}(t), s_{0}^{h} \equiv 0$ and

$$
s_{i}^{h}(t) \doteq x_{i}^{h}+\sigma\left(\vec{W}_{i-\frac{1}{2}}^{h}, \vec{W}_{i+\frac{1}{2}}^{h}\right)(t-\bar{t}), \quad \vec{W}_{i-\frac{1}{2}}^{h} \neq \vec{W}_{i+\frac{1}{2}}^{h} \quad \text { for any } i \neq 0
$$

To prove that the approximate solution is well defined and keeps the form (5.6) we have to bound a priori the number of waves. To this aim we prove that the map $t \mapsto \mathcal{B}(t)$ is non-increasing and it decreases by at least $\varepsilon^{h}$ each time the number of waves increases. If at time $\bar{t}$ no interaction occurs, then $\Delta \mathcal{B} \doteq \mathcal{B}(\bar{t}+)-\mathcal{B}(\bar{t}-)=0$ and the number of waves does not change. Assume that at time $\bar{t}$ an interaction occurs. We have to distinguish the following two main cases:
(A) an interaction between waves takes place away from $x=0$;
(B) a wave reaches $x=0$.

For notational convenience we will write $q_{i}$ for $q\left(\vec{W}_{i}^{h}\right), \hat{W}_{i}$ for $\hat{W}^{h}\left(q_{0}, \vec{W}_{i}^{h}\right), \check{W}_{i}$ for $\check{W}^{h}\left(q_{0}, \vec{W}_{i}^{h}\right), \hat{v}_{i}$ for $\hat{v}^{h}\left(q_{0}, w_{i}^{h}\right)$, $\check{v}_{i}$ for $\check{v}^{h}\left(q_{0}, w_{i}^{h}\right)$ and $J_{i}$ for $J^{h}\left(q_{0}, w_{i}^{h}\right)$. Moreover, we omit the dependence on $h$ and write, for instance, $\varepsilon$ instead of $\varepsilon^{h}$ and $\tilde{w}$ instead of $\tilde{w}^{h}\left(q_{0}\right)$.

Let us consider the case (A). In this case $\Delta \mathcal{B}=\operatorname{TV}\left(v^{h}(\bar{t}+)\right)-\mathrm{TV}\left(v^{h}(\bar{t}-)\right)$. If the interaction does not involve vacuum states, then it is sufficient to apply the standard theory to obtain that the number of waves does not increase after the interaction and $\Delta \mathcal{B} \leq 0$, see [29]. The result follows from the fact that ARZ away from the vacuum is a Temple system. It remains to consider the cases involving vacuum states. For simplicity we describe in detail the interaction between two waves, one connecting $\vec{W}_{\ell}$ to $\vec{W}_{m}$ and the other connecting $\vec{W}_{m}$ to $\vec{W}_{r}$.
(A.1) If $\vec{W}_{\ell} \in \mathcal{W}_{0}$, then the speed of propagation of the first wave is $v_{m}$. Therefore the second wave cannot be a contact discontinuity, otherwise it would have the same speed of propagation. For the same reason $\vec{W}_{r}$ cannot belong to $\mathcal{W}_{0}$. Therefore the second wave has to be a shock or a rarefaction with $w_{r}=w_{m}$ and $\vec{W}_{r} \in \mathcal{W}_{0}^{c}$. The solution of the Riemann problem associated to the interaction is a discontinuity from $\vec{W}_{\ell}$ to $\vec{W}_{r}$ travelling with speed of propagation $v_{r}$. Therefore the number of waves decreases and

$$
\Delta \mathcal{B}=\left|v_{\ell}-v_{r}\right|-\left[\left|v_{\ell}-v_{m}\right|+\left|v_{m}-v_{r}\right|\right] \leq 0
$$

(A.2) If $\vec{W}_{m} \in \mathcal{W}_{0}$, then by (2.15) we have that $\vec{W}_{\ell}, \vec{W}_{r} \in \mathcal{W}_{0}^{c}$. Moreover $\vec{W}_{\ell}=\left(w_{m}-\varepsilon, w_{m}\right)^{T}$ and the speed of propagation of the first wave is $\left[w_{m}-\varepsilon\right]$. The second wave travels with speed of propagation $v_{r}$ and therefore it has to be $v_{r}<w_{m}-\varepsilon$. The solution of the Riemann problem associated to the interaction is a shock from $\vec{W}_{\ell}$ to $\vec{W}_{m}^{\prime}=\left(v_{r}, w_{m}\right)$ followed by a possibly null contact discontinuity from $\vec{W}_{m}^{\prime}$ to $\vec{W}_{r}$. Therefore the number of waves does not increase and

$$
\Delta \mathcal{B}=\left[\left(w_{m}-\varepsilon\right)-v_{r}\right]-\left[\varepsilon+\left(w_{m}-v_{r}\right)\right]=-2 \varepsilon \leq 0
$$

(A.3) If $\vec{W}_{r} \in \mathcal{W}_{0}$, then no interaction is possible. Indeed, in this case $\vec{W}_{m}=\left(w_{r}-\varepsilon, w_{r}\right) \in \mathcal{W}_{0}^{c}$ and the speed of propagation of the second wave is $\left[w_{r}-\varepsilon\right]$. On the other hand, the speed of propagation of the first wave is not greater than $\left[w_{r}-\varepsilon\right]$ for any $\vec{W}_{\ell}$.
(A.4) Assume finally that $\vec{W}_{\ell}, \vec{W}_{m}, \vec{W}_{r} \in \mathcal{W}_{0}^{c}$. If a vacuum state appears after the interaction, then it has to be $v_{r} \geq w_{\ell}$. The intersection of the set of all states that can be connected on the right of $\vec{W}_{\ell}$ with that one of all states that can be connected on the left of $\vec{W}_{r}$ is not empty if and only if $v_{r}=w_{\ell}=v_{\ell}+\varepsilon$. In this case the intersection selects $\vec{W}_{m} \doteq\left(v_{\ell}, w_{r}\right)^{T}$, the number of waves does not increase and clearly $\Delta \mathcal{B}=0$.
Let us consider now the case (B) with a detailed study of all possible interactions. For simplicity, we consider only interactions involving exactly two waves or a single wave reaching $x=0$.
( $\triangle)$ We start with the cases in which the interaction involves a non-classical shock, namely $w_{-1 / 2}=w_{1 / 2} \geq \tilde{w}$, $v_{-1 / 2}=\hat{v}_{1 / 2}$ and $v_{1 / 2}=\check{v}_{1 / 2}$. Obviously $\gamma(\bar{t}-)=0$. Observe that no rarefaction wave can reach the non-classical shock.
(B.1) If a contact discontinuity reaches the non-classical shock (from the left), then $v_{-3 / 2}=\hat{v}_{1 / 2}>0$ and $w_{-3 / 2} \neq w_{1 / 2}$. For later use, introduce $\vec{W}_{m} \doteq\left(\min \left\{\check{v}_{1 / 2}, w_{-3 / 2}\right\}, w_{-3 / 2}\right)^{T}$.
(B.1a) If $w_{-3 / 2}>w_{1 / 2}$, then $\mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{-3 / 2}, \vec{W}_{1 / 2}\right]$ performs a possible null shock from $\vec{W}_{-3 / 2}$ to $\hat{W}_{-3 / 2}$, followed by non-classical shock from $\hat{W}_{-3 / 2}$ to $\breve{W}_{-3 / 2}$, followed by a shock from $\check{W}_{-3 / 2}$ to $\vec{W}_{m}$ and a contact discontinuity from $\vec{W}_{m}$ to $\vec{W}_{1 / 2}$. The number of waves of $\vec{W}^{h}$ therefore increases and by (5.2e)

$$
\Delta \mathcal{B}=2\left[J_{-3 / 2}-J_{1 / 2}\right]-3\left[J_{-3 / 2}-J_{1 / 2}\right]=-\left[J_{-3 / 2}-J_{1 / 2}\right] \leq-\varepsilon .
$$

(B.1b) If $\tilde{w} \leq w_{-3 / 2}<w_{1 / 2}$ and $\check{v}_{1 / 2}<w_{-3 / 2}$, then $\mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{-3 / 2}, \vec{W}_{1 / 2}\right]$ performs a possible null discretized rarefaction from $\vec{W}_{-3 / 2}$ to $\hat{W}_{-3 / 2}$, followed by non-classical shock from $\hat{W}_{-3 / 2}$ to $\breve{W}_{-3 / 2}$, followed by a discretized rarefaction from $\breve{W}_{-3 / 2}$ to $\vec{W}_{m} \in \mathcal{W}_{0}^{c}$ and a contact discontinuity from $\vec{W}_{m}$ to $\vec{W}_{1 / 2}$. The number of waves of $\vec{W}^{h}$ therefore increases and by (5.2e)

$$
\Delta \mathcal{B}=-3\left[J_{1 / 2}-J_{-3 / 2}\right]<-\varepsilon .
$$

(B.1c) If $\tilde{w} \leq w_{-3 / 2}<w_{1 / 2}$ and $w_{-3 / 2} \leq \check{v}_{1 / 2}$, then $\mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{-3 / 2}, \vec{W}_{1 / 2}\right]$ performs a possible null discretized rarefaction from $\vec{W}_{-3 / 2}$ to $\hat{W}_{-3 / 2}$, followed by non-classical shock from $\hat{W}_{-3 / 2}$ to $\breve{W}_{-3 / 2}$, followed by a discretized rarefaction from $\breve{W}_{-3 / 2}$ to $\vec{W}_{m} \in \mathcal{W}_{0}$ and a discontinuity from $\vec{W}_{m}$ to $\vec{W}_{1 / 2}$. The number of waves of $\vec{W}^{h}$ therefore increases and by (5.2e)

$$
\Delta \mathcal{B}=-3\left[J_{1 / 2}-J_{-3 / 2}\right]<-\varepsilon
$$

(B.1d) If $\check{v}_{1 / 2}<w_{-3 / 2}<\tilde{w}$, then $J_{-3 / 2}=0$ and $\mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{-3 / 2}, \vec{W}_{1 / 2}\right]$ performs a discretized rarefaction from $\vec{W}_{-3 / 2}$ to $\vec{W}_{m} \in \mathcal{W}_{0}^{c}$ and a contact discontinuity from $\vec{W}_{m}$ to $\vec{W}_{1 / 2}$. The number of waves of $\vec{W}^{h}$ therefore increases and by ( 5.2 d )

$$
\Delta \mathcal{B}=-3 J_{1 / 2}<-\varepsilon
$$

(B.1e) If $w_{-3 / 2}<\tilde{w}$ and $w_{-3 / 2} \leq \check{v}_{1 / 2}$, then $J_{-3 / 2}=0$ and $\mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{-3 / 2}, \vec{W}_{1 / 2}\right]$ performs a discretized rarefaction from $\vec{W}_{-3 / 2}$ to $\vec{W}_{m} \in \mathcal{W}_{0}$ and a discontinuity from $\vec{W}_{m}$ to $\vec{W}_{1 / 2}$. The number of waves of $\vec{W}^{h}$ therefore increases and by ( 5.2 d )

$$
\Delta \mathcal{B}=-3 J_{1 / 2}<-\varepsilon
$$

(B.2) If a shock reaches the non-classical shock, then $w_{-3 / 2}=w_{ \pm 1 / 2}, v_{-3 / 2} \geq \check{v}_{1 / 2}$ and the result of the interaction is a possible null single shock and

$$
\Delta \mathcal{B}=-2 J_{1 / 2}+2 J_{1 / 2}=0
$$

$(\diamond)$ Assume now that $\vec{W}_{-1 / 2}=\vec{W}_{1 / 2}$. Obviously $\gamma(\bar{t}-)=J_{1 / 2}$.
(B.3) If a contact discontinuity reaches $x=0$ (from the left), then $v_{-3 / 2}=v_{-1 / 2}=v_{1 / 2}>0$ and $w_{-3 / 2} \neq w_{1 / 2}$.
(B.3a) If $\vec{W}_{-3 / 2} \notin \mathcal{C}^{h}$, then $\mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{-3 / 2}, \vec{W}_{1 / 2}\right]$ performs a single contact discontinuity and by ( 5.2 e )

$$
\Delta \mathcal{B}=-3\left|J_{-3 / 2}-J_{1 / 2}\right|+2\left[J_{-3 / 2}-J_{1 / 2}\right] \leq 0
$$

(B.3b) If $\vec{W}_{-3 / 2} \in \mathcal{C}^{h}$, then $w_{-3 / 2}>w_{1 / 2}, w_{-3 / 2} \geq \tilde{w}, \mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{-3 / 2}, \vec{W}_{1 / 2}\right]$ performs a shock from $\vec{W}_{-3 / 2}$ to $\hat{W}_{-3 / 2}$, followed by a non-classical shock from $\hat{W}_{-3 / 2}$ to $\breve{W}_{-3 / 2}$, a shock from $\breve{W}_{-3 / 2}$ to $\vec{W}_{-3 / 2}$ and a contact discontinuity from $\vec{W}_{-3 / 2}$ to $\vec{W}_{1 / 2}$. The number of waves increases and by (5.2e)

$$
\Delta \mathcal{B}=2 J_{-3 / 2}-3\left[J_{-3 / 2}-J_{1 / 2}\right]-2 J_{1 / 2}=-\left[J_{-3 / 2}-J_{1 / 2}\right] \leq-\varepsilon
$$

(B.4) If a shock reaches $x=0$, then the result of the interaction is a single shock, the number of waves does not change and $\Delta \mathcal{B}=0$.
(B.5) If a rarefaction reaches $x=0$, then we have to distinguish two possible cases.
(B.5a) If after the interaction the solution does not perform a non-classical shock, then it performs a single rarefaction, the number of waves does not change and $\Delta \mathcal{B}=0$.
(B.5b) The only case in which after the interaction the solution involves a non-classical shock is when $\vec{W}_{ \pm 1 / 2}=$ $\check{W}_{1 / 2}$ and the incoming rarefaction has positive speed of propagation. Then the solution performs a shock from $\vec{W}_{-3 / 2}$ to $\hat{W}_{1 / 2}$, followed by a non-classical shock from $\hat{W}_{-3 / 2}$ to $\check{W}_{1 / 2}$. The number of waves increases and

$$
\Delta \mathcal{B}=2\left[J_{1 / 2}-\varepsilon\right]-2 J_{1 / 2}=-2 \varepsilon<-\varepsilon
$$

(\&) Assume now to have a stationary shock at $x=0$, namely $v_{-1 / 2}>v_{1 / 2}, w_{-1 / 2}=w_{1 / 2}$ and $q\left(\vec{W}_{-1 / 2}\right)=$ $q\left(\vec{W}_{1 / 2}\right)$. Obviously $\gamma(\bar{t}-)=J_{1 / 2}$.
(B.6) If a contact discontinuity reaches $x=0$ (from the left), then $v_{-3 / 2}=v_{-1 / 2}, w_{-3 / 2} \neq w_{-1 / 2}$ and we have to distinguish two possible cases.
(B.6a) If the solution after the interaction does not perform any non-classical shock, then the number of waves does not change and

$$
\Delta \mathcal{B}=-3\left|J_{-3 / 2}-J_{1 / 2}\right|+2\left[J_{-3 / 2}-J_{1 / 2}\right] \leq 0 .
$$

(B.6b) If the solution after the interaction performs a non-classical shock, then the number of waves increases and by (5.2e)

$$
\Delta \mathcal{B}=2 J_{-3 / 2}-3\left[J_{-3 / 2}-J_{1 / 2}\right]-2 J_{1 / 2}=-\left[J_{-3 / 2}-J_{1 / 2}\right] \leq-\varepsilon
$$

(B.7) If a shock reaches $x=0$, then the result of the interaction is a single shock and $\Delta \mathcal{B}=0$.
(B.8) If a rarefaction reaches $x=0$, then the result of the interaction is a single shock, the number of waves decreases and $\Delta \mathcal{B}=-2 \varepsilon \leq 0$.
$(\boldsymbol{\oplus})$ Assume now to have a stationary rarefaction, namely $v_{-1 / 2}=v_{1 / 2}-\varepsilon, w_{-1 / 2}=w_{1 / 2}<\tilde{w}$. Obviously $\gamma(\bar{t}-)=J_{1 / 2}=0$.
(B.9) If a contact discontinuity reaches $x=0$ (from the left), then we have to distinguish two cases.
(B.9a) If $\mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{-3 / 2}, \vec{W}_{1 / 2}\right]$ does not performs any non-classical shock, then the number of waves does not change and $\Delta \mathcal{B}=-3 J_{-3 / 2}+2 J_{-3 / 2} \leq 0$.
(B.9b) If $\mathcal{R} \mathcal{S}_{q_{0}}^{h}\left[\vec{W}_{-3 / 2}, \vec{W}_{1 / 2}\right]$ performs a non-classical shock, then the number of waves increases and by (5.2d)

$$
\Delta \mathcal{B}=2\left[J_{-3 / 2}-\varepsilon\right]-3 J_{-3 / 2}=-\left[J_{-3 / 2}+2 \varepsilon\right]<-\varepsilon .
$$

(B.10) If a shock reaches $x=0$, then the result of the interaction is a single shock and $\Delta \mathcal{B}=-2\left[v_{1 / 2}-v_{-1 / 2}\right]=$ $-2 \varepsilon \leq 0$.
$(\boldsymbol{\star})$ Assume to have a stationary contact discontinuity, namely $v_{-1 / 2}=v_{1 / 2}=0, w_{-1 / 2} \neq w_{1 / 2}$. Obviously $\gamma(\bar{t}-)=0$.
(B.11) If a rarefaction reaches $x=0$ (from the right), then the number of waves does not change and $\Delta \mathcal{B}=$ $2\left[J_{-1 / 2}-\max \left\{J_{-1 / 2}, J_{1 / 2}\right\}\right] \leq 0$.

This concludes the proof.
Proposition 7 For any non-negative test function $\phi \in \mathbf{C}_{\mathbf{c}}^{\infty}(] 0,+\infty[\times \mathbb{R} ; \mathbb{R})$ and $\left.k \in\right] 0,+\infty[$

$$
\begin{align*}
\liminf _{h \rightarrow+\infty} & {\left[\int_{\mathbb{R}_{+}} \int_{\mathbb{R}}\left[\mathcal{E}_{k}\left(\vec{W}^{h}\right) \phi_{t}+\mathcal{Q}_{k}\left(\vec{W}^{h}\right) \phi_{x}\right] \mathrm{d} x \mathrm{~d} t\right.}  \tag{5.7a}\\
& \left.+\int_{\mathbb{R}_{+}} q\left(\vec{W}^{h}\left(t, 0^{+}\right)\right)\left[\frac{k}{q_{0}}-\frac{1}{p^{-1}\left(\left[w^{h}(t, 0)-k\right]^{+}\right)}\right]^{+} \phi(t, 0) \mathrm{d} t\right] \geq 0 \tag{5.7b}
\end{align*}
$$

Proof In the following we will denote $\rho_{*}^{h}$ for $\rho\left(\vec{W}_{*}^{h}\right)$ and $q_{*}^{h}$ for $q\left(\vec{W}_{*}^{h}\right)$. Choose $T>0$ so that $\phi$ vanishes outside the strip $] 0, T[\times \mathbb{R}$. Using the Green-Gauss formula, the double integral above can be computed as

$$
\int_{0}^{T} \sum_{i \in \mathcal{J}^{h}}\left[\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)\right] \phi\left(t, s_{i}^{h}(t)\right) \mathrm{d} t
$$

where, with the same notation introduced in (5.6),

$$
\Delta \mathcal{E}_{k}^{i}(t) \doteq \mathcal{E}_{k}\left(\vec{W}_{i+\frac{1}{2}}^{h}\right)-\mathcal{E}_{k}\left(\vec{W}_{i-\frac{1}{2}}^{h}\right), \quad \Delta \mathcal{Q}_{k}^{i}(t) \doteq \mathcal{Q}_{k}\left(\vec{W}_{i+\frac{1}{2}}^{h}\right)-\mathcal{Q}_{k}\left(\vec{W}_{i-\frac{1}{2}}^{h}\right)
$$

To estimate the above integral, we have to consider separately the cases in which the $i$ th discontinuity is a nonclassical shock, a shock, a discretized rarefaction or a contact discontinuity.

- If $\vec{W}^{h}(t)$ performs a non-classical shock, then $w_{-1 / 2}^{h}=w_{1 / 2}^{h}$ and

$$
-\Delta \mathcal{Q}_{k}^{0}(t)= \begin{cases}0 & \text { if } \check{v}^{h}\left(q_{0}, w_{\frac{1}{2}}^{h}\right) \leq k \\ \frac{q\left(\check{W}^{h}\left(q_{0}, w_{\frac{1}{2}}^{h}\right)\right)}{p^{-1}\left(w_{\frac{1}{2}}^{h}-k\right)}-k & \text { if } \hat{v}^{h}\left(q_{0}, w_{\frac{1}{2}}^{h}\right) \leq k<\check{v}^{h}\left(q_{0}, w_{\frac{1}{2}}^{h}\right), \\ \frac{q\left(\check{W}^{h}\left(q_{0}, w_{\frac{1}{2}}^{h}\right)\right)-q\left(\hat{W}^{h}\left(q_{0}, w_{\frac{1}{2}}^{h}\right)\right)}{p^{-1}\left(w_{\frac{1}{2}}^{h}-k\right)} & \text { if } k<\hat{v}^{h}\left(q_{0}, w_{\frac{1}{2}}^{h}\right) .\end{cases}
$$

Therefore, by (5.2b) we know that $-\Delta \mathcal{Q}_{k}^{0}(t)<0$ if and only if

$$
\hat{v}^{h}\left(q_{0}, w_{\frac{1}{2}}^{h}\right) \leq k<\check{v}^{h}\left(q_{0}, w_{\frac{1}{2}}^{h}\right) \quad \text { and } \quad q\left(\check{W}^{h}\left(q_{0}, w_{\frac{1}{2}}^{h}\right)\right)<p^{-1}\left(w_{\frac{1}{2}}^{h}-k\right) k .
$$

However, in this case by (5.2b) we have that $p^{-1}\left(w_{1 / 2}^{h}-k\right) k>q_{0}$ and therefore

$$
\begin{aligned}
& -\Delta \mathcal{Q}_{k}^{0}(t)+q\left(\vec{W}^{h}\left(t, 0^{+}\right)\right)\left[\frac{k}{q_{0}}-\frac{1}{p^{-1}\left(\left[w_{\frac{1}{2}}^{h}-k\right]^{+}\right)}\right]^{+} \\
= & {\left[\frac{q\left(\breve{W}^{h}\left(q_{0}, w_{\frac{1}{2}}^{h}\right)\right)}{p^{-1}\left(w_{\frac{1}{2}}^{h}-k\right)}-k\right]+q\left(\check{W}^{h}\left(q_{0}, w_{\frac{1}{2}}^{h}\right)\right)\left[\frac{k}{q_{0}}-\frac{1}{p^{-1}\left(w_{\frac{1}{2}}^{h}-k\right)}\right]=\left[\frac{q\left(\breve{W}^{h}\left(q_{0}, w_{\frac{1}{2}}^{h}\right)\right)}{q_{0}}-1\right] k \geq 0 . }
\end{aligned}
$$

- If the $i$ th discontinuity is of the first family, then $v_{i-\frac{1}{2}}^{h} \neq v_{i+\frac{1}{2}}^{h}, w_{i-\frac{1}{2}}^{h}=w_{i+\frac{1}{2}}^{h}=w$. For any $k \neq w$

$$
\begin{aligned}
& \dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)=\frac{q_{i+\frac{1}{2}}^{h}-q_{i-\frac{1}{2}}^{h}}{\rho_{i+\frac{1}{2}}^{h}-\rho_{i-\frac{1}{2}}} \times \\
& \times\left[\operatorname{sign}^{+}\left(v_{i+\frac{1}{2}}^{h}-k\right)\left[1-\frac{\rho_{i+\frac{1}{2}}^{h}}{p^{-1}(w-k)}\right]-\operatorname{sign}^{+}\left(v_{i-\frac{1}{2}}^{h}-k\right)\left[1-\frac{\rho_{i-\frac{1}{2}}^{h}}{p^{-1}(w-k)}\right]\right] \\
& -\left[\operatorname{sign}^{+}\left(v_{i+\frac{1}{2}}^{h}-k\right)\left[k-\frac{q_{i+\frac{1}{2}}^{h}}{p^{-1}(w-k)}\right]-\operatorname{sign}^{+}\left(v_{i-\frac{1}{2}}^{h}-k\right)\left[k-\frac{q_{i-\frac{1}{2}}^{h}}{p^{-1}(w-k)}\right]\right] \\
& =\frac{\operatorname{sign}^{+}\left(v_{i+\frac{1}{2}}^{h}-k\right)}{p^{-1}(w-k)}\left[q_{i+\frac{1}{2}}^{h}+\frac{q_{i+\frac{1}{2}}^{h}-q_{i-\frac{1}{2}}^{h}}{\rho_{i+\frac{1}{2}}^{h}-\rho_{i-\frac{1}{2}}^{h}}\left[p^{-1}(w-k)-\rho_{i+\frac{1}{2}}^{h}\right]-p^{-1}(w-k) k\right] \\
& -\frac{\operatorname{sign}^{+}\left(v_{i-\frac{1}{2}}^{h}-k\right)}{p^{-1}(w-k)}\left[q_{i-\frac{1}{2}}^{h}+\frac{q_{i+\frac{1}{2}}^{h}-q_{i-\frac{1}{2}}^{h}}{\rho_{i+\frac{1}{2}}^{h}-\rho_{i-\frac{1}{2}}^{h}}\left[p^{-1}(w-k)-\rho_{i-\frac{1}{2}}^{h}\right]-p^{-1}(w-k) k\right]
\end{aligned}
$$

and therefore

- if $k \leq \min \left\{v_{i-\frac{1}{2}}^{h}, v_{i+\frac{1}{2}}^{h}\right\}$ or $k \geq \max \left\{v_{i-\frac{1}{2}}^{h}, v_{i+\frac{1}{2}}^{h}\right\}$, then we have

$$
\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)=0
$$

- if $v_{i+\frac{1}{2}}^{h}<v_{i-\frac{1}{2}}^{h}$, then for all $\left.k \in\right] v_{i+\frac{1}{2}}^{h}, v_{i-\frac{1}{2}}^{h}$ [we have

$$
\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)=-\frac{1}{p^{-1}(w-k)}\left[q_{i-\frac{1}{2}}^{h}+\frac{q_{i+\frac{1}{2}}^{h}-q_{i-\frac{1}{2}}^{h}}{\rho_{i+\frac{1}{2}}^{h}-\rho_{i-\frac{1}{2}}}\left[p^{-1}(w-k)-\rho_{i-\frac{1}{2}}^{h}\right]-p^{-1}(w-k) k\right] \geq 0
$$

because $\rho \mapsto[w-p(\rho)] \rho$ is concave;

- if $v_{i+\frac{1}{2}}^{h}=v_{i-\frac{1}{2}}^{h}+\varepsilon^{h}$, then for all $\left.k \in\right] v_{i-\frac{1}{2}}^{h}, v_{i+\frac{1}{2}}^{h}$ [ we have

$$
\begin{aligned}
\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t) & =\frac{1}{p^{-1}(w-k)}\left[q_{i+\frac{1}{2}}^{h}+\frac{q_{i+\frac{1}{2}}^{h}-q_{i-\frac{1}{2}}^{h}}{\rho_{i+\frac{1}{2}}^{h}-\rho_{i-\frac{1}{2}}}\left[p^{-1}(w-k)-\rho_{i+\frac{1}{2}}^{h}\right]-p^{-1}(w-k) k\right] \\
& =-\left[1-\frac{\rho_{i+\frac{1}{2}}^{h}}{p^{-1}(w-k)}\right]\left[\frac{p^{-1}(w-k) k-q_{i+\frac{1}{2}}^{h}}{p^{-1}(w-k)-\rho_{i+\frac{1}{2}}^{h}}-\frac{q_{i+\frac{1}{2}}^{h}-q_{i-\frac{1}{2}}^{h}}{\rho_{i+\frac{1}{2}}^{h}-\rho_{i-\frac{1}{2}}}\right] \\
& \geq-\left[1-\frac{\rho_{i+\frac{1}{2}}^{h}}{\rho_{i-\frac{1}{2}}^{h}}\right]\left[\left[v_{i+\frac{1}{2}}^{h}-\rho_{i+\frac{1}{2}}^{h} p^{\prime}\left(\rho_{i+\frac{1}{2}}^{h}\right)\right]-\left[v_{i-\frac{1}{2}}^{h}-\rho_{i-\frac{1}{2}}^{h} p^{\prime}\left(\rho_{i-\frac{1}{2}}^{h}\right)\right]\right] \\
& \geq-\max _{\rho \in\left[0, p^{-1}\left(V_{0}\right)\right]}\left[2+\frac{\rho p^{\prime \prime}(\rho)}{p^{\prime}(\rho)}\right]\left[v_{i+\frac{1}{2}}^{h}-v_{i-\frac{1}{2}}^{h}\right],
\end{aligned}
$$

because for any $0 \leq a<b \leq w$

$$
\begin{aligned}
& b-\rho(b, w) p^{\prime}(\rho(b, w)) \leq \frac{q(a, w)-q(b, w)}{\rho(a, w)-\rho(b, w)} \leq a-\rho(a, w) p^{\prime}(\rho(a, w)) \\
& \partial_{v}\left[v-p^{-1}(w-v) p^{\prime}\left(p^{-1}(w-v)\right)\right]=2+\frac{p^{-1}(w-v) p^{\prime \prime}\left(p^{-1}(w-v)\right)}{p^{\prime}\left(p^{-1}(w-v)\right)}
\end{aligned}
$$

Observe that the above maximum is bounded uniformly due to assumption (2.2).

- If the $i$ th discontinuity is of the second family, then $v_{i-\frac{1}{2}}^{h}=v_{i+\frac{1}{2}}^{h}=v, w_{i-\frac{1}{2}}^{h} \neq w_{i+\frac{1}{2}}^{h}$. For any $k \geq v$ we have $\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)=0$. Otherwise, if $k<v$ then

$$
\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)=v\left[\frac{\rho_{i-\frac{1}{2}}^{h}}{p^{-1}\left(w_{i-\frac{1}{2}}^{h}-k\right)}-\frac{\rho_{i+\frac{1}{2}}^{h}}{p^{-1}\left(w_{i+\frac{1}{2}}^{h}-k\right)}\right]-\left[\frac{q_{i-\frac{1}{2}}^{h}}{p^{-1}\left(w_{i-\frac{1}{2}}^{h}-k\right)}-\frac{q_{i+\frac{1}{2}}^{h}}{p^{-1}\left(w_{i+\frac{1}{2}}^{h}-k\right)}\right]=0 .
$$

In conclusion we proved that

$$
\begin{aligned}
& \liminf _{h \rightarrow+\infty}\left\{\int_{0}^{T} \sum_{i \in \mathcal{J}^{h}}\left[\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)\right] \phi\left(t, s_{i}^{h}(t)\right) \mathrm{d} t+\int_{\mathbb{R}_{+}}\left[k-\frac{q_{0}}{p^{-1}\left(\left[w^{h}-k\right]^{+}\right)}\right]^{+} \phi(t, 0) \mathrm{d} t\right\} \\
\geq & \liminf _{h \rightarrow+\infty} \int_{0}^{T} \sum_{i \in \mathcal{R}^{h}(t)}\left[\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)\right] \phi\left(t, s_{i}^{h}(t)\right) \mathrm{d} t
\end{aligned}
$$

where $\mathcal{R}^{h}(t)$ is the set of indexes corresponding to discretized rarefactions. Moreover, for all $i \in \mathcal{R}^{h}(t)$ we proved that

$$
\begin{array}{ll}
\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)=0 & \text { if } k \notin] v_{i-\frac{1}{2}}^{h}, v_{i+\frac{1}{2}}^{h}[ \\
-m\left[v_{i+\frac{1}{2}}^{h}-v_{i-\frac{1}{2}}^{h}\right] \leq \dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t) \leq 0 & \text { if } k \in] v_{i-\frac{1}{2}}^{h}, v_{i+\frac{1}{2}}^{h}[ \tag{5.8b}
\end{array}
$$

where $m \doteq \max _{\rho \in\left[0, p^{-1}\left(V_{0}\right)\right]}\left[2+\frac{\rho p^{\prime \prime}(\rho)}{p^{\prime}(\rho)}\right]$. By (5.10) we have that TV $\left(v^{h}(t)\right)$ is bounded by $C$ uniformly in $t$ and $h$,

$$
\begin{equation*}
\operatorname{TV}\left(v^{h}(t)\right)=\sum_{i \in \mathcal{J}^{h}}\left|v_{i+\frac{1}{2}}^{h}-v_{i-\frac{1}{2}}^{h}\right| \leq C \tag{5.9}
\end{equation*}
$$

and therefore

$$
-M \leq \int_{0}^{T} \sum_{i \in \mathcal{R}^{h}(t)}\left[\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)\right] \phi\left(t, s_{i}^{h}(t)\right) \mathrm{d} t \leq 0
$$

where $M \doteq m C T\|\phi\|_{\infty}$. Since this estimate is not enough to conclude, we have to improve it by considering simultaneously different values of $k$. We will show that for $h$ sufficiently large the above integral can be bounded from below by a negative term as close to zero as desired for a dense set of values of $k$ in $\left[0, V_{0}\right]$. More explicitly, for any fixed $n>0$, we want to prove that there exists a dense set of values of $k$ in $\left[0, V_{0}\right]$ such that

$$
\liminf _{h \rightarrow+\infty} \int_{0}^{T} \sum_{i \in \mathcal{R}^{h}(t)}\left[\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)\right] \phi\left(t, s_{i}^{h}(t)\right) \mathrm{d} t \geq-\frac{1}{n}
$$

Fix $a, b \in\left[0, V_{0}\right]$ with $a<b$. We have to prove that there exists $\left.k \in\right] a, b[$ such that the above estimate holds true. Let $l=\left\lfloor\frac{2 M n}{b-a}\right\rfloor+1$ and introduce the set

$$
\left.\mathcal{K}_{n} \doteq \frac{2 \mathbb{N}+1}{l} \cap\right] a, b[
$$

Assume that $\mathfrak{h}_{n} \in \mathbb{N}$ is sufficiently large to have $\varepsilon^{\mathfrak{h}_{n}}<2 / l$ and take $h \geq \mathfrak{h}_{n}$. Then, for any $i \in \mathcal{R}^{h}(t)$ we have that

$$
v_{i+\frac{1}{2}}^{h}-v_{i-\frac{1}{2}}^{h}=\varepsilon^{h}<\frac{2}{l}=\min _{\substack{k, k^{\prime} \in \mathcal{K}_{n} \\ k \neq k^{\prime}}}\left|k-k^{\prime}\right|,
$$

hence $\left.\mathcal{K}_{n} \cap\right] v_{i-\frac{1}{2}}^{h}, v_{i+\frac{1}{2}}^{h}[$ has at most one element. Therefore the sum

$$
\sum_{k \in \mathcal{K}_{n}}\left[\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)\right]
$$

has at most one non-zero element, moreover by (5.8) it is bounded from below by $-m\left[v_{i+\frac{1}{2}}^{h}-v_{i-\frac{1}{2}}^{h}\right]$. Therefore by (5.9) we find

$$
\sum_{i \in \mathcal{R}^{h}(t)} \sum_{k \in \mathcal{K}_{n}}\left[\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)\right] \geq-m C
$$

By exchanging sums with the integral in $t \in[0, T]$, we find

$$
\sum_{k \in \mathcal{K}_{n}} \int_{0}^{T} \sum_{i \in \mathcal{R}^{h}(t)}\left[\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)\right] \phi\left(t, s_{i}^{h}(t)\right) \mathrm{d} t \geq-M
$$

Moreover, by construction we have that $\mathcal{K}_{n}$ is a non-empty set (it has at least ( $M n$ ) elements) with a finite number of elements (it has at most ( $M n+\frac{b-a}{2}$ ) elements) and therefore

$$
M n \max _{k \in \mathcal{K}_{n}}\left[\int_{0}^{T} \sum_{i \in \mathcal{R}^{h}(t)}\left[\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)\right] \phi\left(t, s_{i}^{h}(t)\right) \mathrm{d} t\right] \geq-M
$$

In conclusion we proved that there exists $\left.k \in \mathcal{K}_{n} \subseteq\right] a, b\left[\right.$ such that the above estimate holds true for any $h \geq \mathfrak{h}_{n}$; therefore, since $\mathcal{K}_{n}$ has a finite number of elements, we have

$$
\liminf _{h \rightarrow+\infty} \int_{0}^{T} \sum_{i \in \mathcal{R}^{h}(t)}\left[\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)\right] \phi\left(t, s_{i}^{h}(t)\right) \mathrm{d} t \geq-\frac{1}{n}
$$

As $a$ and $b$ are arbitrary, the above estimate holds true for a dense set of values of $k$ in $\left[0, V_{0}\right]$.
Actually, the above estimate holds for any $k$ in $\left[0, V_{0}\right]$ because the term in brackets in the above formula is continuous with respect to $k$. Finally, for the arbitrariness of $n$, we have that

$$
\liminf _{h \rightarrow+\infty} \int_{0}^{T} \sum_{i \in \mathcal{R}^{h}(t)}\left[\dot{s}_{i}^{h}(t) \Delta \mathcal{E}_{k}^{i}(t)-\Delta \mathcal{Q}_{k}^{i}(t)\right] \phi\left(t, s_{i}^{h}(t)\right) \mathrm{d} t=0
$$

and this concludes the proof.

### 5.4 Convergence

In this section we prove that $\left(\vec{W}^{h}\right)_{h}$ converges in $\mathbf{L}_{\text {loc }}^{1}$ to $\vec{W}$ (along a subsequence) and that $\vec{W}$ is in fact a constrained entropy solution of (3.4) in the sense of Definition 5.

For any $t>0$ we have that $\operatorname{TV}\left(w^{h}(t)\right)=\mathrm{TV}\left(w_{0}^{h}\right)$ and by Proposition 6 that

$$
\begin{equation*}
\mathrm{TV}\left(\vec{W}^{h}(t)\right) \leq \mathcal{B}(t)+\operatorname{TV}\left(w^{h}(t)\right) \leq \mathcal{B}(0)+\mathrm{TV}\left(w_{0}^{h}\right) \leq C \tag{5.10}
\end{equation*}
$$

where by (5.4)

$$
C \doteq \mathrm{TV}\left(\vec{W}_{0}\right)+3 \mathrm{TV}\left(J\left(q_{0}, w_{0}\right) ; \mathbb{R}_{-}\right)+2 V_{0}
$$

Moreover, observe that $\left\|\vec{W}^{h}(t)\right\|_{\infty} \leq V_{0}$ and

$$
\begin{equation*}
\left\|\vec{W}^{h}(t)-\vec{W}^{h}(s)\right\|_{1} \leq L|t-s| \tag{5.11}
\end{equation*}
$$

with

$$
L \doteq C \max \left\{V_{0}, p^{-1}\left(V_{0}\right) p^{\prime}\left(p^{-1}\left(V_{0}\right)\right)\right\}
$$

Indeed, if no interaction occurs for times between $t$ and $s$, then

$$
\left\|\vec{W}^{h}(t)-\vec{W}^{h}(s)\right\|_{1} \leq \sum_{i \neq 0}\left\|(t-s) \dot{s}_{i}^{h}(t)\left(\vec{W}_{i-1 / 2}^{h}-\vec{W}_{i+1 / 2}^{h}\right)\right\| \leq L|t-s| .
$$

The case when one or more interactions take place for times between $t$ and $s$ is similar, because by the finite speed of propagation of the waves, the map $t \mapsto \vec{W}^{h}(t)$ is $\mathbf{L}^{1}$-continuous across interaction times.
Thus, by applying Helly's Theorem in the form [9, Theorem 2.4], there exists a function $\vec{W} \in \mathbf{L}_{\text {loc }}^{1}\left(\mathbb{R}_{+} \times \mathbb{R} ;\left[0, V_{0}\right]^{2}\right)$ and a subsequence, still denoted $\left(\vec{W}^{h}\right)_{h}$, such that $\left(\vec{W}^{h}\right)_{h}$ converges to $\vec{W}$ in $\mathbf{L}_{\mathbf{l o c}}^{1}\left(\mathbb{R}_{+} \times \mathbb{R} ;\left[0, V_{0}\right]^{2}\right)$ as $h$ goes to infinity. Moreover, $\vec{W}$ satisfies the estimates (3.11), namely for all $t, s \in \mathbb{R}_{+}$

$$
\operatorname{TV}(\vec{W}(t)) \leq C, \quad\|\vec{W}(t)-\vec{W}(s)\|_{1} \leq L|t-s|, \quad\|\vec{W}(t)\|_{\infty} \leq V_{0}
$$

Proposition $8 \vec{W}$ is a constrained weak solution of (3.4) in the sense of Definition 5.
Proof First, we prove that $\vec{W}$ satisfies (2.7). The initial condition (3.4b) holds by (5.3), (5.11) and the $\mathbf{L}_{\text {loc }}^{1}$ convergence of $\vec{W}^{h}$ to $\vec{W}$. To prove that $\vec{W}$ is a weak solution of the Cauchy problem (3.4a), (3.4b), it remains to show that

$$
\int_{\mathbb{R}_{+}} \int_{\mathbb{R}} p^{-1}(w-v)\left[\phi_{t}+v \phi_{x}\right]\binom{1}{w} \mathrm{~d} x \mathrm{~d} t=\overrightarrow{0}
$$

for any test function $\phi \in \mathbf{C}_{\mathbf{c}}^{\infty}\left(\mathbb{R}^{2} ; \mathbb{R}\right)$ with compact support contained in the half plane where $t>0$. Since $\vec{W}^{h}$ are uniformly bounded and $F$ is uniformly continuous on bounded sets, it suffices to prove that

$$
\lim _{h \rightarrow+\infty}\left[\int_{\mathbb{R}_{+}} \int_{\mathbb{R}} p^{-1}\left(w^{h}-v^{h}\right)\left[\phi_{t}+v^{h} \phi_{x}\right]\binom{1}{w^{h}} \mathrm{~d} x \mathrm{~d} t\right]=\overrightarrow{0} .
$$

Choose $T>0$ such that $\phi(t, x)=0$ whenever $t \notin] 0, T[$. By the Green-Gauss formula the double integral above can be written as

$$
\int_{0}^{T} \sum_{i \in \mathcal{J}^{h}}\left[\dot{s}_{i}^{h}(t) \Delta \vec{Y}_{i}(t)-\Delta F_{i}(t)\right] \phi\left(t, s_{i}^{h}(t)\right) \mathrm{d} t
$$

where, with the same notation introduced in (5.6),

$$
\begin{aligned}
& \Delta \vec{Y}_{i}(t) \doteq p^{-1}\left(w_{i+\frac{1}{2}}^{h}-v_{i+\frac{1}{2}}^{h}\right)\binom{1}{w_{i+\frac{1}{2}}^{h}}-p^{-1}\left(w_{i-\frac{1}{2}}^{h}-v_{i-\frac{1}{2}}^{h}\right)\binom{1}{w_{i-\frac{1}{2}}^{h}}, \\
& \Delta F_{i}(t) \doteq q\left(\vec{W}_{i+\frac{1}{2}}^{h}\right)\binom{1}{w_{i+\frac{1}{2}}^{h}}-q\left(\vec{W}_{i-\frac{1}{2}}^{h}\right)\binom{1}{w_{i-\frac{1}{2}}^{h}} .
\end{aligned}
$$

Observe that if $\vec{W}^{h}(t)$ performs a non-classical (stationary) shock, then $w_{-1 / 2}^{h}=w_{1 / 2}^{h}$ and by (5.2c)

$$
\lim _{h \rightarrow+\infty}\left\|\Delta F_{0}(t)\right\| \leq \lim _{h \rightarrow+\infty}\left|q\left(\check{W}^{h}\left(q_{0}(t), w_{\frac{1}{2}}^{h}\right)\right)-q\left(\hat{W}^{h}\left(q_{0}(t), w_{\frac{1}{2}}^{h}\right)\right)\right|\left(1+V_{0}\right)=0 .
$$

If the $i$ th discontinuity is not a non-classical shock, then by the Rankine-Hugoniot condition

$$
\left\|\dot{s}_{i}^{h}(t) \Delta \vec{Y}_{i}(t)-\Delta F_{i}(t)\right\|=0
$$

Therefore we have

$$
\lim _{h \rightarrow+\infty}\left\|\sum_{i \in \mathcal{J}^{h}}\left[\dot{s}_{i}^{h}(t) \Delta \vec{Y}_{i}(t)-\Delta F_{i}(t)\right] \phi\left(t, s_{i}^{h}(t)\right)\right\| \leq \lim _{h \rightarrow+\infty}\left\|\Delta F_{0}(t)\right\|\|\phi\|_{\infty}=0
$$

and this concludes the proof that $\vec{W}$ is a weak solution of (2.6).
It remains to justify that $\vec{W}$ is a constrained weak solution. By construction, we have that $q\left(\vec{W}^{h}\left(t, 0^{-}\right)\right) \leq q_{0}$ for any $t>0$. Yet it is not immediate to deduce that $\vec{W}$ satisfies (3.5), because the a.e. convergence of $\left(\vec{W}^{h}\right)_{h}$ to $\vec{W}$ does not ensure convergence of the corresponding traces on $x=0$. However, one can exploit the fact that both $\vec{W}^{h}$ and $\vec{W}$ are weak solutions of (2.6) in the half-space $\mathbb{R}_{+} \times \mathbb{R}_{-}$. Then by applying the Green-Gauss formula to the weak formulation of the first equation of the system (5.5a), $\rho\left(\vec{W}^{h}\right)_{t}+q\left(\vec{W}^{h}\right)_{x}=0$, we find

$$
\int_{\mathbb{R}_{+}} q\left(\vec{W}^{h}\left(t, 0^{-}\right)\right) \psi(t) \mathrm{d} t=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{-}}\left[\rho\left(\vec{W}^{h}\right) \dot{\psi}(t) \xi(x)+q\left(\vec{W}^{h}\right) \psi(t) \xi^{\prime}(x)\right] \mathrm{d} x \mathrm{~d} t
$$

where $\psi$ is an arbitrary $\mathbf{C}_{\mathbf{c}}^{\infty}$ test function of time with compact support in $] 0,+\infty\left[\right.$ and $\xi$ is some fixed $\mathbf{C}_{\mathbf{c}}^{\infty}$ test function of space such that $\xi(0)=1$. Now, the right-hand side passes to the limit, yielding the analogous expression with $\vec{W}^{h}$ replaced by $\vec{W}$. By using again the Green-Gauss formula, one finally finds that

$$
\lim _{h \rightarrow+\infty} \int_{\mathbb{R}_{+}} q\left(\vec{W}^{h}\left(t, 0^{-}\right)\right) \psi(t) \mathrm{d} t=\int_{\mathbb{R}_{+}} q\left(\vec{W}\left(t, 0^{-}\right)\right) \psi(t) \mathrm{d} t .
$$

Therefore the traces $\left(q\left(\vec{W}^{h}\left(t, 0^{-}\right)\right)\right)_{h}$ weakly converge to the trace $q\left(\vec{W}\left(t, 0^{-}\right)\right)$. Since weak convergence preserves pointwise inequalities, we have $q\left(\vec{W}\left(t, 0^{-}\right)\right) \leq q_{0}$. Finally, recall also that $q\left(\vec{W}\left(t, 0^{+}\right)\right)=q\left(\vec{W}\left(t, 0^{-}\right)\right)$because $\vec{W}$ is a weak solution in the whole $\mathbb{R}+\times \mathbb{R}$. Therefore, the constraint relation (3.5) is inherited by $\vec{W}$ from the wave-front tracking approximations $\left(\vec{W}^{h}\right)_{h}$.

Proposition $9 \vec{W}$ is a constrained entropy solution of (3.4) in the sense of Definition 6.

Proof In order to establish (3.6), it is enough to apply Proposition 7. Indeed, it is evident that due to the a.e. convergence of $\left(\vec{W}^{h}\right)_{h}$ to $\vec{W}$, the line (5.7a) yields precisely the first line (3.6a) of the desired entropy inequality. One has to find the second line (3.6b) as the limit of the line (5.7b); in other words, we have to justify that if $q_{0}>0$ (the case $q_{0}=0$ is trivial), as $h$ goes to infinity,

$$
\begin{equation*}
\int_{\mathbb{R}_{+}} q\left(\vec{W}^{h}\left(t, 0^{+}\right)\right)\left[\frac{k}{q_{0}}-\frac{1}{p^{-1}\left(\left[w^{h}(t, 0)-k\right]^{+}\right)}\right]^{+} \phi(t, 0) \mathrm{d} t \tag{5.12}
\end{equation*}
$$

converges to

$$
\begin{equation*}
\int_{\mathbb{R}_{+}} q(\vec{W}(t, 0))\left[\frac{k}{q_{0}}-\frac{1}{p^{-1}([w(t, 0)-k]+)}\right]^{+} \phi(t, 0) \mathrm{d} t . \tag{5.13}
\end{equation*}
$$

Proposition 3 tells us that (5.13) coincides with (3.9), because $\vec{W}$ is a weak solution of ARZ. It is evident that (3.9) is the limit of the analogous term

$$
\begin{equation*}
\int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{-}}\left[\rho\left(\vec{W}^{h}\right) \mathfrak{f}_{k}\left(w^{h}\right) \psi_{t} \xi+q\left(\vec{W}^{h}\right) \mathfrak{f}_{k}\left(w^{h}\right) \psi \xi_{x}\right] \mathrm{d} x \mathrm{~d} t \tag{5.14}
\end{equation*}
$$

where, with the same notation introduced in Proposition 3, we denote $\mathfrak{f}_{k}(w) \doteq\left[\frac{k}{q_{0}}-\frac{1}{p^{-1}\left([w-k]^{+}\right)}\right]^{+}, \psi(t) \doteq \phi(t, 0)$ and $\xi$ is an arbitrary $\mathbf{C}_{\mathbf{c}}^{\infty}$ test function such that $\xi(0)=1$. However, it is not true in general that (5.14) equals (5.12), since $\vec{W}^{h}$ is a weak solution of (2.6) in $\mathbb{R}_{-}$and $\mathbb{R}_{+}$, but not in the whole $\mathbb{R}$. In fact, $\vec{W}^{h}$ may not satisfy the RankineHugoniot jump condition at $x=0$. Remarkably, thanks to the special structure of the ARZ system, we are able to prove that $W^{h}$ satisfies the property of renormalization as it is formulated in Remark 3 up to an error vanishing as $h$ goes to infinity. To do so, observe that we can sharpen (5.2c) to get for $\Delta q^{h}(t) \doteq q\left(\vec{W}^{h}\left(t, 0^{+}\right)\right)-q\left(\vec{W}^{h}\left(t, 0^{-}\right)\right)$ the estimate

$$
\begin{equation*}
\left\|\Delta q^{h}\right\|_{\infty} \leq \epsilon(h) \tag{5.15}
\end{equation*}
$$

for some $\epsilon(h)$ that converges to zero as $h$ goes to infinity. By construction, $\vec{W}^{h}$ satisfies the following equations in the weak sense:

$$
\begin{aligned}
& \rho\left(\vec{W}^{h}\right)_{t}+q\left(\vec{W}^{h}\right)_{x}=\Delta q^{h}(t) \delta_{0}(x) \\
& {\left[\rho\left(\vec{W}^{h}\right) w^{h}\right]_{t}+\left[q\left(\vec{W}^{h}\right) w^{h}\right]_{x}=\Delta q^{h}(t) w^{h} \delta_{0}(x)}
\end{aligned}
$$

where $\delta_{0}$ is the Dirac delta distribution concentrated at zero. Observe that the right-hand side of the latter equation makes sense because $w^{h}$ have no jump across $x=0$, unless $q\left(\vec{W}^{h}\left(t, 0^{+}\right)\right)=0=q\left(\vec{W}^{h}\left(t, 0^{-}\right)\right)$. Thus $\Delta q^{h}(t) w^{h}(t, 0)$ is zero whenever the definition of $w^{h}(t, 0)$ is ambiguous. Now, we define a divergence-free field $\left(A^{h}, B^{h}\right)$ by

$$
A^{h}(t, x) \doteq \rho\left(\vec{W}^{h}(t, x)\right)+\epsilon(h), \quad \quad B^{h}(t, x) \doteq q\left(\vec{W}^{h}(t, x)\right)-\Delta q^{h}(t) \Theta(x)
$$

where $\Theta$ stands for the Heavyside function (we have $\Theta^{\prime}=\delta_{0}$ ). Due to the estimates (5.15) and $\left|q\left(\vec{W}^{h}\right)\right| \leq V_{0} \rho\left(\vec{W}^{h}\right)$, we see that the condition $\left|B^{h}\right| \leq$ const $A^{h}$ needed to apply the theory in [37] is fulfilled. Now, the equation $\left(A^{h} w^{h}\right)_{t}+\left(B^{h} w^{h}\right)_{x}=0$ is satisfied up to a measure source term, more precisely we have

$$
\begin{equation*}
\left(A^{h} w^{h}\right)_{t}+\left(B^{h} w^{h}\right)_{x}=\mu^{h}(t, x) \tag{5.16}
\end{equation*}
$$

where

$$
\mu^{h}(t, x) \doteq \epsilon(h) w_{t}^{h}-\Theta(x) \Delta q^{h}(t) w_{x}^{h}
$$

Observe that $\left(\mu^{h}\right)_{h}$ is a sequence of measures that vanishes as $h$ goes to infinity. Indeed, beside (5.15), by (3.11) we have uniform in $h$ estimates of the total variation of $\left(w^{h}\right)_{h}$ both in space and time.

The theory in [37] does not apply directly to equations with measure valued source terms. Fortunately, in our case the coefficients $A^{h}, B^{h}$ of the continuity equation and the solution $w^{h}$ are piecewise constant functions with discontinuities laying along a finite number of straight line segments in the $(t, x)$-plane. Therefore the renormalization property can be verified by a direct calculation. As a result, from (5.16) (understood in the sense of distributions) we get the renormalized inequalities

$$
\begin{equation*}
\left|\left[A^{h} \mathfrak{f}_{k}\left(w^{h}\right)\right]_{t}+\left[B^{h} \mathfrak{f}_{k}\left(w^{h}\right)\right]_{x}\right| \leq\left\|\mathfrak{f}_{k}^{\prime}\right\|_{\infty} \epsilon(h)\left[\left|w_{t}^{h}\right|+\left|w_{x}^{h}\right|\right] \rightarrow 0 \tag{5.17}
\end{equation*}
$$

(in the sense of distributions). Let us give some detail of the calculation. If a portion of straight line segment $\Gamma$ of slope $\gamma$ in the $(t, x)$-plane separates the states $w_{-}^{h}$ (at the left) and $w_{+}^{h}$ (at the right), and the respective coefficients of the continuity equation take values $A_{ \pm}^{h}, B_{ \pm}^{h}$, respectively, then we have

$$
\begin{equation*}
-\gamma A_{+}^{h}+B_{+}^{h}=-\gamma A_{-}^{h}+B_{-}^{h} \tag{5.18}
\end{equation*}
$$

because the field $\left(A^{h}, B^{h}\right)$ is divergence-free by construction. Then (5.16) yields $\left(-\gamma A_{ \pm}^{h}+B_{ \pm}^{h}\right)\left(w_{+}-w_{-}\right)=r^{h}(\Gamma)$ where $r^{h}(\Gamma)$ corresponds to the contribution of the jump across $\Gamma$ to the measure $\mu^{h}$. Hence we have

$$
\begin{equation*}
\left|\left(-\gamma A_{ \pm}^{h}+B_{ \pm}^{h}\right)\left(\mathfrak{f}_{k}\left(w_{+}\right)-\mathfrak{f}_{k}\left(w_{-}\right)\right)\right| \leq\left\|\mathfrak{f}_{k}^{\prime}\right\|_{\infty}\left|r^{h}(\Gamma)\right| \tag{5.19}
\end{equation*}
$$

due to the elementary estimate

$$
\left|\mathfrak{f}_{k}\left(w_{+}^{h}\right)-\mathfrak{f}_{k}\left(w_{-}^{h}\right)\right| \leq\left\|\mathfrak{f}_{k}^{\prime}\right\|_{\infty}\left|w_{+}^{h}-w_{-}^{h}\right| .
$$

Notice that this calculation applies as well to the case where $w^{h}$ is continuous across $\Gamma$ but only $A^{h}$ and $B^{h}$ differ. Now, observe that by (5.18) and (5.19)

$$
\left|-\gamma\left(A_{+}^{h} \mathfrak{f}_{k}\left(w_{+}^{h}\right)-A_{-}^{h} \mathfrak{f}_{k}\left(w_{-}^{h}\right)\right)+\left(B_{+}^{h} \mathfrak{f}_{k}\left(w_{+}^{h}\right)-B_{-}^{h} \mathfrak{f}_{k}\left(w_{-}^{h}\right)\right)\right| \leq\left\|\mathfrak{f}_{k}^{\prime}\right\|_{\infty}\left|r^{h}(\Gamma)\right| .
$$

After summation over all jumps $\Gamma$, the terms $r^{h}(\Gamma)$ make appear the total variation of $\mu^{h}$ on the right-hand side. Being understood that the coefficients $A^{h}, B^{h}$ and solutions $w^{h}$ are piecewise constant, we find precisely (5.17).

Now, applying the Green-Gauss formula to (5.17), one finds that (5.14) and (5.12) differ by a term that vanishes as $h$ goes to infinity. Eventually, this justifies the fact that (5.12) converges to (5.13).

## 6 The Cauchy problem with time-dependent constraint: Proof of Theorem 1

For the case of piecewise constant constraint $q_{0}$ that varies in time, we only have to adapt the interaction estimates to take into account changes in the profile that occur when the constraint level changes. Indeed, instantaneous changes of the constraint level may lead to the appearance or the demise of a non-classical shock in the solution constructed by the wave-front tracking procedure of the previous section.

We call $t_{i}>0, i \in\{1, \ldots, N\}$, the times at which $q_{0}$ changes value. Then let $t_{0} \doteq 0, t_{N+1} \doteq+\infty$ and $q_{0}(t) \doteq q_{i+1}$ for all $t \in\left[t_{i}, t_{i+1}\left[\right.\right.$, with $q_{i+1} \in\left[0, \dot{q}\left(V_{0}\right)\right]$ and $q_{i+1} \neq q_{i+2}$.

Note that in principle, it is possible to prove the statement of Theorem 1 without a detailed study of the "interactions" at $x=0$ due to the jumps at times $t=t_{i}$ in the level of the constraint. Indeed, the assumption $\max _{i \in\{1, \ldots, N+1\}} \operatorname{TV}\left(J\left(q_{i}, w_{0}\right) ; \mathbb{R}_{-}\right)<+\infty$ would be sufficient in order to restart the construction of approximate solutions at every time $t=t_{i}$ and to obtain a finite bound, uniform in $h$ and $t$, on the variation of $x \mapsto \vec{W}^{h}(t, x)$. In the present paper we make the choice to carefully keep track of the possible increase in the total variation, as the details we provide below explain why it is not at all clear how to extend the result of Theorem 1 to a general time-dependent constraint function $t \mapsto q_{0}(t)$.

Fix $h \in \mathbb{N}$ sufficiently large and take $\varepsilon^{h} \doteq 2^{-h} V_{0}$, where $V_{0} \doteq\left\|\vec{W}_{0}\right\|_{\infty}$. In the sequel we will use the same notations introduced in Section 5.1. In particular we approximate the constrained states $\mathcal{C}\left(q_{i}\right)$ by $\mathcal{C}^{h}\left(q_{i}\right)$ and at every time $t \in] t_{i}, t_{i+1}\left[, i \in\{1, \ldots, N\}\right.$, we use properties (5.2) with $q_{i+1}$ replacing $q_{0}$. Moreover, for $h$ sufficiently large, we can assume that

$$
\begin{equation*}
J^{h}\left(q_{i}, V_{0}\right) \neq J^{h}\left(q_{i+1}, V_{0}\right) . \tag{6.1}
\end{equation*}
$$

In the sequel we will need the following hypothesis on the initial condition $\vec{W}_{0}$ and the constraint function $q_{0}$ :

$$
\begin{equation*}
\left.\left.\left.\left.K_{0} \doteq \sum_{i=1}^{N}\left[\sup _{y \in \mathbb{R}_{-}} \mid \operatorname{TV}\left(J\left(q_{i}, w_{0}\right) ;\right]-\infty, y\right]\right)-\operatorname{TV}\left(J\left(q_{i+1}, w_{0}\right) ;\right]-\infty, y\right]\right) \mid\right]<+\infty \tag{H}
\end{equation*}
$$

Due to the fact that the set of values $i$ corresponding to the times $t=t_{i}$ is finite, we can use the continuity of $J\left(q_{i}, \cdot\right)$, the convergence of $J^{h}\left(q_{i}, \cdot\right)$ to $J\left(q_{i}, \cdot\right)$ as $h$ goes to infinity, and the semi-continuity of the total variation functional TV with respect to the a.e. on $\mathbb{R}$ convergence of sequences of functions, to approximate $\vec{W}_{0}$ with $\vec{W}_{0}^{h} \in \mathbf{P C}\left(\mathbb{R} ; \mathcal{W}^{h}\right)$ such that (5.3) and (2.15) are satisfied together with

$$
\begin{align*}
& \sum_{i=1}^{N}\left|J^{h}\left(q_{i}, V_{0}\right)-J^{h}\left(q_{i+1}, V_{0}\right)\right| \leq K_{1},  \tag{6.2}\\
& \left.\left.\left.\left.\sum_{i=1}^{N}\left[\sup _{y \in \mathbb{R}_{-}} \mid \operatorname{TV}\left(J^{h}\left(q_{i}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right)-\operatorname{TV}\left(J^{h}\left(q_{i+1}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right) \mid\right] \leq K_{2}, \tag{6.3}
\end{align*}
$$

where the values of $K_{1}$ and $K_{2}$ may depend on $K_{0}$, but are uniform with respect to $h$. The constants $K_{1}$ and $K_{2}$ allow us to quantify the increase of $\operatorname{TV}\left(\vec{W}^{h}(t, \cdot)\right)$ due to jumps in the constraint level. Then we obtain the approximate constrained Cauchy problem

$$
\begin{array}{ll}
Y(\vec{W})_{t}+F(Y(\vec{W}))_{x}=0, & t>0, x \in \mathbb{R}, \\
\vec{W}(0, x)=\vec{W}_{0}^{h}(x), & x \in \mathbb{R},
\end{array}
$$

$$
\vec{W}\left(t, 0^{ \pm}\right) \notin \mathcal{C}^{h}\left(q_{i+1}\right), \quad t \in\left[t_{i}, t_{i+1}[.\right.
$$

Now we can start with the construction of an approximate solution $t \mapsto \vec{W}^{h}(t)$ to the above problem. For $\left.t \in] 0, t_{1}\right]$, the approximate solution $t \mapsto \vec{W}^{h}(t)$ is obtained by applying the same construction as in Section 5.1 and using $\mathcal{R} \mathcal{S}^{h}$ and $\mathcal{R} \mathcal{S}_{q_{1}}^{h}$. Then the approximate solution $t \mapsto \vec{W}^{h}(t)$ is constructed for $\left.\left.t \in\right] t_{1}, t_{2}\right]$ by applying the same procedure with $\vec{W}^{h}\left(t_{1}\right)$ instead of $\vec{W}_{0}^{h}$ as initial datum and $\mathcal{R} \mathcal{S}_{q_{2}}^{h}$ instead of $\mathcal{R} \mathcal{S}_{q_{1}}^{h}$ as approximate constrained Riemann solver.

Roughly speaking, as long as $q_{0}$ takes the value $q_{*}$, we apply the procedure explained in Section 5.1 by using $\mathcal{R} \mathcal{S}_{q_{*}}^{h}$ in $x=0$ and $\mathcal{R} \mathcal{S}^{h}$ away from $x=0$. More rigorously, the present algorithm consists in the application of two operators, $\mathcal{T}$ and $\mathcal{S}$, the first operator gives $\mathcal{T}\left[\vec{W}^{h}\right]\left(t_{i}\right)=\vec{W}^{h}\left(t_{i}\right) \in \mathbf{P C}\left(\mathbb{R} ; \mathcal{W}^{h}\right)$, while the second operator gives the approximate solution $\mathcal{S}\left[\vec{W}_{*}^{h}, q_{*}\right]$ of the problem

$$
\begin{array}{ll}
Y(\vec{W})_{t}+F(Y(\vec{W}))_{x}=0, & t>0, x \in \mathbb{R}, \\
\vec{W}(0, x)=\vec{W}_{*}^{h}(x), & x \in \mathbb{R}, \\
q\left(\vec{W}\left(t, 0^{ \pm}\right)\right) \leq q_{*}, & t>0 .
\end{array}
$$

Then we define recursively

$$
\begin{array}{lll}
\mathcal{F}\left[\vec{W}_{0}^{h}\right](t) \doteq \mathcal{S}\left[\vec{W}_{0}^{h}, q_{1}\right](t) & \text { if } \left.t \in] 0, t_{1}\right], & \\
\mathcal{F}\left[\vec{W}_{0}^{h}\right](t) \doteq \mathcal{S}\left[\mathcal{T}\left[\mathcal{F}\left[\vec{W}_{0}^{h}\right]\right]\left(t_{i}\right), q_{i+1}\right]\left(t-t_{i}\right) & \text { if } \left.t \in] t_{i}, t_{i+1}\right], & i \in\{1, \ldots, N-1\}, \\
\mathcal{F}\left[\vec{W}_{0}^{h}\right](t) \doteq \mathcal{S}\left[\mathcal{T}\left[\mathcal{F}\left[\vec{W}_{0}^{h}\right]\right]\left(t_{N}\right), q_{N+1}\right]\left(t-t_{N}\right) & \text { if } t \in] t_{N},+\infty[. &
\end{array}
$$

In Section 6.1 we prove that $\vec{W}^{h}(t)$ is well defined for all $t>0$ and belongs to $\mathbf{P C}\left(\mathbb{R} ; \mathcal{W}^{h}\right)$. Finally, in Section 6.2 we prove that $\left(\vec{W}^{h}\right)_{h}$ converges (along a subsequence) in $\mathbf{L}_{\text {loc }}^{1}$ to $\vec{W}$ and prove that $\vec{W}$ is in fact a constrained entropy solution to (3.4) in the sense of Definition 6.

### 6.1 A priori estimates

In this section we prove that $\vec{W}^{h}(t)=\left(v^{h}(t), w^{h}(t)\right)^{T}$ takes values in $\mathcal{W}^{h}$ and we estimate $\operatorname{TV}\left(\vec{W}^{h}(t)\right)$ uniformly in $h$ and $t$. To this aim we consider the Temple type functional

$$
\begin{aligned}
\mathcal{L}(t)= & \mathcal{B}(t)+3 \sum_{\substack{i \in\{1, \ldots, N\} \\
\text { s.t. } t_{i} \geq t}}\left[\left|J^{h}\left(q_{i}, V_{0}\right)-J^{h}\left(q_{i+1}, V_{0}\right)\right|\right] \\
& \left.\left.\left.\left.+3 \sum_{\substack{i \in\{1, \ldots, N\} \\
\text { s.t. } t_{i} \geq t}}\left[\sup _{y \in \mathbb{R}_{-}} \mid \operatorname{TV}\left(J^{h}\left(q_{i}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right)-\operatorname{TV}\left(J^{h}\left(q_{i+1}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right) \mid\right] .
\end{aligned}
$$

In the expression of $\mathcal{L}$, the terms added to $\mathcal{B}$ account for the time dependence of $q_{0}$.
Proposition 10 For any fixed $h \in \mathbb{N}, \vec{W}_{0}^{h} \in \mathbf{P C}\left(\mathbb{R} ; \mathcal{W}^{h}\right)$, we have that:

1. $\vec{W}^{h}(t) \in \mathbf{P C}\left(\mathbb{R} ; \mathcal{W}^{h}\right)$ for all $t>0$;
2. the map $t \mapsto \mathcal{L}(t)$ is non increasing and it decreases by at least $\varepsilon^{h}$ each time the number of waves increases.

Proof The proof is based on the extension of the results already achieved in the proof of Proposition 6 to the case of a time depending constraint. We will use the same notations introduced in the proof of Proposition 6 and prove that the map $t \mapsto \mathcal{L}(t)$ is non-increasing and it decreases by at least $\varepsilon^{h}$ each time the number of waves increases. For any $\bar{t} \in] t_{i}, t_{i+1}$ [ we know that $\Delta \mathcal{L} \doteq \mathcal{L}(\bar{t}+)-\mathcal{L}(\bar{t}-)=\Delta \mathcal{B}$ and therefore we can apply the results obtained in the proof of Proposition 6.

If $\bar{t}=t_{i}>0$, then the constraint $q_{0}$ changes value from $q_{i}$ to $q_{i+1}$. Recall that by assumption both $q_{i}$ and $q_{i+1}$ are strictly positive. For simplicity, assume that at time $t=\bar{t}$ no interaction takes place. Then $w^{h}(\bar{t}-) \equiv w^{h}(\bar{t}+) \equiv$ $\bar{w} \in \mathbf{P C}\left(\mathbb{R} ; \varepsilon^{h} \mathbb{N}\right)$. An important ingredient of the proof is the observation that for all $t>0, \bar{w}$ on $\left.]-\infty, 0\right]$ is a piecewise constant function which takes the same values - and in the same order - as the initial function $w_{0}^{h}$ restricted to some interval $\left.]-\infty, y^{h}(t)\right]$ with $y^{h}(t) \leq 0$. This readily follows from the linear degeneracy of the second characteristic field and from the fact that the speeds of all waves of the second family are non-negative. Therefore, the values in the range of $w_{0}^{h}$ on $\mathbb{R}$ do not disappear from the solution because of the interactions, but they can leave the domain of interest $\mathbb{R}_{-}$in finite time. The curve $y^{h}$ is implicitly defined from the fact that $\operatorname{TV}\left(J^{h}(q, \bar{w}) ; \mathbb{R}_{-}\right)$equals $\left.\left.\operatorname{TV}\left(J^{h}\left(q, w_{0}\right) ;\right]-\infty, y^{h}(t)\right]\right)$ for all $q \geq 0$.

Now we are ready to examine the increase of $\mathcal{L}$ at times $t_{i}$.
(C.1) If the solution performs a non-classical shock before time $t=\bar{t}$, namely $\vec{W}_{-1 / 2}^{h}=\hat{W}_{1 / 2}$ and $\vec{W}_{1 / 2}^{h}=\breve{W}_{1 / 2}$, then we have to distinguish three cases.
(C.1a) If $\mathcal{R} \mathcal{S}_{q_{i+1}}\left[\hat{W}_{1 / 2}, \check{W}_{1 / 2}\right]$ performs a discretized rarefaction, then $\Delta \gamma=J^{h}\left(q_{i+1}, w_{1 / 2}\right)=0$, the number of waves increases and by (6.1)

$$
\begin{aligned}
\Delta \mathcal{L}= & 3\left[\operatorname{TV}\left(J^{h}\left(q_{i+1}, \bar{w}\right) ; \mathbb{R}_{-}\right)-\operatorname{TV}\left(J^{h}\left(q_{i}, \bar{w}\right) ; \mathbb{R}_{-}\right)\right]-3\left|J^{h}\left(q_{i+1}, V_{0}\right)-J^{h}\left(q_{i}, V_{0}\right)\right| \\
& \left.\left.\left.\left.-3 \sup _{y \in \mathbb{R}_{-}} \mid \operatorname{TV}\left(J^{h}\left(q_{i+1}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right)-\operatorname{TV}\left(J^{h}\left(q_{i}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right) \mid \\
\leq & -3\left|J^{h}\left(q_{i+1}, V_{0}\right)-J^{h}\left(q_{i}, V_{0}\right)\right|<-\varepsilon .
\end{aligned}
$$

(C.1b) If $\mathcal{R} \mathcal{S}_{q_{i+1}}\left[\hat{W}_{1 / 2}, \check{W}_{1 / 2}\right]$ performs a possible null discretized rarefaction in $\mathbb{R}_{-}$, a non-classical shock and a discretized rarefaction in $\mathbb{R}_{+}$, then $\Delta \gamma=0$, the number of waves increases and by (6.1)

$$
\begin{aligned}
\Delta \mathcal{L}= & 3\left[\operatorname{TV}\left(J^{h}\left(q_{i+1}, \bar{w}\right) ; \mathbb{R}_{-}\right)-\operatorname{TV}\left(J^{h}\left(q_{i}, \bar{w}\right) ; \mathbb{R}_{-}\right)\right]-3\left|J^{h}\left(q_{i+1}, V_{0}\right)-J^{h}\left(q_{i}, V_{0}\right)\right| \\
& \left.\left.\left.\left.-3 \sup _{y \in \mathbb{R}_{-}} \mid \operatorname{TV}\left(J^{h}\left(q_{i+1}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right)-\operatorname{TV}\left(J^{h}\left(q_{i}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right) \mid \\
\leq & -3\left|J^{h}\left(q_{i+1}, V_{0}\right)-J^{h}\left(q_{i}, V_{0}\right)\right|<-\varepsilon .
\end{aligned}
$$

(C.1c) If $\mathcal{R} \mathcal{S}_{q_{i+1}}\left[\hat{W}_{1 / 2}, \check{W}_{1 / 2}\right]$ performs a possible null shock in $\mathbb{R}_{-}$, a non-classical shock and a shock in $\mathbb{R}_{+}$, then $\Delta \gamma=0$, the number of waves increases and by (6.1)

$$
\begin{aligned}
\Delta \mathcal{L}= & 2\left[J^{h}\left(q_{i+1}, w_{\frac{1}{2}}\right)-J^{h}\left(q_{i}, w_{\frac{1}{2}}\right)\right]+3\left[\operatorname{TV}\left(J^{h}\left(q_{i+1}, \bar{w}\right) ; \mathbb{R}_{-}\right)-\operatorname{TV}\left(J^{h}\left(q_{i}, \bar{w}\right) ; \mathbb{R}_{-}\right)\right] \\
& \left.\left.\left.\left.-3\left|J^{h}\left(q_{i+1}, V_{0}\right)-J^{h}\left(q_{i}, V_{0}\right)\right|-3 \sup _{y \in \mathbb{R}_{-}} \mid \operatorname{TV}\left(J^{h}\left(q_{i+1}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right)-\operatorname{TV}\left(J^{h}\left(q_{i}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right) \mid \\
\leq & -\left[J^{h}\left(q_{i+1}, V_{0}\right)-J^{h}\left(q_{i}, V_{0}\right)\right] \leq-\varepsilon .
\end{aligned}
$$

(C.2) If the solution performs a stationary wave of the first family along $x=0$ before time $t=\bar{t}$, namely $w_{-1 / 2}=w_{1 / 2}, v_{-1 / 2} \neq v_{1 / 2}$ and $q\left(\vec{W}_{-1 / 2}^{h}\right)=q\left(\vec{W}_{1 / 2}^{h}\right)$, and $\mathcal{R} \mathcal{S}_{q_{i+1}}\left[\vec{W}_{-1 / 2}, \vec{W}_{1 / 2}\right]$ performs a possible null shock in $\mathbb{R}_{-}$, a non-classical shock and a shock in $\mathbb{R}_{+}$, namely $v_{ \pm 1 / 2} \in\left[\hat{v}^{h}\left(q_{i+1}, w_{1 / 2}\right), \check{v}^{h}\left(q_{i+1}, w_{1 / 2}\right)[\right.$, then $\Delta \gamma=-2 J^{h}\left(q_{i}, w_{1 / 2}\right)$, the number of waves increases and by (6.1)

$$
\begin{aligned}
\Delta \mathcal{L} \leq & 2 J^{h}\left(q_{i+1}, w_{\frac{1}{2}}\right)+3\left[\operatorname{TV}\left(J^{h}\left(q_{i+1}, \bar{w}\right) ; \mathbb{R}_{-}\right)-\operatorname{TV}\left(J^{h}\left(q_{i}, \bar{w}\right) ; \mathbb{R}_{-}\right)\right]-2 J^{h}\left(q_{i}, w_{\frac{1}{2}}\right) \\
& \left.\left.\left.\left.-3\left|J^{h}\left(q_{i+1}, V_{0}\right)-J^{h}\left(q_{i}, V_{0}\right)\right|-3 \sup _{y \in \mathbb{R}_{-}} \mid \operatorname{TV}\left(J^{h}\left(q_{i+1}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right)-\operatorname{TV}\left(J^{h}\left(q_{i}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right) \mid \\
\leq & -\left[J^{h}\left(q_{i+1}, V_{0}\right)-J^{h}\left(q_{i}, V_{0}\right)\right] \leq-\varepsilon .
\end{aligned}
$$

(C.3) If the solution is continuous along $x=0$ before time $t=\bar{t}$, namely $\vec{W}_{-1 / 2}=\vec{W}_{1 / 2}$, and $\mathcal{R} \mathcal{S}_{q_{i+1}}\left[\vec{W}_{-1 / 2}, \vec{W}_{1 / 2}\right]$ performs a non-classical shock and one shock on each side of $x=0$, then $\Delta \gamma=-2 J^{h}\left(q_{i}, w_{1 / 2}\right)$, the number of waves increases and by (6.1)

$$
\begin{aligned}
\Delta \mathcal{L}= & 2 J^{h}\left(q_{i+1}, w_{\frac{1}{2}}\right)+3\left[\operatorname{TV}\left(J^{h}\left(q_{i+1}, \bar{w}\right) ; \mathbb{R}_{-}\right)-\operatorname{TV}\left(J^{h}\left(q_{i}, \bar{w}\right) ; \mathbb{R}_{-}\right)\right]-2 J^{h}\left(q_{i}, w_{\frac{1}{2}}\right) \\
& \left.\left.\left.\left.-3\left|J^{h}\left(q_{i+1}, V_{0}\right)-J^{h}\left(q_{i}, V_{0}\right)\right|-3 \sup _{y \in \mathbb{R}_{-}} \mid \operatorname{TV}\left(J^{h}\left(q_{i+1}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right)-\operatorname{TV}\left(J^{h}\left(q_{i}, w_{0}^{h}\right) ;\right]-\infty, y\right]\right) \mid \\
\leq & -\left[J^{h}\left(q_{i+1}, V_{0}\right)-J^{h}\left(q_{i}, V_{0}\right)\right] \leq-\varepsilon .
\end{aligned}
$$

In the remaining cases the jump of $q_{0}$ does not change the solution and it is straightforward to prove that $\Delta \mathcal{L} \leq 0$. This concludes the proof.

### 6.2 Convergence

In this section we prove that $\left(\vec{W}^{h}\right)_{h}$ converges (along a subsequence) in $\mathbf{L}_{\text {loc }}^{1}$ to $\vec{W}$ and prove that $\vec{W}$ is in fact a constrained entropy solution of (2.5) in the sense of Definition 5.

By Proposition 10, (5.3), (6.2) and (6.3) we have that for any $t>0$

$$
\mathrm{TV}\left(\vec{W}^{h}(t)\right) \leq \mathcal{L}(t) \leq \mathcal{L}(0) \leq C
$$

where

$$
C \doteq \mathrm{TV}\left(\vec{W}_{0}\right)+3 \mathrm{TV}\left(J\left(q_{0}(0), w_{0}\right) ; \mathbb{R}_{-}\right)+2 V_{0}+3 K_{1}+3 K_{2}
$$

with $J$ defined in (3.3). Moreover, observe that $\left\|\vec{W}^{h}(t)\right\|_{\infty} \leq V_{0}$ and

$$
\left\|\vec{W}^{h}(t)-\vec{W}^{h}(s)\right\|_{1} \leq L|t-s|
$$

with $L \doteq C \max \left\{V_{0}, p^{-1}\left(V_{0}\right) p^{\prime}\left(p^{-1}\left(V_{0}\right)\right)\right\}$. Thus, by applying Helly's Theorem in the form [9, Theorem 2.4], there exists a function $\vec{W} \in \mathbf{L}_{\text {loc }}^{1}\left(\mathbb{R}_{+} \times \mathbb{R} ;\left[0, V_{0}\right]^{2}\right)$ and a subsequence, still denoted $\left(\vec{W}^{h}\right)_{h}$, such that $\left(\vec{W}^{h}\right)_{h}$ converges to $\vec{W}$ in $\mathbf{L}_{\text {loc }}^{1}\left(\mathbb{R}_{+} \times \mathbb{R} ;\left[0, V_{0}\right]^{2}\right)$ as $h$ goes to infinity. Moreover, $\vec{W}$ satisfies the estimates (3.11), namely for all $t, s \in \mathbb{R}_{+}$

$$
\operatorname{TV}(\vec{W}(t)) \leq C, \quad\|\vec{W}(t)-\vec{W}(s)\|_{1} \leq L|t-s|, \quad\|\vec{W}(t)\|_{\infty} \leq V_{0}
$$

Remark 7 Given the result we obtain in this paper, the most natural approach to the case of a general timedependent constraint $q_{0}$ would be to approximate $q_{0}$ by a piecewise constant function $q_{0}^{\Delta t}$, constant on intervals of the form $[i \Delta t,(i+1) \Delta t[$. For simplicity one could set $h=\Delta t$ and then try to find an approximate initial condition $\vec{W}_{0}^{h}$ satisfying conditions analogous to (6.2) and (6.3). However, it is not clear to the authors which assumptions on $\vec{W}_{0}$ and $q_{0}$ may ensure the existence of approximating sequences $q_{0}^{h}$ and $\vec{W}_{0}^{h}$ verifying the condition (6.3) uniformly in $h$. Observe that asking this condition is similar to ask for a uniform bound of the quantity

$$
\mathrm{TV}_{t, x}\left(J^{h}\left(q_{0}, w_{0}^{h}\right) ; \mathbb{R}_{+} \times \mathbb{R}_{-}\right)
$$

The singularity of $J\left(q_{0}, \cdot\right)$ at $w=\tilde{w}\left(q_{0}\right)$, pointed out in Lemma 2, makes it particularly delicate to discretize $t \mapsto q_{0}(t)$ and $x \mapsto w_{0}(x)$ in a compatible way. For this reason the study of the Cauchy problem for the ARZ system subject to a general time-dependent constraint is postponed to a future work, in which a different approach will be used.
Proposition 11 The function $\vec{W}$ is a constrained weak solution of (3.4) in the sense of Definition 5.
Proof The proof is the same as for the constant $q_{0}$ case, being understood that we have for discrete solutions $q\left(\vec{W}^{h}\left(0^{-}, t\right)\right) \leq q_{0}(t)$, that (in the same way as shown in Proposition 8) the left-hand side of this inequality converges weakly-* in $\mathbf{L}^{\infty}(] 0,+\infty\left[; \mathbb{R}_{+}\right)$to $q\left(\vec{W}\left(0^{-}, t\right)\right)$ as $h$ goes to infinity.

Proposition 12 The function $\vec{W}$ is a constrained entropy solution of (3.4) in the sense of Definition 6.
Proof The proof is essentially the same as in Proposition 9. The only potentially delicate part is the passage to the limit in the terms corresponding to the integral term in (3.6b) of the entropy formulation. Still, the fact that $q_{0}$ is a piecewise constant function makes this generalization rather straightforward. Indeed, we have $q_{0}=$ $\sum_{i=0}^{N} q_{i+1} \chi_{\left[t_{i}, t_{i+1}[ \right.}$ for some constant values $q_{i+1}$ and we can modify the notation of Proposition 3 by saying that for all $t \in\left[t_{i}, t_{i+1}[\right.$ we have

$$
\mathfrak{f}_{k}\left(q_{0}(t), w\right) \doteq \mathfrak{f}_{k}^{i}(t, w) \doteq\left[\frac{k}{q_{i+1}}-\frac{1}{p^{-1}\left([w-k]^{+}\right)}\right]^{+}
$$

For each $i \in \mathbb{N}$ we can pass to the limit, as $h$ goes to infinity, in the integral

$$
\int_{t_{i}}^{t_{i+1}}\left[q\left(\vec{W}^{h}\right) \mathfrak{f}_{k}^{i}\left(w^{h}\right)-q(\vec{W}) \mathfrak{f}_{k}^{i}(w)\right] \phi(t, 0) \mathrm{d} t
$$

exactly like in the proof of Proposition 9. Then, we can write $\int_{\mathbb{R}_{+}}$as $\sum_{i=0}^{N} \int_{t_{i}}^{t_{i+1}}$, the sum being finite because we integrate a compactly supported function. We conclude that

$$
\lim _{h \rightarrow+\infty} \int_{\mathbb{R}_{+}}\left[q\left(\vec{W}^{h}\right) \mathfrak{f}_{k}\left(q_{0}(t), w^{h}\right)-q(\vec{W}) \mathfrak{f}_{k}\left(q_{0}(t), w\right)\right] \phi(t, 0) \mathrm{d} t=0 .
$$

In conclusion, at the limit as $h$ goes to infinity we have found the required entropy inequalities (3.6).
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