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Planar tilting maneuver of a spacecraft: singular arcs in the

minimum time problem and chattering

Jiamin Zhu∗ Emmanuel Trélat† Max Cerf‡

Abstract

In this paper, we study the minimum time planar tilting maneuver of a spacecraft, from

the theoretical as well as from the numerical point of view, with a particular focus on the

chattering phenomenon. We prove that there exist optimal chattering arcs when a singular

junction occurs. Our study is based on the Pontryagin Maximum Principle and on results by

M.I. Zelikin and V.F. Borisov. We give sufficient conditions on the initial values under which

the optimal solutions do not contain any singular arc, and are bang-bang with a finite number

of switchings. Moreover, we implement sub-optimal strategies by replacing the chattering

control with a fixed number of piecewise constant controls. Numerical simulations illustrate

our results.

Keywords: spacecraft planar tilting maneuver; minimum time control; Pontryagin Maximum
Principle; singular control; chattering arcs; sub-optimal strategy.
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1 Introduction

The minimum time planar tilting problem of a spacecraft consists of controlling the spacecraft,
with certain prescribed terminal conditions on the attitude angles, accelerations, and the velocity
direction, while minimizing the maneuver time and keeping constant the yaw and rotation angles.
This problem is of interest for (at least) two reasons. The first one is that the resulting optimal
strategy can be used during the rocket ascent phase, along which the attitude and the orbit
motions are strongly coupled. The second one is that, as we will prove in this paper, the optimal
trajectories, solutions of the problem, exhibit a chattering phenomenon which is, in itself, difficult
and thus interesting to analyze, but which is also rather a bad news in view of practical issues. We
thus analyze it in detail, providing sufficient conditions on the terminal conditions under which
the optimal strategy does not involve any chattering, and in case chattering occurs, we provide
alternative sub-optimal strategies.

1.1 The optimal control problem

Let us formulate the minimum time planar tilting maneuver problem (pitching movement of the
spacecraft). Throughout the paper, we restrict our study to the planar case, in the sense that the
spacecraft movement remains in a plane.

Model. We assume that the Earth is a fixed ball in the inertial space, and that the velocity of
the wind is zero. We consider an axial symmetric spacecraft (see Figure 1). Taking coordinates
(x, y), we adopt the following notations:

• vx and vy are the velocity components of the velocity vector ~v;

• θ is the pitch angle of the spacecraft;

• ω is the angular velocity with respect to the Earth;

• r > 0 is the distance between the spacecraft mass center Ob and the center O of the Earth;

• ℓ > 0 is the distance from the thrust point P to the mass center of the spacecraft Ob;

• ~ea is the unit vector along the symmetric axis of the spacecraft, and ~ec is the unit vector
perpendicular to ~ea pointing to the North;
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• I is the moment of inertia along the ~ea × ~ec axis;

• µ is the angle between the thrust vector ~T and the symmetric axis ~ea of the spacecraft, and
we must have |µ| 6 µmax;

• γ is the flight path angle defined as the angle between the velocity ~v and the axis ~x.

Figure 1: Frames and parameters in problem (MTTP).

The motion of the spacecraft is controlled by the angle µ. Since µ is small in practice (between
±10 degrees), we assume that cosµ ≈ 1 and sinµ ≈ µ. Under this small angle assumption, the
spacecraft evolves in time according to the system

v̇x = a cos θ − cvxvy,

v̇y = a sin θ + cv2
x − g0,

θ̇ = ω − cvx,

ω̇ = bu,

(1)

with control u = −µ/µmax ∈ [−1, 1] and a = T/m, c = 1/r, b = T ℓµmax/I being positive constants.
Actually, in our numerical simulations, we will use the parameters of Ariane 5 launchers (see

Table 1). The modulus of the velocity v =
√

v2
x + v2

y takes values in [0, vm], and for the pitch angle

and the angular velocity we have the estimate |θ| 6 θmax and |ω| 6 ωmax.

a b c vm (m/s) ωmax (rad/s) θmax(rad)
Value 12 0.02 1 × 10−6 5000 0.3 π

Table 1: System parameters.

In the sequel, for convenience, we set x1 = vx, x2 = vy , x3 = θ and x4 = ω. Denoting by
x = (x1, x2, x3, x4), the system (1) can be written as the single-input control-affine system

ẋ = f0(x) + uf1(x), (2)

where f0 and f1 are the smooth vector fields on R
4 defined by

f0 = (a cosx3 − cx1x2)
∂

∂x1
+ (a sin x3 + cx2

1 − g0)
∂

∂x2
+ (x4 − cx1)

∂

∂x3
, f1 = b

∂

∂x4
. (3)

3



Terminal conditions. The requirements are the following:

• all initial variables are fixed;

• the final values of the variables θ and ω are prescribed, and we require that, at the final time
tf (which is let free), the velocity vector ~v(tf ) be parallel to the spacecraft axis ~ea(tf ).

It is indeed natural to consider ~v(tf ) ‖ ~ea(tf ) as a terminal condition, because the spacecraft
considered is of rocket-type, and such spacecrafts are usually planned to maintain a small angle
of attack along the flight. Note that, here, the angle of attack is the angle between the spacecraft
axis ~ea and the velocity ~v. The zero angle of attack condition ensures that the aerolift is null in
order to avoid excessive loading of the structure (see [5]).

Since γ = arctan(x2/x1) and v =
√

x2
1 + x2

2, we have

γ̇ = (a sin(x3 − γ) − g0 cos γ)/v + cv cos γ, v̇ = a cos(x3 − γ) − g0 sin γ. (4)

The final condition above is then written as γ(tf ) = x3(tf ). In term of v and γ, the velocity
components x1 and x2 are x1 = v cos γ and x2 = v sinγ. We set v(0) = v0 and γ(0) = γ0.

Minimum time planar tilting problem. Let x0 ∈ R
4, and let v0, γ0, x30, x40 and x3f be real

numbers. In terms of the variables x = (x1, x2, x3, x4), the initial point is defined by

x0 = (x10, x20, x30, x40),

with x10 = v0 cos γ0 and x20 = v0 sin γ0, and the final target is the submanifold of R
4 defined by

M1 = {(x1, x2, x3, x4) ∈ R
4 | x2 cosx3f − x1 sin x3f = 0, x3 = x3f , x4 = 0}.

Throughout the paper, we consider the optimal control problem, denoted in short (MTTP), of
steering the control system (1) from x(0) = x0 to the final target M1 in minimal time tf , under
the control constraint u(t) ∈ [−1, 1].

1.2 State of the art

The minimum time spacecraft attitude maneuver problem has been widely studied (see, e.g.,
[4, 15, 33, 36]). Besides, there are many works on the coupled attitude orbit problem (see, e.g.,
[19, 23, 46]) and on the minimum time orbit transfer (see, e.g., [8, 10, 22, 42, 48]).

The problem (MTTP) under consideration in this paper is however more related to the well-
known Markov-Dubins problem (in short, MD problem) and to variants of it. Indeed, if the system
were to be directly controlled by the variable x3, then, by taking the target manifold to be a single
point (x(tf ) = xf ) and letting a = b = 1, c = 0, g0 = 0, the system (1) would be written as

ẋ1 = cosx3, ẋ2 = sin x3, ẋ3 = u,

and therefore, the problem (MTTP) coincides with the MD problem, which was first settled in
[28] and was analyzed in detail by Dubins and many others (see, e.g., [14, 34, 39]). It has been
shown that the optimal strategy for the MD problem consists in first reaching the singular arc
with a single bang arc, then, in following this singular arc until one is sufficiently close to the final
target, and finally, in leaving the singular arc in order to reach the target with a single bang arc.

If we assume that g0 6= 0, i.e., if we have the system

ẋ1 = cosx3, ẋ2 = sinx3 − g0, ẋ3 = u,
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then the problem (MTTP) coincides with the Zermelo-Markov-Dubins problem (in short, ZMD
problem) with constant wind field (wx, wy) = (0,−g0) (see, e.g., [2, 30, 31, 41]). The optimal
strategy of this problem consists of a finite number of bang and singular arcs. Both the MD and
the ZMD problems may involve a singular arc because the singular controls of these problems are
of intrinsic order one (see further in the present paper for this notion).

However, this is not the case for the problem (MTTP) for which the singular control is of
intrinsic order two. In this sense, a problem closer to (MTTP) (with a = b = 1, c = 0, g0 = 0) is
the Markov-Dubins problem with angular acceleration control (in short, MDPAAC) (see [26, 40]).
In that problem, the model is a dynamic extension of the MD system, given by

ẋ1 = cosx3, ẋ2 = sin x3, ẋ3 = x4, ẋ4 = u,

The existence of a chattering phenomenon for MDPAAC was first put in evidence in [40]. Although
the optimality status of these chattering arcs remains unclear, the discussion of the chattering
phenomenon brings interesting issues for the analysis of the present problem (MTTP).

The system we consider here can also be seen as a variation of the MD system, with nonconstant
wind and controlled by the inertial control. Thus, we expect the solution of the problem (MTTP)
to share properties similar to MDPAAC (in particular, chattering), MD and ZMD (in view of the
global behavior of the solution).

In fact, using [49], we will be able to prove the existence and the optimality of the chattering
phenomenon in the problem (MTTP). The chattering phenomenon (also occuring in MDPAAC)
is caused by singular controls of intrinsic order two. It makes the optimal synthesis for the problem
(MTTP) essentially different from that of the MD or ZMD problem.

However, in some sense the optimal solution of problem (MTTP) consists as well of three
pieces: the first piece consists of bang arcs to reach the singular arc, the second piece is a singular
arc, and the third piece consists of a succession of bang arcs finally reaching the target submanifold.

Since the chattering phenomenon causes difficulties in practical use, we will also provide suffi-
cient conditions on the terminal conditions, under which the chattering arcs do not appear in the
optimal solution. This prediction result will be useful in order to decide which numerical method
(either direct, or indirect, or sub-optimal) is the most appropriate.

1.3 Chattering phenomenon

Let us recall that we speak of a chattering phenomenon (sometimes also called a Fuller’s phe-
nomenon), when the optimal control switchings an infinite number of times over a compact time
interval. It is well known that, if the optimal trajectory of a given optimal control problem involves
a singular arc of higher order, then no connection with a bang arc is possible and then bang arcs
asymptotically joining the singular arc must chatter. On Figure 2(b), the control is singular over
(t1, t2), and the control u(t) with t ∈ (t1 − ǫ1, t1) ∪ (t2, t2 + ǫ2), ǫ1 > 0, ǫ2 > 0 is chattering. The
corresponding optimal trajectory is called a chattering trajectory. On Figure 2(a), the chattering
trajectory “oscillates” around the singular part and finally “gets off” the singular trajectory with
an infinite number of switchings.

In this paper, we call singular junction, the junction point between a singular arc and a non-
singular arc.

To better explain the chattering phenomenon, we recall the well-known Fuller problem (see
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(a) Chattering trajectory

singular part

chattering parts

(b) Chattering control

u

tt1 t2

x(t1)
x(t2)

Figure 2: An illustration of chattering phenomenon.

[17, 27]), which is the optimal control problem



















min

∫ tf

0

x1(t)
2 dt,

ẋ1(t) = x2(t), ẋ2(t) = u(t), |u(t)| 6 1,

x1(0) = x10, x2(0) = x20, x1(tf ) = 0, x2(tf ) = 0, tf free.

We define ξ =
(√

33−1
24

)1/2

as the unique positive root of the equation ξ4 + ξ2/12 − 1/18 = 0, and

we define the sets

Γ+ = {(x1, x2) ∈ R
2 | x1 = ξx2

2, x2 < 0}, R+ = {(x1, x2) ∈ R
2 | x1 < −sign(x2)ξx

2
2},

Γ− = {(x1, x2) ∈ R
2 | x1 = −ξx2

2, x2 > 0}, R− = {(x1, x2) ∈ R
2 | x1 > −sign(x2)ξx

2
2}.

Then the optimal synthesis of the Fuller problem is the following (see [18, 35, 47]). The optimal
control is given in feedback form by

u∗ =

{

1 if x ∈ R+

⋃

Γ+,

−1 if x ∈ R−
⋃

Γ−.

The control switchings from u = 1 to u = −1 at points on Γ− and from u = −1 to u = 1 at
points on Γ+. The corresponding trajectories crossing the switching curves Γ± transversally are
chattering arcs with an infinite number of switchings that accumulate with a geometric progression
at the final time tf > 0.

The optimal synthesis for the Fuller problem is drawn on Figure 3. The solutions of the Fuller
problem are chattering solutions since they switch transversally on the switching curves Γ± until
finally reaching the target point on the singular surface defined by the union of all singular solutions.

In fact, the optimal control of the Fuller problem, denoted as u∗, contains a countable set of
switchings of the form

u∗(t) =

{

1 if t ∈ [t2k, t2k+1),

−1 if t ∈ [t2k+1, t2k+2],

where {tk}k∈N is a set of switching times that satisfies (ti+2 − ti+1) < (ti+1 − ti), i ∈ N and
converges to tf < +∞. This means that the chattering arcs contain an infinite number of switchings
within a finite time interval tf > 0.
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An optimal trajectory

Figure 3: Optimal synthesis for the Fuller problem.

The analysis of chattering arcs is challenging. Based on a careful analysis of the Fuller problem,
M.I. Zelikin and V.F. Borisov obtained a geometric portrait of solutions in the vicinity of the second
order singular solutions (see [49, 50]). These solutions are called chattering solutions. Using their
results, we will be able to prove rigorously the existence and optimality of chattering solutions in
our problem (MTTP).

The basic idea of their approach to provide sufficient conditions for optimality is based on the
following well-known sufficient optimality condition:

Let M be a smooth manifold of dimension n, and let T ∗M be its cotangent bundle,
endowed with its canonical symplectic structure. If a submanifold L of T ∗M generated
by a given Hamiltonian system on T ∗M is Lagrangian, then a “nice” regular projection
of trajectories of L onto M can also be seen, by canonical injection, as a Lagrangian
submanifold of T ∗M , and the trajectories are locally optimal in C0 topology.

Recall that a submanifold L of a smooth manifold M is said to be Lagrangian if
∮

γ
p dx = 0 for

every piecewise smooth closed contour γ on the manifold. Hence, the manifold consisting of the
solutions of a Hamiltonian system with transversality condition (p dx = 0 on the target manifold)
is Lagrangian. Denote the cost functional to be minimized as C(·, ·). A trajectory x̄(·) is said to be
locally optimal in C0 topology if, for every neighborhood V of x̄(·) in the state space, for every real
number η so that |η| 6 ǫ, for every trajectory x(·), associated to a control v on [0, T +η], contained
in W , and satisfying x(0) = x̄(0) = x0, x(T + η) = x̄(T ), there holds C(T + η, v) > C(T, u).

Hence, the problem of proving the local optimality of a solution comes down to constructing
a Lagrangian submanifold. The usual way to construct a Lagrangian submanifold is to integrate
backward in time the Hamiltonian system from the target point. However, this is not applicable
for the chattering arcs because the control is not anymore piecewise constant and the length of
switching intervals goes to zero at the singular junction.

In order to overcome this flaw of the usual approach, M.I. Zelikin and V.F. Borisov proposed
an explicit procedure to construct Lagrangian submanifolds filled by chattering trajectories. The
main difficulty of this construction procedure is to analyze the regularity of the projections of the
extremal lifts to the state space.
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When using numerical methods to solve an optimal control problem, the occurrence of chat-
tering arcs may be an obstacle to convergence. Recall that there are two main types of numerical
methods for solving optimal control problems: indirect methods and direct methods (see, e.g., the
survey paper [43]).

The direct methods (see [3]) consist of discretizing the state and the control and thus of reducing
the problem to a nonlinear optimization problem (nonlinear programming) with constraints. Using
standard optimization routines, it is then possible to make converge the algorithm for the Fuller
problem. Of course, the numerical solution which is obtained can only have a finite number of
switchings, because in the approximation scheme, the chattering control is actually approximated
with a piecewise constant control.

The indirect methods consist of numerically solving a boundary value problem obtained by
applying the Pontryagin Maximum Principle, by means of a shooting method. An indirect method
is also called a shooting method (see [38]). In [6], it is shown that the presence of chattering
arcs may imply ill-posedness (non-invertible Jacobian) of shooting methods for single-input prob-
lems. According to [50], the difficulty is due to the numerical integration of the discontinuous
Hamiltonian system (i.e., the right-hand side of the Hamiltonian system is discontinuous) because
the chattering solutions worsen the approximation and error estimates during calculation for the
standard numerical integration methods.

1.4 Structure of the paper

The paper is structured as follows.
In Sections 2.1 and 2.2, the Pontryagin Maximum Principle (PMP) and an usual way to compute

singular controls are recalled. Section 2.3 is devoted to recall some results of [49, 50], explaining ge-
ometric features of the chattering phenomenon, based on a semi-canonical form of the Hamiltonian
system along singular extremals of order two, with the objective of showing how these theoretical
results can be applied in practice.

The non-singular (bang-bang) extremals of (MTTP) are analyzed in Section 3.1, and the
Lie bracket configuration is given in 3.2. We prove in Section 3.3 that the singular controls for
(MTTP) are of intrinsic order two, which implies the existence of chattering arcs. Based on the
results of M.I. Zelikin and V.F. Borisov, we prove in Section 3.4 that the optimal chattering arcs
of the problem (MTTP) are locally optimal in C0 topology.

In Section 4, we provide, for the cases with c = 0 and c > 0 respectively, sufficient conditions
on the initial values under which the optimal solutions do not contain any singular arc, and do not
chatter. Numerical simulations, in Section 5.1, illustrate these conditions.

Since chattering is not desirable in view of practical issues, we propose some sub-optimal
strategies in Section 5.2, by approximating the chattering control with piecewise constant controls.
Our numerical results provide evidence of the convergence of sub-optimal solutions to optimal
solutions (but this convergence is not analyzed from the theoretical point of view in the present
paper).

2 Geometric analysis of chattering

Let M be a smooth manifold of dimension n, and let M1 be a submanifold of M . We consider on
M the minimal time control problem











min tf ,

ẋ(t) = f0(x(t)) + u(t)f1(x(t)), |u(t)| 6 1,

x(0) = x0, x(tf ) ∈ M1, tf > 0 free,

(5)
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where f0 and f1 are two smooth vector fields on M . Since the system and the instantaneous cost
are control-affine, and the control constraint is compact and convex, according to classical results
(see, e.g., [12, 44]), there exists at least one optimal solution (x(·), u(·)), defined on [0, tf ].

2.1 Application of the Pontryagin maximum principle

According to the Pontryagin maximum principle (in short, PMP, see [32]), there must exist an
absolutely continuous mapping p(·) defined on [0, tf ] (called adjoint vector), such that p(t) ∈ T ∗

x(t)M

for every t ∈ [0, tf ], and a real number p0 6 0, with (p(·), p0) 6= 0, such that

ẋ(t) =
∂H

∂p
(x(t), p(t), p0, u(t)), ṗ(t) = −

∂H

∂x
(x(t), p(t), p0, u(t)), (6)

almost everywhere on [0, tf ], where

H(x, p, p0, u) = 〈p, f0(x)〉 + u〈p, f1(x)〉 + p0 (7)

is the Hamiltonian of the optimal control problem (5), and (the final time tf being free)

H(x(t), p(t), p0, u(t)) = max
−16v(t)61

H(x(t), p(t), p0, v(t)), (8)

almost everywhere on [0, tf ]. Moreover, we have the transversality condition

p(tf ) ⊥ Tx(tf )M1, (9)

where Tx(tf )M1 denotes the tangent space to M1 at the point x(tf ).
The quadruple (x(·), p(·), p0, u(·)) is called the extremal lift of x(·). An extremal is said to be

normal (resp., abnormal) if p0 < 0 (resp., p0 = 0).
We define the functions

h0(x, p) = 〈p, f0(x)〉, h1(x, p) =
∂H

∂u
(x, p, p0, u) = 〈p, f1(x)〉. (10)

It follows from (8) that u(t) = sign(ϕ(t)), whenever ϕ(t) = h1(x(t), p(t)) 6= 0. For this reason, the
function ϕ is also called the switching function.

Bang arcs. We say that the trajectory x(·) restricted to a sub-interval I of [0, tf ] is a bang arc
if u(t) is constant along I, equal either to +1 or to −1. We say that the trajectory is bang-bang
on [0, tf ] if it is the concatenation of bang arcs.

Singular arcs. If ϕ(t) = h1(x(t), p(t)) = 0 along a sub-interval I of [0, tf ], then the relation (8)
does not allow to directly infer the control, and in that case we speak of a singular arc, or of a
singular extremal.

Equivalently, a singular control is defined as follows. The end-point mapping E : R
n × R ×

L∞(0, +∞; R) → R
n of the system is defined by E(x0, tf , u) = x(x0, tf , u) where t 7→ x(x0, t, u) is

the trajectory solution of the control system, corresponding to the control u, such that x(x0, 0, u) =
x0 (the domain of definition is then the set of controls for which the trajetory is indeed globally
defined on [0, tf ]). A trajectory x(·), defined on [0, tf ], with x(0) = x0, associated with a control
u, is said to be singular if the differential ∂uE(x0, tf , u) is not of full rank. Accordingly, we speak
of a singular control. It is well known that a trajectory x(·) is singular on [0, tf ] if and only if it
has an extremal lift (x(·), p(·), p0, u(·)), satisfying (6) and h1(x(t), p(t)) = 0 on [0, tf ] (see [7, 44]).
This extremal lift is called a singular extremal.
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2.2 Computation of singular arcs

In order to compute a singular control, the usual method (see [7]) consists of differentiating re-
peatedly the relation

ϕ(t) = h1(x(t), p(t)) = 0 (11)

with respect to time, until the control appears in a nontrivial way. Using the Hamiltonian system
(6), such derivations are done thanks to Poisson brackets and Lie brackets. By differentiating (11)
a first time (along the interval I), we obtain

0 = ϕ̇(t) = {h0, h1}(x(t), p(t)) = 〈p(t), [f0, f1](x(t))〉, (12)

which is a new constraint. Differentiating a second time, we obtain

0 = ϕ̈(t) = {h0, {h0, h1}(x(t), p(t)) + u(t){h1, {h0, h1}(x(t), p(t))

= 〈p(t), [f0, [f0, f1](x(t))〉 + u(t)〈p(t), [f1, [f0, f1](x(t))〉,

in which the control now appears in a nontrivial way provided that {h1, {h0, h1}}(x(t), p(t)) < 0.
The latter condition is known as strengthened Legendre-Clebsch condition. Under this condition,
we can indeed compute the singular control as

u(t) = −
{h0, {h0, h1}}(x(t), p(t))

{h1, {h0, h1}}(x(t), p(t))
.

It can be noted that the first derivative of ϕ(·) does not make appear the control. Hence, two
derivations in time are at least necessary in order to make appear the control in a nontrivial
way. Such controls are also said to be of minimal order, and actually this property is generic (see
[11, 13]). Hereafter, due to the fact that optimal singular arcs have to appear with an even number
of derivations, we also say that such singular arcs are of intrinsic order one.

If {h1, {h0, h1}}(x(t), p(t)) = 0 identically on I, then the above computation does not suffice
and we need to differentiate more. In that case, we see that we have two additional constraints:

{h0, {h0, h1}}(x(t), p(t)) = 〈p(t), [f0, [f0, f1]](x(t))〉 = 0, (13)

and
{h1, {h0, h1}}(x(t), p(t)) = 〈p(t), [f1, [f0, f1]](x(t)) = 0,

for every t ∈ I.
Let us recall the concept of the order of a singular control. Roughly speaking, it is the first

integer m such that the control u appears in a nontrivial way in the (2m)th-derivative of the
switching function ϕ(·) (see [35, 50]).

Definition 1. The singular control u (along the sub-interval I) is said to be of local order k if the
conditions

∂

∂u
ϕ(i)(x(t), p(t)) = 0, i = 0, 1, · · · , 2k − 1,

∂

∂u
ϕ(2k)(x(t), p(t)) 6= 0,

hold along the sub-interval I. If moreover the Lie brackets [f1, [adif0.f1]], i = 0, · · · , 2k − 2, are
identically equal to zero (over the whole space), then the singular control u is said to be of intrinsic
order k.

We adopt the usual notations adf0.f1 = [f0, f1] (resp., adh0.h1 = {h0, h1}) and adif0.f1 =
[f0, adi−1f0.f1] (resp., adih0.h1 = {h0, adi−1h0.h1}).
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Remark 1. If a singular control u is of local order two, then the conditions (along I)

∂

∂u
ϕ(2)(t) = 〈p(t), [f1, adf0.f1](x(t))〉 = 0,

and
∂

∂u
ϕ(3)(t) = 2〈p(t), [f1, ad2f0.f1](x(t))〉 + u(t)〈p(t), [f1, [f1, adf0.f1]](x(t))〉 = 0,

are additional constraints that must be satisfied along the singular arc. In contrast, if u is
of intrinsic order two, then these conditions are trivially satisfied since [f1, adf0.f1] ≡ 0 and
[f1, ad2f0.f1] ≡ 0. In the present paper, we are in the situation of singular arcs of intrinsic order
two, and we will then focus on that case.

Actually, we did not consider, in the above definition, the case where the first nonzero derivative
is of odd order. Indeed, such singular controls are actually never optimal, and hence we do not
consider them in our analysis. This fact is due to the following well-known result, usually referred
to as Kelley’s condition for singular extremals of local order k (see [21, 24]):

If a trajectory x(·), associated with a singular control u(·), is locally time-optimal on
[0, tf ] in L∞ topology, then the generalized Legendre-Clebsch condition

(−1)k ∂

∂u

d2kh1

dt2k
6 0,

is satisfied along the extremal. Recall that a trajectory x̄(·) is said to be locally optimal in
L∞ topology if, for every neighborhood V of u in L∞([0, T +ǫ], U), for every real number
η so that |η| 6 ǫ, for every control v ∈ V satisfying E(x0, T + η, v) = E(x0, T, u) there
holds C(T + η, v) > C(T, u), where E : R

n ×R ×L∞(0, +∞; R) → R
n is the end-point

mapping defined by E(x0, tf , u) = x(x0, tf , u).

Therefore, the generalized Legendre-Clebsch condition for a singular control of local order 2 is

〈p(t), [f1, ad3f0.f1](x(t)) + [f0, [f0, [f1, [f0, f1]]]](x(t)) + [f0, [f1, ad2f0.f1]](x(t))〉 6 0,

and if the singular control of intrinsic order 2, then this condition takes the simpler form

〈p(t), [f1, ad3f0.f1](x(t))〉 6 0.

Turning back to the previous computation, if the singular control is of intrinsic order two, then
by differentiating ϕ̈(t) = {h0, {h0, h1}}(x(t), p(t)), we get

0 = ϕ(3)(t) = {h0, ad2h0.h1}(x(t), p(t)) + u(t){h1, ad2h0.h1}(x(t), p(t))

= 〈p(t), [f0, ad2f0.f1](x(t))〉 + u(t)〈p(t), [f1, ad2f0.f1](x(t))〉,

which, using the fact that [f1, ad2f0.f1] ≡ 0, leads to the additional constraint

{h0, ad2h0.h1}(x(t), p(t)) = 〈p(t), [f0, ad2f0.f1](x(t))〉 = 0. (14)

Differentiating again, we get

0 = ϕ(4)(t) = {h0, ad3h0.h1}(x(t), p(t)) + u(t){h1, ad3h0.h1}(x(t), p(t))

= 〈p(t), [f0, ad3f0.f1](x(t))〉 + u(t)〈p(t), [f1, ad3f0.f1](x(t))〉.

11



By definition, we have 〈p(t), [f1, adf3
0 .f1](x(t))〉 6= 0, and thus the singular control is

u(t) = −
ad4h0.h1(x(t), p(t))

{h1, ad3h0.h1}(x(t), p(t))
, (15)

which is smooth.

Remark 2. Along such a singular arc of intrinsic order two, the singular control is given by (15)
and the constraints (11), (12), (13), (14) must be satisfied along the arc.

In this paper, we are actually concerned with optimal singular trajectories of intrinsic order
two, which cause the occurrence of a chattering phenomenon in our problem. Let us recall the
following result (see [21, 29, 49]).

Lemma 1. We assume that the optimal solution x(·) of the optimal control problem (5) involves
a singular arc (on a sub-interval I) of intrinsic order two, for which the strengthened generalized
Legendre-Clebsch condition

∂

∂u

d4h1(t)

dt4
= {h1, ad3h0.h1}(x(t), p(t)) < 0

holds true along an extremal lift. If we have |u(t)| < 1 along the singular arc, then the singular arc
cannot be matched directly with any bang arc. In particular, if I is a proper subset of [0, tf ], then the
optimal solution chatters, in the sense that there is an infinite number of bang arcs accumulating
at the junction with the singular arc.

Although this result is known, we will provide a short proof of it when analyzing our spacecraft
problem in Section 3.3.

Remark 3. Note that the Fuller problem can be adapted to fit in the framework above, although
this is not a minimum time problem. Actually, it suffices to add the objective as a third state
variable x3, evolving according to ẋ3 = x2

1/2, and then the Fuller problem can be interpreted, by
uniqueness of the solution, as a minimum time problem with the vector fields f0(x) = (x2, 0, x2

1/2)⊤

and f1 = (0, 1, 0)⊤. The corresponding singular extremal is therefore given by u = 0, x1 = x2 =
p1 = p2 = p0 = 0 and p3 < 0 being constant. The solutions of the Fuller problem are optimal
abnormal extremals for this three-dimensional problem. Moreover, it is easy to see that u = 0 is a
singular control of intrinsic order two, along which the strengthened generalized Legendre-Clebsch
condition is satisfied (p3 < 0). Then Lemma 1 can be applied.

2.3 Geometric analysis of the chattering phenomenon

In this section, we recall some results on chattering solutions established in [49, 50]. Since these
references are not always easy to read, our objective is also to provide a more pedagogical exposition
of these results and to show how they can be used in practice.

Recall that a chattering solution is the optimal solution corresponding to the chattering control
which switches an infinite number of times over a compact time interval.

2.3.1 Semi-canonical form

The semi-canonical form (see [25, 49]) is a way of writing the Hamiltonian system (6) in a neigh-
borhood of its singular arcs, which will be used later to analyze the solutions near (in C0 topology)
singular arcs of intrinsic or local order two. The main idea is to design a variable change that leads

12



to a form involving the switching function and its derivatives directly as variables. This makes the
analysis of the extremals near the singular arcs more convenient.

Let x(·) be an optimal trajectory of (5) on [0, tf ], and let (x(·), p(·), p0, u(·)) be an extremal
lift (coming from the PMP). We assume that x(·) involves a singular arc of intrinsic second order
two, along the sub-interval I, satisfying the strengthened generalized Legendre-Clebsch condition.

The Hamiltonian (7) can be rewritten as H = h0 + uh1 + p0, with h0 and h1 defined by (10).
We assume that

dim Span{f1, adf0.f1, ad2f0.f1, ad3f0.f1} = 4. (16)

We define the new coordinates

z1 = h1, z2 = h
(1)
1 = {h0, h1}, z3 = h

(2)
1 = ad2h0.h1, z4 = h

(3)
1 = ad3h0.h1, (17)

and using that [f1, [f0, f1]] ≡ 0 and that {h1, ad3h0.h1} < 0 along I, we have

ż1 = z2, ż2 = z3, ż3 = z4, ż4 = α(x, p) + uβ(x, p),

where α = ad4h0.h1 and β = {h1, ad3h0.h1} < 0.
Note that z1 is chosen as the switching function ϕ(t) = h1(x(t), p(t)) and zi is chosen as the

(i−1)-th derivative of the switching function. In fact, using that [f1, [f0, f1]] ≡ 0 and using Jacobi’s
identity, we have

{h1, {h0, {h0, h1}}} = −{h0, {{h0, h1}, h1}} − {{h0, h1}, {h1, h0}} = {h0, {h1, {h0, h1}}} ≡ 0.

This, together with β < 0, indicates that the singular control considered here is of intrinsic order
two and satisfies the generalized Legendre-Clebsch condition. By definition, we have zi = 0,
i = 1, 2, 3, 4, along such a singular arc.

From (16), we infer that z1, z2, z3, z4 are functionally independent in the neighborhood of the ex-
tremal lift (x(·), p(·)), along [0, tf ]. We complement z = (z1, z2, z3, z4) with w = (w1, · · · , w2n−4) ∈
R

2n−4 such that the Jacobi matrix of the mapping (x, p) 7→ (z, w) is nondegenerate, i.e.,

det

(

D(z, w)

D(x, p)

)

6= 0,

along the extremal. Since our point of view is local, we assume that (x, p) and (z, w) live in R
2n.

The Hamiltonian system (6) can be rewritten, locally along the extremal, as

ż1 = z2, ż2 = z3, ż3 = z4, ż4 = α(z, w) + uβ(z, w), ẇ = F (z, w, u), (18)

and the extremal control is given by

u(t) =











1 if z1(t) > 0,

−α/β if z1(t) = 0,

−1 if z1(t) < 0.

Accordingly, we define the singular surface (smooth manifold consisting of singular extremals of
second order) as

S = {(z, w) | (z1, z2, z3, z4) = (0, 0, 0, 0)},

and the switching surface as
Γ = {(z, w) | z1 = 0}.
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If a trajectory z(·) is a solution of (18), then a straightforward calculation yields that zλ =
Gλ(z(t/λ)) is also a solution of (18), for any number λ > 0, where

Gλ(z(
t

λ
)) =

(

λ4z1

(

t

λ

)

, λ3z2

(

t

λ

)

, λ2z3

(

t

λ

)

, λz4

(

t

λ

))

. (19)

This is an important property for the Fuller problem (self-similar solutions).
The system (18) is useful in order to analyze the qualitative behavior of solutions near the

singular surface consisting of singular extremals of intrinsic order two. To include some Hamiltonian
systems having singular arcs of local order two, we consider a small perturbation of the system
(18) in the neighborhood of a given point (0, w0) ∈ S, given by























ż1 = z2 + f1(z, w, u),
ż2 = z3 + f2(z, w, u),
ż3 = z4 + f3(z, w, u),
ż4 = α(w) + uβ(w) + f4(z, w, u),
ẇ = F (z, w, u),

(20)

with fi(z, w, u) = o(zi+1), i.e.,

lim
λ→0+

λ−(5−i)|fi(Gλ(z(t/λ)), w, u)| < +∞, i = 1, 2, 3, 4. (21)

The system (20)-(21) is called a semi-canonical form.

Remark 4. The variables (z, w) can be chosen differently from (17) in order to get a simpler local
system (20). This is why this form is called semi-canonical, and not canonical. Moreover, this
change of variable is not unique.

2.3.2 Geometry of chattering extremals

The first result concerns the existence of chattering solutions. In contrast to Lemma 1, this result
can also be applied to the case of singular arcs of local order two, and it describes the phase portrait
of optimal extremals in the vicinity of a manifold of singular arcs of order two.

Recall that the singular surface S for the system (20) is of codimension 4. The surface S satisfies
four constraints z1 = 0, z2 = 0, z3 = 0, z4 = 0 corresponding respectively to null derivatives of
the switching functions ϕ(i), i = 0, 1, 2, 3. Considering a point (0, w0) ∈ S, if β(w0) < 0 and
|α(w0)| < −β(w0), there exists a neighborhood of this point in which the singular extremals
passing through it satisfy the generalized Legendre-Clebsch condition and the singular control
|u| = | − α(w)/β(w)| < 1 is admissible. The following proposition indicates that, for any point
in such a neighborhood, there exists a family of chattering extremals coming into this point, and
there is another family of chattering extremals emanating from this point. Note that a family of
chattering extremals is a one-parameter family, with the parameter λ defined in (19).

Proposition 1 (Bundles with chattering fibers). Consider the system (20), in an open neigh-
borhood of the point (0, w0). If β(w0) < 0 and |α(w0)| < −β(w0), then there exists an open
neighborhood O of w0 in R

2n−4 such that, for any w ∈ O, there are two one-parameter families of
chattering extremals intersecting only at the point (0, w).

The extremals of the families fill two manifolds N+
w and N−

w , each of them being of dimension
2 and homeomorphic to R

2, coming respectively into and out of the point (0, w). The switching
points of N±

w fill two piecewise-smooth curves Γ±
w .

The union ∪w∈ON±
w of all those submanifolds is endowed with the bundle structure with base

O and two-dimensional piecewise smooth fibers filled by chattering extremals.
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Figure 4: Phase portrait of optimal extremals near the singular surface.

Figure 4 illustrates Proposition 1. The extremals living in the submanifolds N+
w and N−

w are
chattering. More precisely, the extremals in N+

w reach (0, w) (in finite time) with infinitely many
switchings, and the extremals in N−

w leave (0, w) with infinitely many switchings. The submanifolds
N±

w can be seen as two-dimensional fibers.

Proof. The complete proof of Proposition 1 is done in [49]. Let us however sketch the main steps.
Assume that z2 > 0.

1. Prove that there exist self-similar solutions (i.e., the one-parameter family of chattering
solutions) for the unperturbed system (18) using the Poincaré mapping Φ of the switching
surface to itself.

2. Prove that the points on S are the stable points of Φ ◦ Φ, by calculating the eigenvalues of
d(Φ ◦ Φ)(0, w0). Applying the invariant manifold theorem, there exists a one-dimensional
Φ ◦ Φ-invariant submanifold transversal to S and passing through the point (0, w0). The
restriction of Φ ◦ Φ to this submanifold is a contracting mapping. It follows the existence of
a two-dimensional manifold N+

w0
in the (z, w)-space, filled by chattering extremals entering

into (0, w0). Moreover, the smooth dependence theorem leads to the bundle structure of
∪w0

N+
w0

.

3. Prove that for the small perturbation system (20), the Poincaré mapping Φ is well defined
and smooth at the points in the neighborhood of N+

w0
. Using similar techniques as in the first

and second steps, prove that the solutions of the perturbed system have the same structure
than that of the unperturbed system.

When z2 < 0, another two-dimensional manifold N−
w0

in (z, w)-space filled by chattering extremals
that coming out of the point (0, w0) can be found and ∪w0

N−
w0

is also endowed with a bundle
structure.

The subbundles described in Proposition 1 are given by

Σ± = ∪w∈ON
±
w ,

where the subbundle Σ+ (resp., Σ−) is filled by chattering arcs that come into (resp., come out
of) the singular surface. Moreover, we denote the switching surfaces as Γ± = ∪w∈OΓ±

w .
Note that it suffices to consider only the subbundle Σ+, since the properties of Σ− can be

obtained similarly. We consider the canonical projection π : Σ+ → O from the subbundle to the
base.
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2.3.3 Optimality status

We now raise the question of knowing whether these chattering extremals are optimal or not. Let
us consider again the Fuller problem to give an intuitive idea. Using (17), we choose the new
variables z = (p2,−p1,−2x1,−2x2) and then clearly the singular surface coincides with the origin.
According to Proposition 1, there are two integral submanifolds of dimension 2 that are filled by
chattering extremals coming into and out of the origin within finite time, with infinitely many
switchings.

We consider the canonical projection π∗ : (z, w) → x from the (z, w)-space to the x-space (state
space). It is known that the extremals fill a Lagrangian submanifold in the (z, w)-space. Their
projection on the state space are the trajectories, of which we would like to ensure their local
optimality status. According to the conjugate point theory (see [1, 9]), it suffices to ensure that
the projection π∗ be regular along the Lagrangian manifold (in other words, we require that its
differential be surjective along that manifold). Note that we can consider as well the projection
from the (x, p)-space to the x-space, instead of π∗, because the coordinate change (x, p) 7→ (z, w)
is bijective in the neighborhood of a point (x, p) ∈ S. Indeed, this coordinate only needs to be
regular for providing the regularity of projection from (x, p)-space to x-space.

As illustrated on Figure 5(a), the above regularity condition ensures that the trajectories in
the x-space do not intersect each other before reaching the target point or submanifold, and
thus ensures to avoid the loss of local optimality of the trajectories at the intersection point
(i.e., the conjugate point). Figures 5(b) and 5(c) show the optimal synthesis of the chattering
trajectories π∗(N+

w ) and π∗(N−
w ) for the Fuller problem, respectively. These chattering solutions

do not intersect and they are locally optimal.

Figure 5: (a) Illustration of sufficient optimality condition; (b)-(c) Optimal synthesis of the Fuller
problem.

Let M1 be a a target submanifold contained in the projection of the singular surface π∗S. For
any point x ∈ M1, we define its lift (x, p(x)) satisfying (x, p(x)) ∈ S, H(x, p(x)) = 0 and p(x) dx = 0
(transversality condition). The union N of all such points (x, p(x)) must be transversal to the flow
of the singular extremals in S. Thus, the singular extremals reaching the submanifold N fill a
submanifold N∗. In short, the submanifold N is a lift of the target M1 that intersects with the
singular extremals.

It is easy to see that the submanifold N∗ is Lagrangian. Hence the subbundle π−1(N∗) is
Lagrangian as well. Therefore, according to the theory on Lagrangian manifolds and sufficient
optimality conditions, it suffices to check the regularity of the projection π∗ restricted to π−1(N∗).
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The following proposition provides sufficient optimality conditions (see [50]) when the subman-
ifolds N and N∗ are of dimension n − 3 and n − 2 respectively.

Proposition 2. Consider the subbundle π−1(N∗) of the bundle Σ+. Assume that the restriction
of the projection π∗ on any smooth part of the bundle π−1(N∗) is regular and can be regularly
extended to boundary points of the smooth part. Assume that the target manifold M1 is connected.
Then the projection of the solutions of the system (20) filling π−1(N∗) are locally optimal in C0

topology.

The target submanifold has to be chosen adequately and must be of order n− 3 in order to use
this proposition. This condition on the dimension is used to take into account the two-dimensional
fibers mentioned in Proposition 1.

Figure 6: Illustration of Proposition 2.

As shown in Figure 6, due to the endowed bundle structure, for every given initial point (z0, w0)
in the neighborhood of the singular surface S in (z, w)-space, there is a neighborhood V of the
point (z0, w0) such that all extremals starting from the points inside V reach a point on N∗ in
finite time with infinitely many switchings. Then, these extremals reach the target manifold N
along the singular extremals in N∗. If the projection π∗ is regular, then the projected trajectories
in the x-space are locally optimal in C0 topology.

The condition of being a regular projection is the most difficult one to check. We set

Σ∗ = π−1(N∗), Γ∗ = Σ∗ ∩ Γ+, S0 = S ∩ {H = 0}.

In [50], the authors provide the following sufficient condition for having a regular projection of Σ∗

into the x-space.

Lemma 2. Let L be spanned by the vector ∂/∂z3 and by the vectors of the tangent plane to the
switching surface Γ∗. Assume that the restriction of dπ∗ to L is surjective. Then, the restriction
of π∗ to Σ∗ is regular as well.

Remark 5. Lemma 2 indicates that dπ. ∂
∂z3

should be transversal to the tangent plane to the
switching surface of the chattering family generated by the submanifold N . Note that, at the
points of the curve N , the tangent plane of the switching surface Γ∗ consists of three types of
vectors: the nonsingular velocity vector, the singular velocity vector and the tangent vector to the
curve N .

3 Application to the planar tilting maneuver problem

In this section, we analyze the bang-bang, singular and chattering extremals of the problem
(MTTP). We will see that, when the strategy involves a singular arc, then this singular arc is of
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intrinsic order two, and according to the previous section, this causes a chattering phenomenon.
We will prove that chattering extremals are locally optimal in C0 topology.

3.1 Extremal equations

The Hamiltonian of the problem (MTTP) is of the form H = h0 +uh1 +p0, where h0 = 〈p, f0(x)〉
and h1 = 〈p, f1(x)〉 = bp4, and the adjoint vector p = (p1, p2, p3, p4) satisfies the adjoint equations



















ṗ1 = c(p1x2 − 2p2x1 + p3),

ṗ2 = cp1x1,

ṗ3 = a(p1 sin x3 − p2 cosx3),

ṗ4 = −p3.

(22)

Since b > 0, we infer from the maximization condition of the PMP that u(t) = sign(p4(t)), provided
that ϕ(t) = bp4(t) 6= 0 (bang arcs). The final condition x(tf ) ∈ M1 yields the transversality
condition

p1(tf ) cos(γf ) + p2(tf ) sin(γf ) = 0.

3.2 Lie bracket configuration of the system

Before proceeding with the analysis of singular extremals, it is very useful to compute the Lie
brackets of the vector fields f0 and f1 defined by (3). This is what we call the Lie bracket
configuration of the control system (2).

Lemma 3. We have

f0 = (a cosx3 − cx1x2)
∂

∂x1
+ (a sin x3 + cx2

1 − g0)
∂

∂x2
+ (x4 − cx1)

∂

∂x3
,

f1 = b
∂

∂x4
, [f0, f1] = −b

∂

∂x3
,

[f0, [f0, f1]] = −ab sinx3
∂

∂x1
+ ab cosx3

∂

∂x2
, [f1, [f0, f1]] ≡ 0,

ad3f0.f1 = −ab((x4 − 2cx1) cosx3 + cx2 sin x3)
∂

∂x1
− ab sin x3(x4 − 3cx1)

∂

∂x2
− abc sinx3

∂

∂x3
,

[f1, [f0, [f0, f1]] =[f0, [f1, [f0, f1]] = [f1, [f1, [f0, f1]] = 0,

ad4f0.f1 =ab((−4cx1x4 + cg0 + x2
4 + 4c2x2

1 − c2x2
2) sin x3 − 2ac + 4ac cos2 x3 + (cx1

− 2x4)cx2 cosx3)
∂

∂x1
+ ab(−c2x1x2 sin x3 + 4ac sinx3 cosx3 + (−x2

4 + 6cx1x4

− 7c2x2
1) cosx3)

∂

∂x2
+ abc(3cx1 cosx3 − 2x4 cosx3 − cx2 sinx3)

∂

∂x3
,

[f1, ad3f0.f1] = − ab2 cosx3
∂

∂x1
− ab2 sin x3

∂

∂x2
.

and
dim Span(f1, [f0, f1], [f0, [f0, [f0, f1]]) = 3

It follows from this lemma that the Poisson brackets {h1, {h0, h1}} and {h1, {h0, {h0, h1}}} are
identically equal to 0. This is the main reason why we will have singular extremals of higher order,
as shown in the next section.
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3.3 Singular extremals

In this section, we compute all possible optimal singular extremals arcs. Later on, we are going
to provide sufficient conditions on the initial conditions, under which the optimal strategy of the
problem (MTTP) does not involve (optimal) singular arcs. Before that, let us first assume that
singular arcs do exist, and let us establish some necessary conditions along them.

Lemma 4. Let x(·) be a singular arc, defined on the sub-interval (t1, t2), and let (x(·), p(·), p0, u(·))
be an extremal lift. Then:

• along that singular extremal, we must have (omitting t for readability)

p1

(

a − cx1x2 cosx3 − (g0 − cx2
1) sinx3

)

+ p0 cosx3 = 0,

p2

(

a − cx1x2 cosx3 − (g0 − cx2
1) sinx3

)

+ p0 sinx3 = 0,

p3 = p4 = 0,

(23)

and

u =
c

2b

(

(−cx2
2 +2x1x4−3cx2

1 +g0) sin 2x3 +2cx1x2 cos 2x3 +4a cosx3−4x2x4 cos2 x3

)

; (24)

• p0 6= 0 (in other words, there is no abnormal singular extremal), and then we set p0 = −1;

• the four constraints (23) are functionally independent;

• one has |u(t)| < 1, for almost every t ∈ (t1, t2) (in other words, any singular arc is admissi-
ble);

• u is of intrinsic order two;

• the strengthened generalized Legendre-Clebsch condition along the singular extremal reads

a − cx1x2 cosx3 − (g0 − cx2
1) sin x3 > 0. (25)

In particular, the last item of the lemma states that optimal singular arcs, if they exist, must
live in the region of the state space R

4 defined by (25). The third item of the lemma implies that
the singular extremals of the problem are in a submanifold of codimension 4, i.e., the singular
surface of (MTTP) is of codimension 4.

Proof. Along the interval I = (t1, t2) on which the singular arc is defined, the switching function
ϕ(t) = h1(x(t), p(t)) = bp4(t) must be identically equal to zero. Differentiating with respect to
time, we get that {h0, h1} = −bp3 = 0 along I.

Differentiating again, we get {h0, {h0, h1}}+u{h1, {h0, h1}} = 0, and since the Poisson bracket
{h1, {h0, h1}} is identically equal to 0 (see Lemma 3), we have {h0, {h0, h1}} = ad2h0.h1 =
−ab(p1 sin x3 − p2 cosx3) = 0 along I (and the equation {h1, {h0, h1}} = 0 does not bring any
further information).

Differentiating again, we get {h0, {h0, {h0, h1}}} + u{h1, {h0, {h0, h1}}} = 0, and there, again
from Lemma 3, the Poisson bracket {h1, {h0, {h0, h1}}} is identically equal to 0 (and thus brings
no additional information). Hence

ad3h0.h1 = −ab
(

x4(p1 cosx3 + p2 sin x3) + cp1x2 sinx3 − 3cp2x1 sinx3 − 2cp1x1 cosx3

)

= 0,

which gives a new constraint.
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Finally, a last derivation yields ad4h0.h1 + u{h1, ad3h0.h1} = 0 and since {h1, ad3h0.h1} 6= 0,
we infer that

u = −
ad4h0.h1

{h1, ad3h0.h1}
,

along I, and (24) is obtained. Here, we have

ad4h0.h1 = 〈p, ad4f0.f1(x)〉,

and
{h1, ad3h0.h1} = 〈p, [f1, ad3f0.f1](x)〉 = −ab2(p1 cosx3 + p2 sin x3).

Hence, we have obtained the constraints

p3 = p4 = 0, p1 sin x3 − p2 cosx3 = 0,

− x4(p1 cosx3 + p2 sin x3) + 3cp2x1 sinx3 + cp1(2x1 cosx3 − x2 sinx3) = 0.

They are functionally independent because dim Span(f1, [f0, f1], [f0, [f0, [f0, f1]]) = 3 (see Lemma
3). Moreover, using the fact that H ≡ 0 along an extremal, we infer the relations (23). Setting

y1 = p1

(

a − cx1x2 cosx3 − (g0 − cx2
1) sin x3

)

+ p0 cosx3,

y2 = p1

(

a − cx1x2 cosx3 − (g0 − cx2
1) sin x3

)

+ p0 sin x3,

we have rank∂(y1,y2,p3,p4)
∂(x,p) = 4, provided that p0 6= 0 and p1 6= 0, p2 6= 0. This implies that

these four functions are functionally independent. If p1 = 0 or p2 = 0, then it is easy to see that
p1 = p2 = p0 = 0, which violates the PMP. Hence p1 6= 0 and p2 6= 0. If p0 were to be zero, then
it would follow from p1 6= 0 and p2 6= 0 that y = a − cx1x2 cosx3 − (g0 − cx2

1) sin x3 ≡ 0 along I.
Differentiating, we get ẏ ≡ 0 and ÿ = αc + ucβc ≡ 0. By substituting p1 sin x3 = p2 cosx3 into
−x4(p1 cosx3 + p2 sinx3) + 3cp2x1 sin x3 + cp1(2x1 cosx3 − x2 sin x3 = 0, we get

y3 = −x4 + cx1(2 + sinx2
3) − cx2 sin x3 cosx3 = 0.

Then, setting y4 = uc − us = −αc/βc − u, we check that y = 0, ẏ = 0, y3 = 0 and y4 = 0 are
four functionally independent constraints on the x-space. Hence, the trajectory along I becomes
some points. To stay along I on this abnormal extremal, we need in addition u = 0 which is
another independent constraint, and so the number of constraints has exceeded the dimension of
the extremal (x, p)-space. Therefore p0 6= 0.

Using the numerical values of Table 1, we have

|u| 6
c

2b

(

4a + 6vmωmax + cv2
m

)

6 0.3, (26)

and thus |u| < 1. Hence, for the problem (MTTP), we have, along any singular extremal arc,

∂

∂u

dk

dtk
h1 = 0, k = 0, 1, 2, 3,

∂

∂u

d4

dt4
h1 = β(x, p) = −ab2(p1 cosx3 + p2 sin x3) 6= 0,

and then, according to Definition 1, the singular solutions (which are admissible from (26)) are
of intrinsic order two. The strengthened generalized Legendre-Clebsch condition for the problem
(MTTP) is written here as β(x, p) < 0, and hence, using (23) and taking p0 = −1, we obtain
(25).
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Corollary 1. For the problem (MTTP), any optimal singular arc cannot be connected with a
nontrivial bang arc. We must then have chattering, in the following sense. Let u be an optimal
control, solution of (MTTP), and assume that u is singular on the sub-interval (t1, t2) ⊂ [0, tf ]
and is non-singular elsewhere. If t1 > 0 (resp., if t2 < tf ) then, for every ε > 0, the control u
switchings an infinite number of times over the time interval [t1 − ε, t1] (resp., on [t2, t2 + ε]).

Proof. This result follows from Lemma 1 and Lemma 4. However, the proof is simple and we
provide hereafterin the argument.

It suffices to prove that the existence of an extremal consisting of the concatenation of a singular
arc of higher order with a non-singular arc violates the PMP. The reasoning goes by contradiction.
Assume that t1 > 0 and that there exists ε > 0 such that u(t) = 1 over (t1 − ǫ, t1). By continuity
along the singular arc, we have ϕ(t1) = ϕ(1)(t1) = ϕ(2)(t1) = ϕ(3)(t1) = 0, and it follows from the
strengthened generalized Legendre-Clebsch condition β(x, p) < 0 that

0 = ϕ(4)(t+1 ) = ad4h0.h1(t1) + {h1, ad3h0.h1}(t1)u(t+1 )

> ad4h0.h1(t1) + {h1, ad3h0.h1}(t1)u(t−1 ) = ϕ(4)(t−1 ),

and hence the switching function t 7→ ϕ(t) = h1(x(t), p(t)) has a local maximum at t = t1 and thus
is nonnegative over (t1−ǫ, t1), provided that ε > 0 is small enough. It follows from the maximization
condition of the PMP that u(t1) = −1 over (t1 − ǫ, t1). This contradicts the assumption.

3.4 Optimality status of chattering extremals

In this section, we analyze the optimality status of chattering extremals in the problem (MTTP).

Lemma 5. Assume that x3 6= π/2 + kπ, k ∈ Z. The Hamiltonian system, consisting of (1) and
(22), can be written as a small perturbation system, in the form (18), as































ż1 = z2,

ż2 = z3,

ż3 = z4 + f3(z, w, u),

ż4 = α0(w) + uβ0(w) + f4(z, w, u),

ẇ = F (z, w, u).

(27)

where u ∈ [−1, 1] and

lim
λ→+0

f3(Gλ(z), w, u)

λ(5−3)
= 0, lim

λ→+0

f4(Gλ(z), w, u)

λ(5−4)
< ∞. (28)

by choosing new variable (z, w) as






























z1 = p4, z2 = p
(1)
4 , z3 = p

(2)
4 , z4 = p

(3)
4 + ac sin x3p3,

w1 = a(p1 sin x3 + p2 cosx3),

w2 = a(x4 cosx3 + cx2 sin x3 − 2cx1 cosx3)p1 + a sin x3(−x4 + 3cx1)p2,

w3 = p2/p1,

w4 = x1.

(29)

in the neighborhood of the singular surface defined by z = 0 in the (z, w)-space. In addition, the
strengthened generalized Legendre-Clebsch condition for system (27) yields

w1w3 > 0. (30)
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Proof. We have proved that p1 6= 0 and p2 6= 0 along the singular arc. Then, from x3 6= π/2 + kπ,
k ∈ Z we can prove that the Jacobi matrix of this variable change is of full rank by direct
calculations, i.e.,

rank
(D(z, w)

D(x, p)

)

= 8,

After some manipulations, we can express (x, p) by the new variables (z, w) chosen in (29), as

x1 = w4, x4 = 3cw4 −
z4 + w2

w3(w1 − z3)
, p3 = −z2, p4 = z1,

x2 =
w1w2 − w1z4 − w2z3 + z3z4

c(w1 − z3)2
+

w1w2 + w1z4 + w2z3 + z3z4 − cw3(w4w
2
1 − w4z

2
3)

cw2
3(w1 − z3)2

,

x3 = −2arctan
(

w1 + z3 ± (w2
1w

2
3 + w2

1 − 2w1w
2
3z3 + 2w1z3 + w2

3z
2
3 + z2

3)/(w3w1 − w3z3)
)

,

p1 = ∓
√

w2
1w

2
3 + w2

1 − 2w1w2
3z3 + 2w1z3 + w2

3z
2
3 + z2

3/(2aw3),

p2 = ∓
√

w2
1w

2
3 + w2

1 − 2w1w2
3z3 + 2w1z3 + w2

3z
2
3 + z2

3/(2a).

(31)

Although this variable transformation is not one to one in the whole (x, p)-space, it does not
matter, because the semi-canonical system we use is a local system and so we just need to consider
separately the domain x3 ∈ D1 = (−π/2, π/2) and x3 ∈ D2 = (−π,−π/2) ∪ (π/2, π).

The manifold of singular trajectories specified by z = 0 can be written as

S = {(x, p)|p3 = 0, p4 = 0, p2 = p1 tanx3, x4 = cx1(2 + sin2 x3) − cx2 sin x3 cosx3}.

Differentiating (z, w) defined in (29) with respect to time with the help of (1) and (22), we get the
system in form,































ż1 = z2,

ż2 = z3,

ż3 = z4 + f3(x, p),

ż4 = A(x, p) + B(x, p)u,

ẇ = F (x, p, u),

(32)

with

u =











1 if z1 > 0,

−1 if z1 < 0,

−A(x, p)/B(x, p) if z1 = 0,

where
A(x, p) = {h0(x, p), z4}, B(x, p) = {h1(x, p), z4} = β(x, p)/b.

Note that here we have u = −A/B = us, where us is given in (24). Hence we infer |u| < 1.
By substituting (31) into (32), we can obtain f3(z, w), A(z, w), B(z, w) and F (z, w, u). Then we
expand A(z, w) and B(z, w) in the vicinity of S by

A(z, w) = A(0, w) +

∞
∑

k=1

∂kA

∂zk
(0, w)

zk

k!
, B(z, w) = B(0, w) +

∞
∑

k=1

∂kB

∂zk
(0, w)

zk

k!
.

By taking α0(w) = A(0, w), β0(w) = B(0, w), system (27) is derived. We can see that system
(27) is a small perturbation of system (18) since condition (21) holds, i.e., condition (28) holds.
Moreover, the strengthened generalized Legendre-Clebsch condition (30) is derived from

β0(w) = −b
w1(1 + w2

3)

2w3
< 0,
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and (32) is transformed into a small perturbation system of form (27).

The functions f3(z, w), α0(w) and F (z, w, u) are different for x3 ∈ D1 and x3 ∈ D2. However,
we will see next that this difference does not have any influence in the demonstration of the
optimality result of chattering extremals.

Corollary 2. For the problem (MTTP), there exit two subbundles Σ+ and Σ− having the singular
surface S as a base, and two fibers N+ and N− of dimension two filled by chattering solutions.

Proof. It suffices to apply Lemma 5 and Proposition 1.

We define S0 = S ∩ {H ≡ 0}. Let us consider an optimal solution x(·) of (MTTP), and let us
assume that x(·) contains a singular arc defined on (t1, t2). Let

M∗
1 = {x2 = Ψ1(x1)} ∩ π∗(S0),

be the submanifold where the extremals come into and out of the image of the singular surface
π∗(S0), as shown in Figure 7.

Figure 7: Illustration of M∗
1 .

In the sequel, we want to analyze the optimality status of the chattering solutions with the
“target” submanifold M∗

1 . The optimality status of the chattering solutions starting from the
submanifold M∗

1 can be analyzed similarly by considering the subbundle Σ−.
We denote by N1 the lift of M∗

1 in (x, p)-space by associating x ∈ M∗
1 with the point (x, p(x))

that belongs to S0 and satisfies the transversality condition p1 = −p2Ψ
′
1(x1) (following from (9)).

Lemma 6. The submanifold N1 is Lagrangian submanifold of R
8 of codimension 7. Moreover,

the function Ψ1(·) can be chosen such that the submanifold N1 is transversal to the velocity vector
of the singular extremals in S.

Proof. From the definition of N1 and 4, we infer that that (x, p(x)) satisfies

p1 =
cosx3

a − cx1x2 cosx3 − (g0 + cx2
1) sin x3

,

p2 =
sinx3

a − cx1x2 cosx3 − (g0 + cx2
1) sin x3

,

p3 = 0, p4 = 0,

x2 − Ψ1(x1) = 0,

− x4 + cx1(1 + sin2 x3) − cx2 sin x3 cosx3 = 0,

Ψ′
1(x1) tanx3 + 1 = 0.
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Then, the x-component of the tangent vector to N1 can be written as

v1 =

(

1,
∂x2

∂x1
,
∂x3

∂x1
,
∂x4

∂x1

)⊤
,

where

∂x2

∂x1
= Ψ′

1(x1),
∂x3

∂x1
= −

Ψ′′
1(x1)

Ψ′
1(x1)

sin x3 cosx3,

∂x4

∂x1
= c(2 + sin2 x3) +

c

4

Ψ′′
1(x1)

Ψ′
1(x1)

(

2x1(2 + sin 2x3) sin 2x3 − x2 sin 4x3

)

.

Therefore, the 1-form ω̄ = pdx = p1dx1 + p2dx2 + p3dx3 + p4dx4 vanishes on every tangent vector
to the submanifold N1. Thus N1 is of codimension 7 and it is Lagrangian.

Moreover, the x-component of the velocity on the singular trajectories is

v2 = (ẋ1, ẋ2, ẋ3, ẋ4) = (a cosx3 − cx1x2, a sinx3 + cx2
1 − g0, x4 − cx1, bus)

⊤,

with u = −a(w)/b(w). Hence, to provide transversality, it suffices to choose the function Ψ1 such

that v1 and v2 are not proportional, e.g., Ψ′
1 6= a sin x3+cx2

1−g0

a cos x3−cx1x2
.

It follows from this lemma that the submanifold N∗ filled by singular extremals coming into
N1 is Lagrangian. According to Proposition 2, it suffices to prove the regularity of the projection
π∗ on π−1(N∗) using 2.

We denote by v3 the nonsingular velocity vector and by vk the derivative of the projection π∗

of ∂/∂z3. We set V = (v1, v2, v3, vk).

Theorem 1. If the function Ψ1(·) is chosen such that

detV 6= 0, (33)

then the chattering solutions of the problem (MTTP) are locally optimal in C0 topology.

Proof. On S0 we have

dπ∗
(

∂

∂z3

)

=
∂x1

∂z3

∂

∂x1
+

∂x2

∂z3

∂

∂x2
+

∂x3

∂z3

∂

∂x3
+

∂x4

∂z3

∂

∂x4
,

where

∂x1

∂z3
= 0,

∂x2

∂z3
=

w2w
2
3 − 2cw1w4w3 + 3w2

cw2
1w

2
3

,
∂x3

∂z3
= −

2w3

w1(1 + w2
3)

,
∂x4

∂z3
= −

w2

w2
1w3

,

and hence it follows that

dπ∗
(

∂

∂z3

)

=

(

0,
w2w

2
3 − 2cw1w4w3 + 3w2

cw2
1w

2
3

,−
2w3

w1(1 + w2
3)

,−
w2

w2
1w3

)⊤
.

Denote dπ∗
(

∂

∂z3

)

as vk. Using (23) and (29) we can get vk(w) as a vector depending on state

variable x, i.e. vk(x).
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According to Lemma 2 and Remark 5, if v1, v2, v3 and dπ

(

∂

∂z3

)

are linearly independent, then

the projection is regular. In our problem, we have that the nonsingular velocity vector associated
with u = 1 is

v3 = (ẋ1, ẋ2, ẋ3, ẋ4) = (a cosx3 − cx1x2, a sinx3 + cx2
1 − g0, x4 − cx1, b)

⊤.

Therefore, if the condition (33) is satisfied on the points of N1, then, the curve N1 has been
chosen such that the conditions of Proposition 2 are fulfilled and so it generates the field of locally
optimal chattering solutions in C0 topology.

Remark 6. The condition (33) in Theorem 1 is always satisfied if one chooses an appropriate
function Ψ1(·). Indeed, we have

detV =

4
∑

i=1

vi,1Di,1,

where Di,1 is the (i, 1) minor. Some calculations show that D4,1 = 0, and hence (33) becomes
detV = D1,1 − Ψ′

1D2,1 − Ψ′′
1/Ψ′

1D3,1 6= 0. It suffices to ensure that Di,1, i = 1, 2, 3, do not vanish
simultaneously. We prove this fact by contradiction: otherwise, it is easy to check that they yield
three independent constraints in the x-space, and moreover, they are independent of the constraints
y3 = 0 and x2 = Ψ(x1) for the singular surface S. In this case, the number of constraints is larger
than the dimension of the x-space. Therefore, Di,1, i = 1, 2, 3 do not vanish simultaneously.

4 Chattering prediction

Since the chattering phenomenon causes deep difficulties for practical implementation, due to the
fact that an infinite number of control switchings within finite time cannot be realized in real-life
control strategies, in this section our objective is to provide precise conditions under which we can
predict that an optimal singular arc does not appear, and thus there is no chattering arcs.

A maneuver with γf > γ0 (resp., γf < γ0) is said to be a anticlockwise maneuver (resp., a
clockwise maneuver). In practice, the values of x30 and x3f are chosen in (0, π/2), and the values
of γ0, x40 are chosen such that |γ0 − x30| 6 0.1 and |x40| 6 0.1.

We distinguish between those two maneuvers because of the gravity force imposed to the
spacecraft. We will see further, in the numerical results, that the clockwise maneuver is easier
to perform than the anticlockwise maneuver, in the sense that the clockwise maneuver time is
shorter (in time), and there is less possibility of encountering a singular arc. This fact is due to the
nonlinear effects caused by the gravity force. Indeed, intuitively, the gravity force tends to reduce
the value of x2, and hence the value of tan γ = x2/x1 tends to get smaller. Then the spacecraft
velocity turns naturally to the ground (pitch down) under the effect of the gravity. This tendency
helps the clockwise maneuver to be “easier”.

Although we have set c = 10−6 (see Table 1), we have c 6 10−6 in real-life, since c = 1/r where
r is a distance not less than the radius of the Earth. The case c = 0 corresponds to a flat-Earth
case, and the case c ∈ (0, 10−6] will be referred to as the non-flat case.

4.1 Flat-Earth case c = 0

We can see from (4) that γ̇ is much smaller than ẋ3 and ẋ4 given by (2). Therefore, the main factor
that affects the total maneuver time is the time to change γ from γ(0) = γ0 to γ(tf ) = γf = x3f .
In order to shorten the maneuver time, it is required to keep γ̇ as large as possible.
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To this aim, we consider the time minimum control problem in which x3 is seen as a control.
We call this problem the problem of order zero, i.e.,

min tf s.t.

ẋ1 = a cosx3, ẋ2 = a sin x3 − g0,

x1(0) = v0 cos γ0, x2(0) = v0 sin γ0, x2(tf ) − x1(tf ) tan γf = 0,

The optimal solution of this problem is easy to compute (explicitly) with the PMP. The optimal
control on [0, tf ] is given by

x3(t) = x∗
3 =

{

γf + π/2, if x20 cos γf 6 x10 sin γf ,

γf − π/2, if x20 cos γf > x10 sin γf ,
(34)

and the maneuver time is

tf =
(x10 tan γf − x20) cos γf

a sin(x∗
3 − γf ) − g0 cos γf

.

Moreover, the adjoint vector is given by

(p1, p2) = (sin γf ,− cosγf )
p0

a sin(x∗
3 − γf ) − g0 cos γf

.

Remark 7. From this expression, we see that g0 makes the anticlockwise maneuver slower, i.e.,

tf >
(x10 tan γf−x20) cos γf

a sin(x∗

3
−γf ) , and the clockwise maneuver faster, i.e., tf 6

(x10 tan γf−x20) cos γf

a sin(x∗

3
−γf ) . There-

fore, the clockwise maneuver is “easier” to perform than the anticlockwise maneuver thanks to the
gravity, which corresponds to intuition, as saif at the beginning of this section.

Turning back to the problem (MTTP) in the flat-Earth case, from Lemma 4, the singular
surface is given by

S = {(x, p) | x3 = x∗
3, x4 = 0, p1 = −p0 cosx∗

3/(a − g0 sin x∗
3),

p2 = −p0 sin x∗
3/(a − g0 sin x∗

3), p3 = 0, p4 = 0}.

It is interesting to see that the solution of the problem of order zero coincides with the singular
solution of problem (MTTP) in the flat-Earth case. We have the following results.

Lemma 7. Let x(·) be an optimal solution of (MTTP) in the flat-Earth case, associated with
the control u. If x(·) contains at most one point of S2 = {(x, p)|x3 = x∗

3}, then the control u is
bang-bang and switches at most two times.

Proof. If u(·) is singular, then (x(·), p(·)) is contained in S ⊂ S2. From the definition of S, it is
easy to prove that x(t1) 6= x(t2) for any t1 6= t2 in [0, tf ], which means that (x(t1), p(t1)) and
(x(t2), p(t2)) are two different points of S2. This contradicts the condition that x(·) contains at
most one point of S2. Therefore, u(·) is bang-bang.

It suffices to prove that if x(·) contains at most one point of S2, then ϕ̈(t), t ∈ [0, tf ], remains
of constant sign and has at most one zero. Indeed, if this is true, then ϕ̇(t) = −p3(t) is monotone,
and it follows that the first derivative of the switching function ϕ(t) has at most two zeros, which
means that the control u has at most two switchings. Let us prove this fact by contradiction.
If there exists t1 ∈ [0, tf ] such that (x(t1), p(t1)) ∈ S2, using p1 + tan γfp2 = 0 (transversality
condition) and p1, p2 6= 0, we have

ϕ̈(t1) = −ṗ3(t1) = −a(p1 sin x3 − p2 cosx3) = ap2 cos(x3 − γf )/ cos γf = 0.
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From the continuity of ϕ̈(·), we get that there exist two times τi < t1 and τj > t1 such that
ϕ̈(τi)ϕ̈(τj) < 0. It follows that x3(t1) and x3(t2) are on different sides of x∗

3 = γf ± π/2, i.e.,
(x3(t1) − x∗

3)(x3(t2) − x∗
3) < 0. However, we know that x30 and x3f = γf are on the same side of

x∗
3, i.e., (x30 − x∗

3)(x3f − x∗
3) < 0, and hence there must exist another time t2 at which ϕ̈(t2) = 0

((x(t2), p(t2)) ∈ S2) in order to allow the trajectory to reach the terminal submanifold. This is a
contradiction.

We denote a bang arc with u = 1 (resp. u = −1) as A+ (resp. A−), and we denote a chattering
arc and a singular arc by Ac and As, respectively. Let Fx3

be the union of all trajectories x(·)
consisting of three different bang arcs satisfying the terminal conditions x(0) = x0 and x3(tf ) = x3f ,
x4(tf ) = 0. These trajectories are of the form A+A−A+ or A−A+A−. Easy calculations show that
the optimal control u(t) and the trajectory x(t) of the form A+A−A+ (resp. A−A+A−) are given
by

u(t) =











+1, t ∈ [0, τ1), (resp.,−1)

−1, t ∈ [τ1, τ2) ∪ [τ2, τ3), (resp., +1)

+1, t ∈ [τ3, tf ], (resp.,−1)

and

x1(t) = v0 cos γ0 +

∫ t

0

a cosx3(s)ds,

x2(t) = v0 sin γ0 +

∫ t

0

a sinx3(s) − g0ds,

x3(t) =







































x30 + x40t + bt2/2, t ∈ [0, τ1), (resp., x30 − x40t − bt2/2, )

x3(τ1) + (x40 + bτ1)(t − τ1) − b(t − τ1)
2/2, t ∈ [τ1, τ2),

(resp., x3(τ1) − (x40 + bτ1)(t − τ1) + b(t − τ1)
2/2, )

x̄3 − b(t − τ2)
2/2, t ∈ [τ2, τ3), (resp., x̄3 + b(t − τ2)

2/2, )

x3(τ3) − b(τ3 − τ2)(t − τ3) + b(t − τ3)
2/2, t ∈ [τ3, tf ],

(resp., x3(τ3) + b(τ3 − τ2)(t − τ3) − b(t − τ3)
2/2, )

x4(t) =



















x40 + bt, t ∈ [0, τ1), (resp., x40 − bt, )

x40 + bτ1 − b(t − τ1), t ∈ [τ1, τ2), (resp., x40 − bτ1 + b(t − τ1), )

−b(t − τ2), t ∈ [τ2, τ3), (resp. b(t − τ2), )

−b(τ3 − τ2) + b(t − τ3), t ∈ [τ3, tf ], (resp., b(τ3 − τ2) − b(t − τ3), )

(35)

with

τ1 = −
x40

b
+

√

x2
40

2b2
−

x30 − x̄3

b
, τ2 = 2τ1 +

x40

b
, τ3 = τ2 +

√

−
x3f − x̄3

b
, tf = 2τ3 − τ2,

(

resp., τ1 = −
x40

b
+

√

x2
40

2b2
+

x30 − x̄3

b
, τ2 = 2τ1 +

x40

b
, τ3 = τ2 +

√

x3f − x̄3

b
,

tf = 2τ3 − τ2,
)

where x̄3 is the maximal (resp., minimal) value of x3(t), t ∈ [0, tf ]. Besides, by integration, we
have

p3(t) = p3(0) +

∫ t

0

a(p1 sin x3(τ) − p2 cosx3(τ)) dτ = p3(0) −
ap2

cos γf

∫ t

0

cos(x3(τ) − γf ) dτ,
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and

p4(t) = p4(0) − p3(0)t +
ap2

cos γf

∫ t

0

∫ s

0

cos(x3(τ) − γf ) dτ ds. (36)

Using p4(τ1) = p4(τ3) = 0, we get

p3(0) =
ap2

(τ3 − τ1) cos γf

(
∫ τ3

0

∫ s

0

cos(x3(τ) − γf ) dτ ds −

∫ τ1

0

∫ t

0

cos(x3(τ) − γf ) dτ ds

)

, (37)

and

p4(0) =
ap2

cos γf

( τ1

(τ3 − τ1)

∫ τ3

0

∫ s

0

cos(x3(τ) − γf ) dτ ds

−
τ3

(τ3 − τ1)

∫ τ1

0

∫ s

0

cos(x3(τ) − γf ) dτ ds
)

. (38)

From H(0) = 0 and using the transversality condition, we infer p1 and p2 as functions of x̄3

provided p0 6= 0. Actually, p0 is indeed nonzero, otherwise, using H(0) = 0, the transversality
condition and equations (37) and (38), we would infer that p = 0, which is absurd. We see that,
if moreover x2(tf ) = x1(tf ) tanx3f , then the trajectories x(t) in Fx3

together with p(t) satisfy all
necessary conditions of the PMP.

The value x̄3 can be numerically derived from the condition x2(tf ) = x1(tf ) tanx3f , and then
(x(t), p(t)) is obtained. In fact, for given terminal conditions x(0) = x0, x3(tf ) = x3f and x4(tf ) =
0, Fx3

can be seen as a one-parameter family of trajectories with parameter x̄3. Hence, for any

given x̄3 ∈ (max(x̄30, x3f ), x∗
3] (resp., x̄3 ∈ [x∗

3, min(x̄30, x3f ))) with x̄30 = x30 − x2
40

2b signx40, we
have

γf (x̄3) = γ(tf (x̄3)) = arctanx2(tf (x̄3))/x1(tf (x̄3)). (39)

If we have

∂γf (x̄3)

∂x̄3
=

1

v

(

∂x2(tf (x̄3))

∂x̄3
cos γf −

∂x1(tf (x̄3))

∂x̄3
sinγf

)

=
1

vf tf

∫ tf

0

(

a
(

T1 sin(x̄3 − γf ) + tf cos(x̄3 − γf )
)

− g0T1 cos γf

)

dt

=
1

vf tf

∫ tf

0

(

a
√

T 2
1 + t2f sin(x̄3 − γf + ϕ̄) − g0T1 cos γf

)

dt > 0,

(40)

where

vf =
√

x1(tf (x̄3))2 + x2(tf (x̄3))2, ϕ̄ = arctan

(

tf
T1

)

,

T1 =
1

√

(x̄3 − x30)/b + x2
40/(2b2)

+
1

√

(x̄3 − γf )/b
,

for all x(t) in Fx3
, then we have that γf (x̄3) is monotone with x̄3. Therefore, the value of γf (x̄3)

reaches its maximum (resp., minimum) when x̄3 = x∗
3. In this sense, we have a reachable set of γf

as a function of x̄3.

Remark 8. In the anticlockwise case, the trajectories generally take the form of A+A−A+. How-
ever, if the condition (40) is valid, γf (x̄3) achieves a minimum extremal value over [max(x̄30, x3f ), x∗

3]
when x̄3 = max(x̄30, x3f ). Then, if γf < γf (x3f ), the trajectory takes the form A−A+A−.
There exists a x̂3 = x̄3 ∈ [x∗

3, min(x̄30, x3f )) such that γf (x̂3) = γ0. Hence, x̄3 takes value in
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Dac
x3

= (max(x̄30, x3f ), x∗
3] ∪ [x̂3, min(x̄30, x3f )) for anticlockwise maneuvers. For the clockwise

maneuvers, we have that x̄3 takes value in Dc
x3

= (max(x̄30, x3f ), x̂3] ∪ [x∗
3, min(x̄30, x3f )) where

x̂3 ∈ (max(x̄30, x3f ), x∗
3] being the extremal value such that γf (x̂3) = γ0.

The positivity condition (40) is hard to check explicitly, however, numerically this condition
can be verified easily for given terminal conditions. This is why we take it as an assumption.
Accordingly, we make the following assumptions throughout this section. The first assumption is
that τ1, τ2, τ3 and tf are nonnegative real numbers. The second assumption is that (40) holds. The
third one is that the spacecraft would not crash after the maneuver. The results of our numerical
simulations are consistent with these assumptions:

• the real numbers x30, x40, x3f are chosen such that τ1 > 0, τ2 > 0, τ3 > 0 and tf > 0;

• for every x̄3 ∈ (max(x̄30, x3f ), x∗
3] (resp., x̄3 ∈ [x∗

3, min(x̄30, x3f ))) with x̄30 = x30−
x2
40

2b signx40,
we have

∫ tf

0

sin(x̄3 − γf + ϕ̄) dt >
g0tf cos γf

a
√

1 + tan2 ϕ̄
;

• x1(tf ) > 0, x2(tf ) > 0.

Under these assumptions, we have the following chattering prediction result.

Theorem 2 (Chattering prediction). Let x(·) ∈ Fx3
be an optimal trajectory of (MTTP) in the

flat-Earth case. In the anticlockwise case (resp., in the clockwise case), if

SC > 0 (resp., if SC 6 0), (41)

with SC defined by
SC = x2(tf (x∗

3)) − x1(tf (x∗
3)) tan γf , (42)

where x1(tf (x∗
3)) = x10 +

∫ tf (x∗

3)

0
a cosx3(t) dt, x2(tf (x∗

3)) = x20 +
∫ tf (x∗

3)

0
(a sin x3(t) − g0) dt, and

x3(t) is calculated from (35) with x̄3 = x∗
3, then x(·) does not involve any singular arc.

Proof. In the conterclockwise case, if SC > 0, then we get from (39) and (42) that tan γf (x∗
3) >

tan γf provided that x1(tf ) > 0 and that x2(tf ) > 0. Using that γf = x3f ∈ Df , it follows that
(γf (x∗

3) − γ0) > (γf − γ0). Since ∂γf(x̄3)/∂x̄3 > 0, we infer from the implicit function theorem
that there exists a x̄3 = X (γf ) ∈ Dac

x3
, where X (·) is C1 function, such that γf (x∗

3) > γf (x̄3) and
that the corresponding trajectory x(t) is an optimal trajectory for (MTTP) with terminal value
of γf (x̄3). The proof is similar in the clockwise case.

Remark 9. If (41) is not satisfied, then there are two possible types of solutions: one has more
bang arcs, the other has a singular arc with chattering arcs around the singular junctions. The
points of S2 actually correspond to the zeros of the second-order time derivative of the switching
function (z3 = 0 in the semi-canonical form), and so the zeros of S2 will impose an immediate effect
on the switching function, but ensure the switching function to have more possible switchings. The
numerical results show that the additional bang arcs lead to extremals that are closer to the singular
surface with an exponential speed.
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4.2 Non-flat case c > 0

If c > 0 then the analysis of the problem (MTTP) becomes more complicated, but we are able as
well to describe the set of initial data for which optimal trajectories do not have any singular arc,
as we will see next.

We assume that the condition (40) still holds, i.e.,
∂γf (x̄3)

∂x̄3
> 0, and the real numbers x30, x40,

x3f are chosen such that τ1 > 0, τ2 > 0, τ3 > 0 and tf > 0. Assume moreover that the real
numbers v0 and γ0 are chosen such that the two components of the velocity are positive along the
whole trajectory, i.e., x1(t) > 0, x2(t) > 0, t ∈ [0, tf ]. Using Table 1, we have

ẋ1(t) ∈ [a cosx3 − cv2
max, a cosx3],

ẋ2(t) ∈ [a sinx3 − g0, a sinx3 − g0 + cv2
max],

ẋ3(t) ∈ [x4 − cvmax, x4],

where v2
max ≈ (x10 + aT )2 +(x20 + aT + a2cT 3/3)2 < v2

m. It can be seen that the terms in c in the
dynamics cause a decrease of x1 and x3, and an increase of x2. We consider the auxiliary problem











min tf

ẋ1 = a cosx3 − c1x1x2, ẋ2 = a sinx3 − g0 + c1x
2
1, ẋ3 = x4 − cvmax, ẋ4 = bu,

x(0) = x0, x3(tf ) = x3f , x4(tf ) = 0,

where c, c1 ∈ [0, 10−6]. Similarly to the flat-Earth case, the solutions of this problem, of the form
A+A−A+ (resp., A−A+A−), can be obtained by integrating the dynamical system, by using the
control

u(t) =











+1, t ∈ [0, τ̃1), (resp.,−1)

−1, t ∈ [τ̃1, τ̃2) ∪ [τ̃2, τ̃3), (resp., +1)

+1, t ∈ [τ̃3, t̃f ], (resp.,−1)

with

τ̃1 = −
(x40 − cvmax)

b
+

√

(x40 − cvmax)2

2b2
−

x30 − x̄3

b
, τ̃2 = 2τ1 +

(x40 − cvmax)

b
,

τ̃3 = τ2 +

√

(−cvmax)2

2b2
−

x3f − x̄3

b
, t̃f = 2τ3 −

cvmax

b
− τ2.

(

resp., τ̃1 = −
(x40 − cvmax)

b
+

√

(x40 − cvmax)2

2b2
+

x30 − x̄3

b
, τ̃2 = 2τ1 +

(x40 − cvmax)

b
,

τ̃3 = τ2 +

√

(−cvmax)2

2b2
+

x3f − x̄3

b
, t̃f = 2τ3 −

cvmax

b
− τ2

)

Let γ̃f (x∗
3, c, c1) = min

(

γ(tf (x∗
3), c > 0, c1 = 0), γ(tf(x∗

3), c > 0, c1 > 0)
)

for this problem. Based
on the numerical results, we make the following assumptions:

• γ̃f (x∗
3, c, c1) > γf (x∗

3) = γf (tf (x∗
3), c = 0, c1 = 0) in the anticlockwise maneuvers;

• γ̃f (x∗
3, c, c1) 6 γf (x∗

3) = γf (tf (x∗
3), c = 0, c1 = 0) in the clockwise maneuvers;

Under these assumptions, we have the following result.

Corollary 3. Let x(·) be an optimal trajectory of (MTTP) in the non-flat case. Then:
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• for an anticlockwise maneuver, if (41) holds true then x(·) does not have any singular arc;

• for a clockwise maneuver, if

S̃C = x2(t̃f (x∗
3), c, c1) − x1(t̃f (x∗

3), c, c1) tan γf 6 0,

where x2(t̃f (x∗
3), c, c1)/x1(t̃f (x∗

3), c, c1) = tan γ̃f (x∗
3, c, c1), then x(·) does not have any singu-

lar arc.

Proof. For an anticlockwise maneuver (resp. a clockwise maneuver), we have that if SC > 0
(resp. S̃C 6 0), then 0 6 γf 6 γf (x∗

3) 6 γ̃f (x∗
3, c, c1), (resp., 0 > γf > γ̃f (x∗

3, c, c1)), and thus

there exists a x̄3 = X̃ (γf ) such that
(

γf (x̄3, c > 0, c1 > 0) − γ0

)

6
(

γ̃f (x∗
3, c, c1) − γ0

)

, (resp.,
(

γf (x̄3, c > 0, c1 > 0) − γ0

)

>
(

γ̃f (x∗
3, c, c1) − γ0

)

), and its associated trajectory is an optimal
solution of the problem (MTTP).

Remark 10. Similarly to Remark 9, in the non-flat case, numerical results show that if the
conditions in Corollary 3 are not satisfied, then the trajectories will have more bang arcs until the
singular arc finally appear with chattering type junctions.

5 Numerical Results

In this section, we compute numerical optimal strategies, for different initial conditions, either by
means of a direct method, or by means of an indirect one (shooting method). It is important
to note that, if the optimal trajectory involves a singular arc and thus has chattering, then the
shooting method fails in general. Indeed, the infinite number of switchings may cause a failure
in the numerical integration of the dynamical system, and then direct methods may therefore be
more appropriate to approach chattering. However, since they are based on a discretization, they
can only provide a sub-optimal solution of the problem, having a finite number of switchings.

In the first subsection, we provide several numerical simulations, where the optimal solutions
are computed by means of a shooting method, in situations where the optimal trajectory is known
to be bang-bang, without any singular arc, and with a finite number of switchings.

In the second subsection, we describe in more details sub-optimal strategies, and we provide
evidence of their relevance in cases where we have chattering.

In our numerical simulations, we consider the initial and final conditions settled in Table 2.

x30 x40 x10 x20 x3f x40 x2f − x1f tan x3f

Counter-clockwise 1.3 0.0 v0 cosx30 v0 sin x30 1.5 0.0 0.0
Clockwise 1.5 0.0 v0 cosx30 v0 sin x30 1.3 0.0 0.0

v0 = (x2
10 + x2

20)
1/2

Table 2: Initial and final conditions.

Here, we set γ(0) = γ0 = x30, meaning that before the maneuver the spacecraft was on a
trajectory with angle of attack equal to zero.

Recall that when the optimal trajectory contains a singular arc, then the extremal is normal,
i.e. p0 6= 0 (see Lemma 4). Moreover, in the flat-Earth case, we have seen from the analysis
in Section 4.1 that the bang-bang extremals are normal in case of two control switchings. The
argument was based on equations (37) and (38). Furthermore, it is not difficult to see that if the
control switches at least two times, then the extremals are normal. Therefore, abnormal extremals
may only occur whenever the control switches at most one time.
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In the non-flat case, since c > 0 is very small, we can assume that p0 < 0 though the abnormal
extremals may also exist with a few certain terminal conditions. Thus, the adjoint vector can
be normalized by p0 = −1. The results of the numerical simulations are consistent with this
assumption.

5.1 Chattering prediction

In practice, the terminal condition that can take very different values is the initial modulus of
velocity v0. Hence, we next investigate the influence of v0 on the occurrence of optimal singular
arcs.

Flat-Earth case with two switchings. If we consider v0 as variable and if we take c = 0,
then, by solving SC = 0, we get v̄up = v0 = 1086.2 m/s (resp., v̄down = v0 = 1694.3 m/s) for
anticlockwise maneuvers (resp., for clockwise maneuvers). When v0 6 v̄up (resp., v0 6 v̄down), we
have SC > 0 for anticlockwise maneuvers (resp., SC 6 0 for clockwise maneuvers). In this case,
according to Theorem 2, there is no singular arc in the optimal solution. Moreover, the maneuver
times for both maneuvers are the same, i.e., tf = 36.5437 s.

Using an indirect method (shooting method), we compute the optimal solutions of the problem
(MTTP), in the absence of a singular arc. Recall that the indirect method does not work when
there are chattering arcs. From the prediction above, we should therefore be able to use successfully
an indirect method when v0 6 v̄up. We will see in numerical simulations that the indirect method
works when the trajectory consists of three bang arcs, but fails otherwise due to chattering.

Figure 8 provides the solutions for two different values of the initial velocity modulus v0 for the
anticlockwise case, i.e., v0 = v̄up = 1086.2 m/s (plotted in solid lines) and v0 = 1080 m/s (plotted in
dashed lines). Figure 9 shows the solutions of clockwise maneuvers with v0 = v̄down = 1694.3 m/s
(plotted in solid lines) and v0 = 1690 m/s (plotted in dashed lines). The red star points represent
the touching point of the trajectories with the surface S2 (where x3(t) touches x∗

3). It is shown in
Figure 8 that there is no singular arc in the trajectories when v0 < v̄up (resp., in Figure 9 when
v0 < v̄down). The control switchings two times and the x̄3 associated with the dashed line is smaller
than x∗

3 = x3f + π/2 (resp. bigger than x∗
3 = x3f − π/2).

0 10 20 30

1.5

2

2.5

3

t: s

x 3: r
ad

0 10 20 30
−0.2

−0.1

0

0.1

0.2

t: s

x 4: r
ad

/s

0 10 20 30
−1

−0.5

0

0.5

1

t: s

u

15 20

3.05

3.1

9.5 10
0.18

0.185

9 9.510
0.46
0.48
0.5

 

 

Figure 8: Time history of x3, x4 and u when v0 = v̄up and v0 = 1080 m/s

In Remark 9, we mentioned that, when the condition (41) is not satisfied, there are more bang
arcs until the appearance of a singular arc. We will show next the solutions with more switchings.

32



10 20 30

0

0.5

1

1.5

t: s

x 3: r
ad

0 10 20 30
−0.2

−0.1

0

0.1

0.2

t: s

x 4: r
ad

/s

0 10 20 30
−1

−0.5

0

0.5

1

t: s

u

16 18 20

−0.26
−0.24

9.49.59.6
−0.188
−0.186
−0.184 9 9.5

−0.68
−0.66
−0.64

Figure 9: Time history of x3, x4 and u when v0 = v̄down and v0 = 1690 m/s

As remarked, these results will show that the extremals will get closer to the singular surface S
when more bang arcs are present.

Flat-Earth case with more switchings. In fact, we can compute the corresponding value of
v0 for optimal controls with different number of switchings, in the following way. Let us assume
that the optimal control u has 2m, m = 1, · · · , N switchings and u(0) = u0 being +1 or −1, i.e.,

u(t) =































u0, t ∈ [τ0, τ1],

−u0, t ∈ [τ4j−3, τ4j−1],

u0, t ∈ [τ4j−1, τ4j+1],

−u0, t ∈ [τ4m−3, τ4m−1],

u0, t ∈ [τ4m−1, τ4m],

with j = 1, · · · , (m − 1), t0 = τ0, tf = τ4m, then we know that ϕ(τ2k+1) = p4(τ2k+1) = 0,
k = 0, · · · , 2m − 1. Here we have additionally h1(τ2m) = p4(τ2m) = 0, because the maximum v0

corresponding to 2m switchings happens when u is about to have one more switchings between
τ2m−1 and τ2m+1.

Let q =
(

x3(τ2k)
)

k=1,··· ,2m−1
be the variable vector (of dimension 2m − 1). On Figure 10 are

represented p4(t), p3(t), x4(t) and x3(t) for an anticlockwise maneuver with m = 3, the variable
q = (q1, · · · , q5) is of dimension 2m − 1.

Using (36), we derive 2m− 1 constraints on q without the adjoint vector p, i.e.,

τk1
− τk2

τk3
− τk4

=

∫ τk1

0

∫ τ

0 cos(x3(s) − γf ) ds dτ −
∫ τk2

0

∫ s

0 cos(x3(s) − γf ) ds dτ
∫ τk3

0

∫ τ

0 cos(x3(s) − γf ) ds dτ −
∫ τk4

0

∫ τ

0 cos(x3(s) − γf ) ds dτ
, (43)

where k1, k2, k3, k4 ∈ {2k +1 | k = 0, · · · , 2m− 1}∪{2m} and k1 6= k2, k3 6= k4. Note that at least
one of these equations must involve τ2m.

Since x3(τ2k), k = 1, · · · , 2m−1 are local extrema, we must have x4(τ2k) = 0, k = 1, · · · , 2m−1.
By integrating the system from x(0) = x0 and requiring that

x4(τ2k) = 0, k = 1, · · · , 2m − 1,

x3(τ2k) = q, k = 1, · · · , 2m − 1,

x3(tf ) = x3f , x4(tf ) = 0,
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Figure 10: Example of trajectory associated with optimal control of 6 switchings.

we can parametrize the τk, k = 1, · · · , 4m by q, and hence as well the trajectories x3(t) and x4(t)
which are parametrized by τk, k = 1, · · · , 4m. More precisely, we have

τ1 = −
x40

b
+

√

x2
40

2b2
+

|q(1) − x30|

b
, τ2 = τ1 +

√

x2
40

2b2
+

|q(1) − x30|

b
,

τ2k+1 = τ2k +

√

|q(k) − q(k + 1)|

b
, τ2k+2 = τ2k+1 +

√

|q(k) − q(k + 1)|

b
, k = 1, · · · , 2m − 2,

τ4m−1 = τ4m−2 +

√

|q(2m − 1) − x3f |

b
, τ4m = τ4m−1 +

√

|q(2m − 1) − x3f |

b
.

Hence, we can get the value of q by solving (43). Then taking v0 as variable and γ(tf ) = γf as
shooting function, we can derive the maximum v0 that can be used when we expect the control to
have 2m− 1 switchings.

Using this method, we get that, in the anticlockwise case, when v0 ∈ (v̄up, 1183.4] m/s, the con-
trol u(t) has two switchings. When v0 ∈ (1183.4, 1999.3] m/s, the control u(t) has four switchings.
Then when v0 ∈ (1999.3, 2132.1] m/s, the control u(t) has six switchings.
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Figure 11: Switching function ϕ(t) when v0 = 1999.3 m/s in the anticlockwise case.
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Figures 11 and 12 give the time history of the switching function ϕ(t) = h1(t) when v0 =
1999.3 m/s and v0 = 2132.1 m/s, respectively. Observing from the zoom-in windows of the figures,
we see that the switching function is almost equal to zero when t ∈ [22, 26] s and t ∈ [22, 28] s.
This implies that the associated extremals are very close to the singular surface S along these time
intervals. These figures also show that the additional bang arcs lead rapidly the extremals to get
closer to the singular surface S (see Remark 9).
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Figure 12: Switching function ϕ(t) when v0 = 2132.1 m/s in the anticlockwise case.

Note that when u(t) has 2m switchings, the trajectory of x3(t) has between max(0, 2m − 2)
and 2m contact points with the surface S2. Figure 13 shows the comparison of solutions with
v0 = 1350 m/s (solid line) and v0 = 1683 m/s (dashed line). They both belong to the four
switchings case, i.e., m = 2. We can see that the solid line touches the surface S2 two times, while
the dashed line touches four times.
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Figure 13: Time history of x3, x4 and u when v0 = 1350 m/s and v0 = 1683 m/s

Non-flat case. When c > 0, according to Corollary 3, there does not exist any singular arc for
anticlockwise maneuvers when v0 6 v̄up. For clockwise maneuvers, if v0 6 ṽdown = 1624.3 m/s,

then there is no singular arc (this condition is obtained by solving S̃C = 0 with c = 0 and
c1 = 10−6). The assumptions are also verified.
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In Figure 14, setting v0 = v̄up, we compare in anticlockwise case the solution with c > 0 (plotted
with solid line) and the solution with c = 0 (plotted with dashed line). The trajectory x3(t) in the
flat-Earth case in fact reaches the surface S2 in smaller time than in the non-flat case.
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Figure 14: Time history of x3, x4 and u when c = 0, c = 10−6 and v0 = v̄up

Let v0 = ṽdown = 1624.3 m/s. Figure 15 gives a comparison in the clockwise cases of the
solution with c > 0 (plotted with solid lines) and the solution with c = 0 (plotted with dashed
lines). Both trajectories do not touch the surface S2 and the trajectory in the non-flat case gets
“closer” to S2. The control switchings two times and there is no singular arc.
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Figure 15: Time history of x3, x4 and u when c = 0 and c = 10−6

In other simulations, we also observe that when v0 < ṽdown, the optimal control only has two
switchings and x3 will not reach to x∗

3. However, when v0 > ṽdown, new bang arcs appear and the
trajectory tends to have chattering arcs. These results illustrate Corollary 3 and Remark 10.

5.2 Sub-optimal strategies

Let N be a positive integer. We consider a subdivision 0 = t0 6 t1 6 · · · 6 tN = tf of the interval
[0, tf ] (where ti are unknown), and we consider piecewise constant controls over this subdivision,
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thus enforcing the control to switch at most N times. We consider the optimal control problem
(MTTP) with this restricted class of controls, that we denote by (MTTP)N .

Solving this problem provides what we call a sub-optimal strategy (with at most N switchings),
because the optimal value of (MTTP)N must be less than or equal to the optimal value of
(MTTP).

By the way, we expect that, (MTTP)N Γ-converges to (MTTP) as N → +∞, meaning that,
in particular, the optimal value of (MTTP)N converges to that of (MTTP). We will come back
on this issue later.

As in classical direct methods in optimal control, we propose to solve numerically the problem
(MTTP)N , where the unknowns are the nodes ti of the subdivision, and the values ui of the
control over each interval (ti, ti+1). More conveniently, instead of considering the switching times
ti as unknowns, we consider the durations ti+1 − ti as unknowns. Note that these durations may
be equal to 0.

The control is kept constant along each interval of the subdivision, but in order to discretize
the state in a finer way, we consider another (much) finer subdivision to compute the discretized
state.

We solve the resulting optimization problem by using IPOPT (see [45]) combined with the
modeling language AMPL (see [16]).

Numerical results for anticlockwise maneuvers. We consider first the case of anticlockwise
maneuvers. Let v0 = 3000 m/s. For N = 500, the numerical optimal solution of (MTTP)N is
provided on Figures 16 and 17. This simulation provides numerical evidence of the fact that we
have a singular arc for t ∈ [25.7, 28.1] s, with a chattering phenomenon at the junction points with
the singular arc (see Figure 16, on the right, where a zoom is made on those points). The singular
control takes values in [−0.0016,−0.0013].

Moreover, the coordinates x3(t) and x4(t) oscillate around x3 = x∗
3 and x4 = 0 respectively,

and the coordinates x1(t) and x2(t) oscillate around a straight line in the vicinity of the singular
arc of the flat-Earth case. This indicates that the singular arc of the non-flat case does not vary
much from that of the flat-Earth case.
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Figure 16: Control u(t) in anticlockwise maneuver

Numerical results for clockwise maneuvers. For clockwise maneuvers, still taking N = 500,
the numerical optimal solution of (MTTP)N is provided on Figures 18 and 19. By comparing the
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Figure 17: State variable x(t) in anticlockwise maneuver.

clockwise maneuver in Figure 18 and 19 and the anticlockwise maneuver in Figure 16 and 17, we
see that, when x4(0) = 0, to realise the same |γf − γ0|, one need 62.43 s for the anticlockwise case
and only 59.26 s for the clockwise case.
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Figure 18: Optimal control in clockwise maneuver.

Γ-convergence of (MTTP)N towards (MTTP). It seems natural to expect that, if N → +∞,
then the solution of (MTTP)N converges to the solution (if it is unique) of (MTTP). At least,
Γ-convergence is expected. Such an analysis is beyond the scope of the present paper, however it
is interesting to provide numerical simulations, for an anticlockwise maneuver, with several values
of N :

N ∈ {6, 8, 10, 12, 14, 16, 18, 20, 30, 40, 50, 100, 200, 300, 400}.

Figure 20 provides the numerical optimal control obtained for (MTTP)N . We observe that, when
N becomes larger, then the optimal control seems to converge to its expected limit, that is the
optimal control of (MTTP) with a singular arc and chattering. On Figure 21, we have reported the
values of the maneuver time, in function of N . We observe that they seem decrease exponentially
with respect to N . This numerical observation is important because, in practice, this means that it
is not necessary to take N too large. Even with quite small values of N , the minimal time obtained
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Figure 19: State x(t) in clockwise maneuver.

for (MTTP)N seems to be very close to the minimal time for (MTTP). Hence the sub-optimal
strategy seems to be a very good solution in practice, to bypass the problems due to chattering.

We conclude with the following conjecture.

Conjecture. With obvious notations, we denote by (xN (·), uN (·), tNf ) the optimal solution of
(MTTP)N , and by (x(·), u(·), tf ) the optimal solution of (MTTP) (assuming that they are
unique). Then tNf → tf exponentially, xN (·) → x(·) in C0-topology, and uN (·) → u(·) in L1-
topology, as N → +∞.

Remark 11. Such convergence properties have been established in [20, 37], but for problems not
involving any singular arc. Here, the difficulty of establishing such a result (in particular, for the
control) is in the presence of an optimal singular arc.

Remark 12. These simulations were done by using hot-restart, that is, by using the solution of
the problem (MTTP)N to initialize the problem with a larger value of N .
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[20] T. Haberkorn, E. Trélat, Convergence results for smooth regularizations of hybrid nonlinear
optimal control problems, SIAM Journal on Control and Optimization, 2011, vol. 94, no. 4,
1498-1522.

[21] H.J. Kelly, R.E. Kopp, H.G. Moyer, Singular extremals, Topics in Optimization (G. Leitmann,
ed.), Academic Press, New York, 1967.

[22] D. Kim, J.D. Turner, Near-minimum-time control of asymmetric rigid spacecraft using two
controls, Automatica, 2014, vol. 50, no. 8, 2084-2089.

41



[23] A.J. Knutson, K.C. Howell, Coupled Orbit and Attitude Dynamics for Spacecraft Comprised
of Multiple Bodies in Earth-Moon Halo Orbits, In Proceedings of 63rd International Astro-
nautical Congress, 2012.

[24] A.J. Krener, The high order maximal principle and its application to singular extremals, SIAM
Journal on Control and Optimization, 1977, vol. 15, no. 2, 256-293.

[25] I. Kupka, The ubiquity of Fuller’s phenomenon, Nonlinear controllability and optimal control,
1990, vol. 133, 313-350.

[26] J.P. Laumond, Robot Motion Planning and Control, Lecture Notes in Control and Information
Sciences, 1998, vol. 229.

[27] C. Marchal, Chattering arcs and chattering controls, Journal of Optimization Theory and
Applications, 1973, vol. 11, no. 5, 441-468.

[28] A. A. Markov, Some examples of the solution of a special kind of problem in greatest and
least quantities, (in Russian) Soobshch. Karkovsk. Mat. Obshch. 1, 1887, 250-276.

[29] J.P. Mcdanell, W.F. Powers, Necessary conditions joining optimal singular and nonsingular
subarcs, SIAM Journal on Control, 1971, vol. 9, no. 2, 161-173.

[30] T.G. McGee, J.K. Hedrick, Optimal path planning with a kinematic airplane model. Journal
of Guidance, Control, and Dynamics, 2007, vol. 30, no. 2, 629-633.

[31] V.Y. Glizer, Optimal planar interception with fixed end conditions: approximate solutions,
Journal of Optimization Theory and Applications, 1997, vol. 93, no. 1, p.1-25.

[32] L.S. Pontryagin, Mathematical theory of optimal processes, CRC Press, 1987.

[33] R. Proulx, I.M. Ross, Time-Optimal Reorientation of Asymmetric Rigid Bodies, Advances in
the Astronautical Sciences, vol. 109, 2001, 1207-1227.

[34] J.A. Reeds, L.A. Shepp, Optimal paths for a car that goes both forwards and backwards,
Pacific journal of mathematics, 1990, vol. 145, p.367-393.

[35] H. Schättler, U. Ledzewicz, Synthesis of optimal controlled trajectories with chattering arcs,
Watam Press, 2012.

[36] H. Shen, Tsiotras, Time-Optimal Control of Axisymmetric Rigid Spacecraft Using Two Con-
trols, Journal of Guidance, Control, and Dynamics, 1999, vol. 22, no. 5, 682-694.
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[50] M.I. Zelikin, V.F. Borisov, Optimal chattering feedback control, Journal of Mathematical
Sciences, 2003, vol. 114, no. 3, 1227-1344.

43


	Introduction
	The optimal control problem
	State of the art
	Chattering phenomenon
	Structure of the paper

	Geometric analysis of chattering
	Application of the Pontryagin maximum principle
	Computation of singular arcs
	Geometric analysis of the chattering phenomenon
	Semi-canonical form
	Geometry of chattering extremals
	Optimality status


	Application to the planar tilting maneuver problem
	Extremal equations
	Lie bracket configuration of the system
	Singular extremals
	Optimality status of chattering extremals

	Chattering prediction
	Flat-Earth case c = 0
	Non-flat case c>0

	Numerical Results
	Chattering prediction
	Sub-optimal strategies

	References

