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1 Introduction

Let M be a manifold provided with an action of a compact Lie group K with
Lie algebra k. Our main additional data is a K-invariant map Φ : M → k∗.
This gives rise to a K-invariant vector field κΦ, the Kirwan vector field,
on M . In [50], Witten proposed a non abelian localization procedure on
the zero set of the Kirwan vector field for the integration of equivariant
classes in the Hamiltonian context. The K-theoretic analogue of the Witten
non abelian localization procedure was introduced by the first author [32],
still in the Hamiltonian context, in order to give a topological proof of the
[Q,R] = 0 theorem, after the first input of the second author in [48]. The
[Q,R] = 0 theorem, conjectured by Guillemin-Sternberg and proved by [29],
is a remarkable result on the geometric quantization of symplectic manifolds,
and we describe it below. Still with the aim of understanding the [Q,R] = 0
theorem, this type of non abelian localization procedure has been transposed
recently in the setting of equivariant K-homology by Y. Song [45]. The
analytic approach of the Witten deformation has been studied by several
people, see [47, 11, 26, 24, 12, 25].

The purpose of the present paper is three-fold.
First, we develop our K-theoretical analog of Witten deformation, when

M is any even dimensional oriented compact manifold, Φ a moment map in
a weak sense, and σ a symbol of any twisted Dirac operator. We use the
vector field κΦ to deform an element σ of the equivariant K-theory of T∗M .
We obtain a general non abelian localization theorem, see Section 8.4, in
equivariant K-theory. It localizes the study of the equivariant index of any
σ ∈ K0

K(T∗M) to the study of the equivariant index of the deformed element
on a neighborhood of the zeroes of the map Φ, together with the study of
the same scenario on lower dimensional manifolds. In this deformation, an
elliptic symbol is deformed in a sum of transversally elliptic symbols.

Our second purpose is to illustrate the power of this tool by reproving
the [Q,R] = 0 theorem of Meinrenken-Sjamaar [29] in a straightforward
way. In other words, we clarify the strategy used by the first author in
[32]. We also prove some generalizations, in the context of almost complex
manifolds. In particular, we prove an asymptotic [Q,R] = 0 theorem for
Clifford bundles (Theorem 9.32) which plays an essential role when one
studies the asymptotic behavior of branching law coefficients (see [37]) and
the notion of stability.

As another application of our K-theoretical non-abelian localization the-
orem, we have obtained a geometric description of the multiplicities of the
index of general twisted Dirac operators on general K-manifolds. This is
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the object of a separate article [40], as the proof requires further delicate
information on admissible orbits, see [41].

Finally, our third purpose is to describe in detail some applications of
the [Q,R] = 0 theorem on multiplicities. If M is a symplectic manifold and
L a Kostant line bundle on M , the geometric quantization RRK(M,L) of
the symplectic manifold M is a (virtual) representation space of K. We
write RRK(M,L) =

∑
µ∈K̂ mµ(L)Vµ. We give the proofs on the piecewise

quasi-polynomial behavior of the multiplicity function mµ(L) as well as their
“reduction behavior” on faces. All these results follow from understanding
the geometric description of mµ(L) given by Meinrenken-Sjamaar, but this
is sometimes not so easy to see while reading [29]. So we give a complete
proof of all this facts here. We feel that it is worthwhile to explain a unified
proof of these results, via Hamiltonian geometry and the [Q,R] = 0 theorem.
It seems that indeed these consequences were unnoticed, and other interest-
ing proofs were given for interesting cases by several authors [22, 44, 14].
For example, the quasi polynomial behavior in k of stretched Littlewood-
Richardson coefficients [14], or of Kronecker coefficients [30], the reduction
properties of these coefficients on faces [44], the factorization theorem of
LR coefficients [20], the locally quasi-polynomial behavior of plethysm coef-
ficients [18], are consequences of the geometric description of multiplicities
obtained by Meinrenken-Sjamaar. Another interesting consequence of the
asymptotic [Q,R] = 0 theorem for Clifford bundles (Theorem 9.32) plays
an essential role when one studies the asymptotic behavior of branching law
coefficients. This is the object of another article by the first author [37].

Before describing our localization result, and its consequences, in more
details, let us present some motivation and previous results. Let A be a K-
invariant elliptic operator onM with principal symbol σ and let IndexMK (σ)(k)
its index, a central function ofK. Write IndexMK (σ)(k) =

∑
µ∈K̂ m(µ, σ)Trµ(k)

its Fourier expansion in terms of irreducible characters of K. The numbers
m(µ, σ) ∈ Z are the multiplicities of the irreducible representation Vµ in the
virtual space of solutions of A. In [16], Guillemin-Sternberg formulated the
[Q,R] = 0 principle (quantization commutes with reduction), which gave a
conjectural geometric receipe to compute the multiplicities m(µ, σL), in the
case where M is a Hamiltonian manifold equipped with a Kostant-Souriau
line bundle L, in terms of the fibers of the moment map Φ : M → k∗ given
by the Hamiltonian structure. Here σL is the symbol of the Dolbeaut-Dirac
operator with coefficients in L. Introduce the space Mred = Φ−1(0)/K (and
assume to simplify that Mred is smooth). The space Mred is the reduced
Marsden-Weinstein symplectic space. It plays an important role, as for
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example many moduli spaces appear naturally as Marsden-Weinstein quo-
tients. Also when M is a projective manifold, the reduced manifold Mred

is the GIT quotient M//KC of M , where KC is the complexification of K.
Guillemin-Sternberg proved that the multiplicity of the trivial representa-
tion of K is equal to the Riemann-Roch number of Mred, in the case where
M is a compact complex manifold and L is ample. They conjectured that
this equality is still valid in the Hamiltonian context [16]. Using symplec-
tic cuts, Meinrenken-Sjamaar [29] gave the first proof of this fundamental
theorem.

In view of describing cohomology rings of moduli spaces, Witten showed
that integrals of cohomology classes on Mred can be computed as the value
at 0 of the Fourier transform of a function on k, obtained by integrating an
equivariant cohomology class on the manifold M , using a deformation argu-
ment. This result suggested that a similar deformation argument could be
used to study the Fourier expansion of equivariant indices. Indeed, in [32],
the first author gave another proof of the [Q,R] = 0 theorem, using deforma-
tion of the symbol σL. This proof is straightforward, once some functorial
properties of the deformation are established. These functorial properties
were established in [32], by several ad-hoc arguments. In this article, we
prove these functorial properties in a general framework. We believe that
this powerful technique can be useful to study equivariant indices in many
different contexts. We see, for example, that a version of [Q,R] = 0 theorem
is true in this general context, in the asymptotic sense. Furthermore, we use
the results of this article to prove a [Q,R] = 0 exact principle in the context
of Spinc-manifolds [40].

Let us now describe more precisely our context. Assume M is even
dimensional and consider a graded Clifford bundle E → M for the tangent
bundle TM . We denote by cEm the Clifford action of TmM on the fiber Em.
The symbol σ(E) attached to the graded Clifford bundle is

σ(E)(m, ν) = cEm(ν̃) : E+
m −→ E−

m, (m, ν) ∈ T∗M,

where ν ∈ T∗M 7→ ν̃ ∈ TM is an identification given by a K-invariant
Riemannian structure on M . Note that such a symbol is invertible outside
the zero section of T∗M . Hence, when M is compact, the symbols σ(E)
determines a class in the K-group K0

K(T∗M), and we denote QK(M, E) its
equivariant index. If K = {1} is the trivial group, QK(M, E) ∈ Z is an
integer, denoted simply by Q(M, E).

We attach the Kirwan vector field κΦ to any equivariant map Φ : M →
k∗: form ∈ M , the vector −κΦ(m) is equal to the the tangent vector Φ(m)·m
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associated to the infinitesimal action of Φ(m) on m. Here we have identified
k and k∗ by choosing a K-invariant inner product. We denote by ZΦ the set
of zeroes of κΦ. Clearly ZΦ contains Φ−1(0). The deformed symbol σ(E ,Φ)
is defined by

σ(E ,Φ)(m, ν) = cEm(ν̃ +Φ(m) ·m) : E+
m −→ E−

m.

The symbol σ(E ,Φ) can be restricted to a neighborhood of the set ZΦ of
zeroes of κΦ as a transversally elliptic symbol. If Z is a union of connected
components of ZΦ, we denote by σ(E , Z,Φ) the restriction of σ(E ,Φ) to a
small neighborhood of Z and by QK(M, E , Z,Φ) the equivariant index of
the symbol σ(E , Z,Φ).

In this paper, an equivariant map Φ : M → k∗ is called1 a “moment
map” if there is a closed two form Ω (possibly degenerate) such that the
data (Ω,Φ) satisfies the Kostant relations (6.14).

In Section 8, we prove the following non-abelian localization theorem
(Theorem 8.6). When Φ is a moment map, the set CΦ = Φ(ZΦ) is a finite
union of coadjoint orbits, and we define ZO = ZΦ∩Φ−1(O) for any O ⊂ CΦ.
We then have, for any K-equivariant graded Clifford bundle E ,

(1.1) QK(M, E) =
∑

O⊂CΦ

QK(M, E , ZO,Φ).

When 0 is a regular value of Φ, the character QK(M, E ,Φ−1(0),Φ) can
be described explicitly in terms of indices of elliptic symbols on the orb-
ifold Mred = Φ−1(0)/K (see Subsection 8.1). In particular we have that
[QK(M, E ,Φ−1(0),Φ)]K = Q(Mred, Ered), where Ered is a graded Clifford
bundle on Mred induced by E . In other words, the symbol σ(E , Z,Φ) satis-
fies the [Q,R] = 0 principle, for any Clifford bundle E .

Let us describe the other components associated to O = Kβ, with β 6= 0.
Let Mβ be the set of zeroes of the vector field β, and Kβ the centralizer of
β in K with Lie algebra kβ . The graded Clifford bundle E on M induces a
graded Clifford bundle dβ(E) on Mβ . The action of β provides a complex
structure on the normal bundle to Mβ, and we denote by NJβ this complex

vector bundle. Let Sym(NJβ ) = ⊕∞
k=0Sym

k(NJβ). Then QK(M, E , ZO ,Φ)
is the induced representation from Kβ to K of the representation

QKβ

(
Mβ, dβ(E)⊗ Sym(NJβ),Φ

−1(β),Φ|Mβ

)
⊗

∧
(k/kβ)C.

1It corresponds to the notion of “abstract moment map” of Karshon.
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Here again, if β is a regular value of the map Φ : Mβ → k∗β , this index can

be explicitly described in terms of (Φ−1(β) ∩Mβ)/Kβ .

Starting in Section 9, we analyze the implications of the non-abelian
localization theorem to the geometric study of the multiplicities. Let us
remark that we do not assume before Section 12 that nor our group K
neither our manifold M are connected. Indeed the study of the ring of
invariants for classical groups such as O(n) is an instance of the [Q,R] = 0
theorem, and we want to include these cases.

We say that the [Q,R] = 0 principle of Guillemin-Sternberg holds for the
data (E ,Φ) if the multiplicity of the trivial representation in the equivariant
index QK(M, E , ZO ,Φ) vanishes if O 6= {0}. Thanks to (1.1), this implies
the identity

[QK(M, E)]K = [QK(M, E ,Φ−1(0),Φ)]K ,

and this last space is described explicitly as Q(Mred, Ered) when 0 is a regular
value. If Φ is a moment map associated to an equivariant line bundle L, it is a
straightforward consequence of our localization theorem that the [Q,R] = 0
principle holds for the data (E ⊗ Lk,Φ), if k is large enough (this result
would also follow easily from the asymptotic analysis by Meinrenken in [27]).
Consequences of this asymptotic result [37] includes many stability results
on asymptotic behavior of branching coefficients.

We introduce a notion of Φ-positivity for equivariant vector bundles and
Clifford bundles which extends a similar notion introduced by Tian-Zhang
in the Hamiltonian context [47].

When the Clifford bundle E is strictly Φ-positive, we show that the
[Q,R] = 0 principle holds for the data (E ,Φ): the multiplicity of trivial rep-
resentation in the characters QK(M, E) and QK(M, E ,Φ−1(0),Φ) are equal.
If furthermore 0 is a regular value of Φ, we get finally that

[QK(M, E)]K = Q(Mred, Ered).

In Section 10, we specialize the study to the case of a K-manifold M
equipped with an invariant almost complex structure J . Then a natural
Clifford bundle on M is

∧
J TM , and we consider the Riemann-Roch char-

acter
RRJ

K(M,F) := QK(M,
∧

J

TM ⊗F)

that is attached to any equivariant vector bundle F .
When Φ is a moment map associated to a closed 2-form Ω, we show that

the Clifford bundle
∧

J TM is weakly Φ-positive when the quadratic form
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v 7→ Ω(v, Jv) is non negative (we say that J is adapted to Ω). Hence the
Clifford bundle E :=

∧
J TM ⊗F is strictly Φ-positive when J is adapted to

Ω, and the vector bundle F is strictly Φ-positive.
An interesting example are the semi-ample line bundles L on (M,J): we

define those as line bundles L for which there exists a K-invariant Hermitian
connection ∇L with curvature (∇L)2 = iΩL such that ΩL(v, Jv) is semi-
positive definite. If ΦL is the moment map attached to ∇L, we see then that
the Clifford bundle

∧
J TM ⊗L is strictly ΦL-positive. In particular we get

that
[
RRJ

K(M,L⊗k)
]K

= 0 for any k ≥ 1 if Φ−1
L (0) = ∅.

In Section 12, we return to the case of a K-Hamiltonian manifold (M,Ω)
with a Kostant-Souriau line bundle L and moment map Φ. Here we choose
an almost complex structure J that is compatible with the non degenerate
2-form Ω: here the quadratic form v 7→ Ω(v, Jv) is positive definite. The
corresponding quantized space RRK(M,L) =

∑
µ∈K̂ mµ(L)Vµ is a represen-

tation of K. As we have already seen in the case of semi-ample line bundles,
the number m0(L) = [RRK(M,L)]K is equal to

(1.2) [QK(M,
∧

J

TM ⊗ L,Φ−1(0),Φ)]K .

If 0 is regular, we thus obtain that [RRK(M,L)]K is the Riemann-Roch
number RR(M0, L0) of the orbifold bundle L0 = L|Φ−1(0)/K on the re-
duced symplectic orbifold M0 = Φ−1(0)/K. Recall that this striking result
was obtained by Meinrenken [28] using symplectic cutting. The core of
Meinrenken-Sjamaar fundamental theorem is that (1.2) can be computed
geometrically as the Riemann-Roch number of the (possibly singular) re-
duced space M0 = Φ−1(0)/K:

• Either directly when 0 is a quasi-regular value of Φ. The computation2,
which is quite involved when 0 is quasi-regular, but not regular, is done in
Section 12.2.3. In this case, the reduced space M0 is again an orbifold.

• Or by moving the localization from Φ−1(0) to the fiber of a quasi-
regular point close enough to 0. This deformation argument is explained in
Section 12.4.

Up to this point, our compact group K could be not connected. As
usual, for K connected, one deals with the other multiplicities mµ(L) by
using the shifting trick.

At the end of the paper, we describe the consequences of the [Q,R] = 0
theorem on the piecewise locally polynomial behavior on the coefficients
mµ(L), as well as their “reduction behavior” on faces.

2The quasi-regular case was not considered in [32].
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2 Notations

• LetK be a compact (non necessarily connected) Lie group with Lie algebra
k. We denote by K̂ the set of isomorphism classes of irreducible complex
finite dimensional representations of K. If µ ∈ K̂, we may also denote µ by
Vµ (a vector space with an action of K). If µ ∈ K̂, we denote by µ∗ ∈ K̂
the dual representation of K in Vµ∗ = V ∗

µ .
Any finite dimensional representation E of K is isomorphic to a direct

sum E = ⊕
µ∈K̂m(µ)Vµ, and we say that m(µ) is the multiplicity of µ in E.

We denote by [E]K the subspace of E formed by the K-fixed vectors. Thus
m(µ) = dim[E ⊗ V ∗

µ ]
K .

If H is a subgroup of K, we denote by E|H the space E with the action
of H.

• We denote by R(K) the representation ring of K : an element E ∈
R(K) can be represented as a finite sum E =

∑
µ∈K̂ m(µ)Vµ, with m(µ) ∈ Z.

We also say that E is a virtual representation of K. The ring structure on
R(K) is induced by the tensor product and we denote by χ⊗µ the product. If
H is a subgroup of K, we denote by χ → χ|H the restriction R(K) → R(H).

We denote by R̂(K) the space of Z-valued functions on K̂. An element
E ∈ R̂(K) can be represented as an infinite sum E =

∑
µ∈K̂ m(µ)Vµ, with

m(µ) ∈ Z. We say that m(µ) is the multiplicity of µ in E. Then [E]K ∈ Z

and is the multiplicity of the trivial representation in E.
The space R̂(K) is a R(K)-module. If H is a closed subgroup of K, the

induction map IndKH : R̂(H) → R̂(K) is the dual of the restriction morphism
R(K) → R(H). If χ ∈ R̂(H), then IndKH (χ) =

∑
λ∈K̂ [χ ⊗ V ∗

λ |H ]HVλ. In

particular [IndKH(E)]K = [E]H .
• We consider a positive definite K invariant scalar product on k. This

defines an isomorphism between k and its dual vector space k∗.
• If s is a subalgebra of k, we denote by (s) the conjugacy class of s in

the set of subalgebras of k. When K acts on a set X , the stabilizer subgroup
of x ∈ X is denoted Kx := {k ∈ K | k · x = x}. The Lie algebra of Kx is
denoted by kx. We denote by Xs the set of elements x of X such kx = s, and
by X(s) = KXs the set of elements x of X such kx ∈ (s).

9



When K acts on a manifold M , we denote by XM (m) := d
dt |t=0e

−tX ·m
the vector field generated by −X ∈ k. We may denote also XM (m) by
−X ·m. We denote by MX the set of zeroes of the vector field XM . This is
a smooth manifold.

In particular, if b ∈ k and E is a representation space of K, then Eb is
the subspace of vectors in E invariant by the one parameter subgroup exp tb
of K.

• When V is a real vector space, we equip the direct sum V ⊕V ∗ with the
symplectic structure Ω defined by : Ω(v, v′) = Ω(f, f ′) = 0 and Ω(v, f) =
〈f, v〉, for v, v′ ∈ V and f, f ′ ∈ V ∗. An Euclidean structure on V induces
a isomorphism v ∈ V 7→ ṽ ∈ V ∗, and a complex structure JV on V ⊕ V ∗

defined by JV v = ṽ. Note that Ω(−, JV −) is the scalar product on V ⊕ V ∗.
• Let V → M be a vector bundle. An element n of V may be written as

(m, v) with m ∈ M,v ∈ V|m.
• The letter E will denote a complex finite dimensional (eventually Her-

mitian) vector space, and E → M a complex vector bundle. The space of
smooth sections of E is denoted by Γ(M, E).

Most of the times, the space E will be Z/2Z graded, E = E+ ⊕E−. We
may leave the Z/2Z grading implicit. We denote by Eop the shift of parity
on E: we interchange E+ and E−. Ungraded spaces N will be considered
as graded, with N+ = N and N− = {0}. Thus (−1)kE denotes the same
graded vector space E, but where the change of parity has been performed
k times.

If N is a complex (ungraded) vector space, then the exterior space
∧

N
will be Z/2Z graded in even and odd elements. If E = E+ ⊕ E− and
F = F+ ⊕ F− are two Z/2Z graded Hermitian vector spaces, the tensor
product E ⊗ F is Z/2Z-graded with (E ⊗ F )+ = E+ ⊗ F+ ⊕E− ⊗ F− and
(E ⊗F )− = E− ⊗ F+ ⊕E+ ⊗F−. If f ∈ hom(E+, E−), g ∈ hom(F+, F−),
we define f ⊠ g ∈ hom((E ⊗ F )+, (E ⊗ F )−) by

(2.3) f ⊠ g =

(
f ⊗ 1F+

−1E−
⊗ g∗

1E+
⊗ g f∗ ⊗ 1F−

)
.

• If M is a K-manifold, and E a representation space for K, we denote
by [E] the trivial vector bundle M × E, with diagonal action of K.

3 Elliptic and transversally elliptic symbols

In this section, we recall the basic definitions from the theory of transversally
elliptic symbols (or operators) defined by Atiyah-Singer in [1].
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Let M be a compact K-manifold with cotangent bundle T∗M . Let
p : T∗M → M be the projection. If E is a vector bundle on M , we may
denote still by E the vector bundle p∗E on the cotangent bundle T∗M . If
E+, E− are K-equivariant complex vector bundles over M , a K-equivariant
morphism σ ∈ Γ(T∗M,hom(E+, E−)) is called a symbol on M . For x ∈ M ,
and ν ∈ T ∗

xM , thus σ(x, ν) : E|+x → E|−x is a linear map. The subset
of all (x, ν) ∈ T∗M where the map σ(x, ν) is not invertible is called the
characteristic set of σ, and is denoted by Char(σ). A symbol is elliptic if its
characteristic set is compact.

Define the exterior product of symbols. Let M1,M2 be two manifolds
with action of the compact groups K1,K2 and let M = M1 × M2. We
write an element of T∗M = T∗M1 × T∗M2 as ((x1, ν1), (x2, ν2)). Let f ∈
Γ(T∗M1,hom(E+, E−)) and g ∈ Γ(T∗M2,hom(F+,F−)) be two symbols.
Using K-invariant Hermitian metrics on the bundles E±,F± we define the
symbol f ⊠ g ∈ Γ(T ∗M, (E ⊗ F)+, (E ⊗ F)−) by

(f ⊠ g)((x1, ν1), (x2, ν2)) = f(x1, ν1)⊠ g(x2, ν2).

The symbol f⊠g is called the exterior product of the symbols f, g. Note
that Char(f ⊠ g) = Char(f)× Char(g).

Consider now M1 = M2 = M with an action of K. Let f, g be two
symbols on M . We still denote by f ⊠ g the restriction of the exterior
product (a symbol on M ×M) to M embedded as the diagonal in M ×M .

The product of a symbol σ by a K-equivariant complex vector bundle
F → M is the symbol σ ⊗F defined by

(σ ⊗F)(x, ν) = σ(x, ν)⊗ 1Fx .

If [E] is the vector bundle M × E associated to a representation space
E of K, we denote σ ⊗ [E] simply by σ ⊗ E.

If E = E+ ⊕E− is Z/2Z graded , then

σ ⊗E =

(
σ ⊗ 1E+ 0

0 σ∗ ⊗ 1E−

)
.

An elliptic symbol σ on M defines an element [σ] in the equivariant
K-theory of T∗M with compact support, which is denoted by K0

K(T∗M).
The class [σ∗] is the inverse of [σ] in K-theory: [σ∗] = −[σ]. The index
of σ is a virtual finite dimensional representation of K, that we denote by
IndexMK (σ) ∈ R(K) [3, 4, 5, 6]. Recall its definition.

Let A be a pseudo-differential operator A : Γ(M, E+) → Γ(M, E−) from
the space Γ(M, E+) of smooth sections of E+ to the space Γ(M, E−) of

11



smooth sections of E−, which commutes with the action of K. Here we
follow the convention of [1][Lecture 1], so our pseudo-differential operator
A belongs to Pm(M, E−, E+) and we can consider its principal symbol σp
which is defined outside the zero section of T∗M . The operator A is said to
be elliptic if its principal symbol σp(x, ν) is invertible for all (x, ν) ∈ T∗M
such that ν 6= 0. Then the space ker(A) of smooth solutions of A is a
finite dimensional representation space for K. Using a K-invariant function
χ on T∗M identically equal to 1 in a neighborhood of M and compactly
supported, then σ(x, ν) := (1−χ(x, ν))σp(x, ν) is defined on the whole space
T∗M and is an elliptic symbol. The class of σ in K0

K(T∗M) does not depend
of the choice of χ. We still say that this class σ is the symbol of A. We
chooseK-invariant Hermitian structures on E+, E−. Then the formal adjoint
A∗ : Γ(M, E−) → Γ(M, E+) is also an elliptic pseudodifferential operator.
The index of A is the virtual representation space ker(A)−ker(A∗) ∈ R(K).
This virtual representation depends only of the class of the symbol σ of A in
K0

K(T∗M), and by definition,

IndexMK (σ) = ker(A)− ker(A∗).

Recall the notion of transversally elliptic symbol. Let T∗
KM be the fol-

lowing K-invariant closed subset of T∗M

T∗
KM = {(x, ν) ∈ T∗M, 〈ν,X · x〉 = 0 for all X ∈ k} .

Its fiber over a point x ∈ M is formed by all the cotangent vectors v ∈
T ∗
xM which vanish on the tangent space to the orbit of x under K, in the

point x. Thus each fiber (T∗
KM)x is a linear subspace of T ∗

xM . In general
the dimension of (T∗

KM)x is not constant and this space is not a vector
bundle. A symbol σ is K-transversally elliptic if the restriction of σ to
T∗
KM is invertible outside a compact subset of T∗

KM (i.e. Char(σ) ∩T∗
KM

is compact).
A K-transversally elliptic symbol σ defines an element of K0

K(T∗
KM),

and the index of σ defines an element IndexMK (σ) of R̂(K). Recall its def-
inition. A transversally elliptic operator A : Γ(M, E+) → Γ(M, E−) is
a pseudo-differential operator which is elliptic in the directions transver-
sal to the orbits of K: its principal symbol σp(x, ν) is invertible for all
(x, ν) ∈ T∗

KM such that ν 6= 0. Thus, by restriction to T∗
KM , the symbol

σ(x, ν) = (1 − χ(x, ν))σp(x, ν) defines a K-theory class3 [σ] in the topo-
logical equivariant K-theory group K0

K(T∗
KM) which does not depend of

3To simplify the notations, we will also denote σ ∈ K
0
K(T∗

KM) the class defined by a
transversally elliptic symbol σ.

12



the choice of χ. The index map associates to a transversally elliptic oper-
ator A an element of R̂(K) constructed as follows. For every µ ∈ K̂, the
space homK(Vµ, ker(A)) is a finite dimensional vector space of dimension
m(Vµ, A). Thus m(Vµ, A) is the multiplicity of Vµ in the space ker(A) of
smooth solutions of A. The number m(Vµ, A) −m(Vµ, A

∗) depends only of
the class of the symbol σ in K0

K(T∗
KM) and by definition

IndexMK (σ) =
∑

µ∈K̂

(m(Vµ, A)−m(Vµ, A
∗))Vµ.

In particular two symbols σ1 and σ2 having the same restriction to T∗
KM

have the same index.

Remark 3.1 By definition, IndexMK (σ) is isomorphic to a graded subspace
of smooth (and K-finite) sections of E, and we will not consider how to
complete IndexMK (σ) as an Hilbert space.

Example 3.2 A trivial, but important, example is the following. Consider
M = K, with action of K×K by left and right translations, E+ = M×C the
trivial vector bundle, E− = M×{0}. Then Γ(M, E+) = C∞(K), Γ(M, E−) =
0, and the operator A = 0 on C∞(K) is transversally elliptic. Its symbol is
the symbol σ0(k, ν) = 0, and Peter-Weyl theorem shows that

IndexMK×K(σ0) =
∑

µ∈K̂

V ∗
µ ⊗ Vµ.

The index map IndexMK : K0
K(T∗

KM) → R̂(K) is a morphism of R(K)
module : for E a representation space of K,

(3.4) IndexMK (σ ⊗ E) = IndexMK (σ)⊗ E.

Any elliptic symbol isK-transversally elliptic, hence we have a restriction
map K0

K(T∗M) → K0
K(T∗

KM), and a commutative diagram

(3.5) K0
K(T∗M) //

IndexM

K

��

K0
K(T∗

KM)

IndexM

K
��

R(K) // R̂(K) .

Let us explain how the index map IndexMK is defined when M is non-
compact. Let U be a non-compact G-manifold. Lemma 3.6 and Theorem
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3.7 of [1] tell us that for any open K-embedding j : U →֒ N into a compact
manifold we have a pushforward map j∗ : K0

K(T∗
KU) → K0

K(T∗
KN) such

that the composition

K0
K(T∗

KU)
j∗−→ K0

K(T∗
KN)

IndexNK−→ R̂(K)

is independant of the choice of j : U →֒ N : this map is denoted IndexUK .
When M is a non-compact manifold, the map IndexMK : K0

K(T∗
KM) →

R̂(K) is defined as follows. Any class σ ∈ K0
K(T∗

KM) is represented by a
symbol on M with a characteristic set Char(σ) ⊂ T∗M intersecting T∗

KM
in a compact set. Let U be a K-invariant relatively compact open subset
of M such that Char(σ) ∩T∗

KM ⊂ T∗U : hence the restriction σ|U defines a
class in K0

K(T∗
KU). The index map IndexUK is well-defined since there exists

an embedding U →֒ N into a compact K-manifold (see Lemma 3.1 in [32]).
We take

IndexMK (σ) := IndexUK(σ|U ).
In particular, if V is a vector space with a linear action of a compact

group K, we can define the index of any σ ∈ K0
K(T∗

KV ).

Remark : In the following, the manifold M will carry a K-invariant
Riemannian metric and we will denote by ν ∈ T∗M 7→ ν̃ ∈ TM the corre-
sponding identification.

4 Functoriality

4.1 Invariant part

We will use the following obvious remark. Let σ ∈ Γ(T∗M,hom(E+, E−))
be a K-transversally elliptic symbol on M . We assume that an invariant
element b ∈ k acts trivially onM . We can then define the subbundles [E±]b ⊂
E± and the K-transversally elliptic symbol σb ∈ Γ(T∗M,hom([E+]b, [E−]b))
which is induced by σ.

Lemma 4.1 We have [IndexMK (σ)]K = [IndexMK (σb)]K . In particular
[IndexMK (σ)]K = 0 if [E±]b = 0.

Proof. We use a K-equivariant decomposition of vector bundles E± =
[E±]b ⊕ F±. The symbol σ is thus equal to σb ⊕ σ′, where the symbol
σ′ ∈ Γ(T∗M,hom(F+,F−)) is also K-transversally elliptic. The index map
is additive so [IndexMK (σ)]K = [IndexMK (σb)]K + [IndexMK (σ′)]K . The space
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[IndexMK (σ′)]K is constructed as the (virtual) subspace of invariant C∞-
sections of the bundle F± which are solutions of a K-invariant pseudo-
differential operator on M with symbol σ′. But, as the action of b is trivial
on the basis, and [F±]b = {0}, the space of b-invariant C∞-sections of the
bundle F± is reduced to 0. Hence [IndexMK (σ′)]K = 0.

4.2 Free action

Let G and K be two compact Lie groups. Let P be a manifold provided
with an action of G×K. We assume that the action of K is free. Then the
manifold M := P/K is provided with an action of G and the quotient map
π : P → M is a G-equivariant fibration. The action of K on the bundle
T∗
KP is free and the quotient (T∗

KP )/K admits a canonical identification
with T∗M . Then we still denote by

q : T∗
KP → T∗M

the quotient map by K. The quotient map q induces an isomorphism

q∗ : K0
G(T

∗
GM) → K0

G×K(T∗
G×KP )

that makes K0
G(T

∗
GM) into a R(K)-module. For Vµ an irreducible repre-

sentation of K, we denote by Vµ the complex vector bundle P ×K Vµ over
M .

Theorem 4.2 (Free action property) We have the following equality in
R̂(G×K)

IndexPG×K(q∗σ) =
∑

µ∈K̂

IndexMG (σ ⊗ V∗
µ)⊗ Vµ.

4.3 Multiplicative property

Let us recall the multiplicative property of the index for the product of
manifolds. Consider a compact Lie group G2 acting on two manifolds M1

and M2, and assume that another compact Lie group G1 acts on M1 com-
muting with the action of G2. The external product of symbols induces a
multiplication (see (2.3)):

⊠ : K0
G1×G2

(T∗
G1

M1)×K0
G2

(T∗
G2

M2) −→ K0
G1×G2

(T∗
G1×G2

(M1 ×M2)).

Since T∗
G1×G2

(M1×M2) 6= T∗
G1

M1×T∗
G2

M2 in general, the definition of
the product [σ1]⊠ [σ2] of transversally elliptic symbols needs some care: we
have to take a representative σ2 of [σ2] which is almost homogeneous.
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Theorem 4.3 (Multiplicative property) For any σ1 ∈ K0
G1×G2

(T∗
G1

M1)
and any σ2 ∈ K0

G2
(T∗

G2
M2), we have

IndexM1×M2

G1×G2
(σ1 ⊠ σ2) = IndexM1

G1×G2
(σ1)Index

M2

G2
(σ2).

In the last theorem, the product of IndexM1

G1×G2
(σ1) ∈ R̂(G1 ×G2) with

IndexM2

G2
(σ2) ∈ R̂(G2) is well defined since IndexM1

G1×G2
(σ1) is smooth rela-

tively to G2.

4.4 Fiber product

Let V → M be a K-equivariant Euclidean vector bundle.
Suppose that a central connected subgroup T ⊂ K acts trivially on M ,

so the torus T acts linearly on the fibers of V. Let V := V|mo be a fiber which
is equipped with a linear action of T, and an T-invariant scalar product. We
denote by O ⊂ O(V ) the group formed by orthogonal endomorphisms of
V commuting with the T-action. Let PO → M be the O-principal bundle
formed by the orthogonal linear maps f : V → V|m commuting with the
T-action. Then PO is a K ×O manifold with free action of O.

Remark 4.4 If V → M is a K-equivariant Hermitian vector bundle, we
consider the group U ⊂ U(V ) formed by the unitary endomorphisms of V
commuting with the T-action, and the U -principal bundle PU → M formed
by the unitary linear maps f : V → V|m commuting with the T-action.

We have two principal fibrations : qM : PO → M := PO/O and qV :
PO ×V → V := (PO ×V )/O. These quotient maps induce the following iso-
morphisms : q∗M : K0

K(T∗
KM) → K0

K×O(T
∗
K×OPO) and q∗V : K0

K(T∗
KV) →

K0
K×O(T

∗
K×O(PO × V )).

Let us use the multiplicative property (see Section 4.3) with the groups
G2 = K × O,G1 = T acting on the manifolds M1 = V,M2 = PO (the
subgroup K of G2 acting trivially on V ).

We have a product

⊠ : K0
K×O(T

∗
K×OPO)×K0

T×O(T
∗
TV ) −→ K0

T×K×O(T
∗
T×K×O(PO × V )).

Let us consider the isomorphism

(4.6) q∗V : K∗
T×K(T∗

T×KV) → K∗
T×K×O(T

∗
T×K×O(PO × V )).

Since the action of T on V comes from the K-action, we have T∗
T×KV =

T∗
KV, and then we can define a forgetful map F : K0

T×K(T∗
KV) → K0

K(T∗
KV).
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Definition 4.5 The fiber product

(4.7) ♦ : K0
K(T∗

KM)×K0
T×O(T

∗
TV ) −→ K0

K(T∗
KV)

is defined by the relation

σ♦ τ := F ◦ (q∗V)−1 (q∗M (σ)⊠ τ) .

A symbol representing σ♦ τ can be constructed as follows. We write
an element n ∈ V as (x, v) with x ∈ M and v ∈ N|x. We choose a K-
invariant connection on the bundleN → M , which allows us to parameterize
T∗N = {(n, (ξ, ν))}, with ξ ∈ T∗

xM , ν ∈ N ∗|x (here ξ is lifted to an element
of T∗

nN using the connection). Let σ(x, ξ) be a symbol on M representing
[σ] and τ(v, η) an almost homogeneous symbol on V representing τ . Then

(σ ♦ τ)((x, v), (ξ, ν)) = σ(x, ξ)⊠ τ(v, η).

If E is a representation space of the group O, we denote by [[E]] the
vector bundle PO ×O E over M , and by σ ⊗ [[E]] the symbol σ twisted by
the vector bundle [[E]].

Consider IndexVO(τ) as a representation space forO. As τ is T-transversally
elliptic, we have IndexVO(τ) =

∑
α∈T̂

Eα where each Eα is a finite dimensional
representation of O where the action of T on Eα is scalar and acts via the
character α. We still denote by

[[
IndexVO(τ)

]]
the sum

∑
α∈T̂

[[Eα]] of finite
dimensional K-vector bundles on M .

If we combine Theorems 4.2 and 4.3, we get

Lemma 4.6 IndexVK(σ♦τ) is equal to IndexMK (σ⊗
[[
IndexVO(τ)

]]
) in R̂(K).

Let us explain briefly why IndexMK (σ ⊗
[[
IndexVO(τ)

]]
) is well defined in

R̂(K). By definition IndexMK (σ⊗
[[
IndexVO(τ)

]]
) is equal to the infinite sum

(4.8)
∑

α∈T̂

IndexMK (σ ⊗ [[Eα]]).

Since T acts trivially on M , and commutes with K, it is not hard to see that
for each µ ∈ K̂ the multiplicity of Vµ in IndexMK (σ ⊗ [[Eα]]) is zero when
‖α‖ is large enough. This shows that the sum (4.8) converges in R̂(K).

An interesting case is already when the group T is trivial (see Section
5.4). Any elliptic element τ ∈ K0

O(V )(T
∗V ) defines a pushforward map

K0
K(T∗

KM) → K0
K(T∗

KV), σ 7→ σ♦τ such that IndexVK(σ♦τ) = IndexMK (σ ⊗
[[IndexVO(V )(τ)]]).
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4.5 Induction property of the index

Let Y be a H-manifold and let M := K ×H Y . Since, at the level of the
tangent spaces, we have the decomposition TM |Y ≃ TY ⊕Y × k/h, one sees
that T∗

KM is diffeomorphic to K ×H T∗
HY . Hence we have an isomorphism

K0
K(T∗

KM) ≃ K0
H(T∗

HY ) : if σ is a K-transversally elliptic symbol on M ,
we denoted σ|Y the corresponding H-transversally elliptic symbol on Y .

Proposition 4.7 For any K-transversally elliptic symbol σ on M

IndexMK (σ) = IndKH
(
IndexYH(σ|Y )

)
.

Proof. Let us consider N = K × Y with action of H on K × Y by
(k, y) · h = (kh−1, hy). Then T∗N = T∗K × T∗Y , and σ defines a K ×H
transversally elliptic symbol σ̃ on N . The restriction of the symbol σ̃ to
T∗
K×HN = (K ×{0})×T∗

HY is equal to σ0 ⊠σY , where σ0 is the symbol of
the zero operator on C∞(K) ≃ ∑

λ∈K̂ Vλ ⊗ V ∗
λ . Here we consider C∞(K)

with left action of K and right action of H. Thus in R̂(K)⊗ R̂(H), we have

IndexNK×H(σ̃) = IndexNK×H(σ0 ⊠ σY ) =
∑

λ∈K̂

Vλ ⊗ (V ∗
λ |H ⊗ IndexYH(σ|Y )).

The index of σ is obtained by taking the H-invariant part of IndexNK×H(σ̃).
We thus obtain the proposition.

Conversely, a H-equivariant symbol σY on Y allows to define an induced
K-equivariant symbol σ on K ×H Y with restriction σY , via σ(y, q, η) =
σ(y, η) on T∗M |Y ≃ q∗ ⊕ T ∗

y Y . Then we have

IndexMK (σ) = IndKH
(
IndexYH(σY )

)
.

5 Clifford bundles and Dirac operators

5.1 Clifford algebra

Let V be an Euclidean space. We denote by Cl(V ) its Clifford algebra.
We follow the conventions of [8]. Denote by (v,w) the scalar product of
two vectors v,w of V . Then, in Cl(V ), vw + wv = −2(v,w). In particular
v2 = −‖v‖2 for any v ∈ V ⊂ Cl(V ).

When V is even dimensional and oriented, we define Γ = in/2e1e2 · · · en
in Cl(V )⊗C modulo the choice of an oriented orthonormal basis e1, . . . , en.
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We remark that Γ depends only of the orientation. Moreover we have Γ2 = 1
and Γv = −vΓ for any v ∈ V .

If E is a Cl(V )-module, the Clifford map is denoted cE : Cl(V ) →
End(E) : we have cE(v)

2 = −‖v‖2IdE for any v ∈ V . A Z/2Z-graduation
on E is a vector space decomposition E = E+ ⊕ E− such that the map
cE(v) : E → E are odd maps for any v ∈ V . Equivalently, a grading on E
is defined by an involution θ : E → E such that cE(v) ◦ θ = −cE(v) for any
v ∈ V .

For example, when V is even dimensional and oriented, we may consider
the Z/2Z-graduation on E defined by the involution ΓE := cE(Γ). This
graduation will be called the canonical graduation of the Cl(V )-module E.

Let us give the first example of Clifford module. Consider the real vector
space

∧
R
V . We denote by m(v) :

∧
R
V → ∧

R
V the exterior multiplication

by an element of V , and by ι(v) :
∧

R
V → ∧

R
V the contraction: ι(v) is

the odd derivation of
∧

R
V such that ι(v2)v1 = (v2, v1) for v1 ∈ V ⊂ ∧

R
V .

Then c(v) = m(v) − ι(v) satisfies c(v)2 = −‖v‖2. Thus the complexified
space (

∧
R
V )⊗ C ≃ ∧

C
(V ⊗ C) is a Clifford module.

If E is a graded Clifford module, and W a graded complex vector space,
the space E⊗W with Clifford action cE(v)⊗ IdW is again a graded Clifford
module where (E ⊗W )+ = E+ ⊗W+

⊕
E− ⊗W− and (E ⊗W )− = E− ⊗

W+
⊕

E+ ⊗ W−. It will be called the twisted Clifford module of E with
twisting space W .

If E is a graded Clifford module, it is convenient to denote −E the
Clifford module with opposite grading. We can see −E as the tensor of E
with the graded vector space W where W+ = {0} and W− = C.

Proposition 5.1 Let V be an Euclidean space of even dimension n = 2ℓ.
There exists a Cl(V )-module S of such that the map cS : Cl(V ) → End(S)
extends to an isomorphism of complex algebras :

Cl(V )⊗ C ≃ End(S).

If an orientation of V is given, we define S+ = {s ∈ S |Γs = s} and
S− = {s ∈ S |Γs = −s}.
Then S is unique, up to isomorphism. We call S the spinor module. There
is, up to a multiplicative constant, a unique Hermitian form on S such that
the operators cS(v) are skew-adjoint.

For example if V = R2, with standard inner product, then S is C ⊕ C,
with Clifford action

c(xe1 + ye2) =

(
0 −(x− iy)

x+ iy 0

)
.
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Let Spin(V) be the spinor group. We denote by η : Spin(V) → SO(V) the
covering map. The kernel of τ has two elements. The spinor group Spin(V)
acts in S, preserving S+, S−. We denote by ρ the spin representation of
Spin(V). It satisfie ρ(g)c(v)ρ(g−1) = c(η(g)v).

Here is a construction of the spinor module. Consider V ⊗C and extend
the form ( , ) by complex bilinearity to V ⊗ C. Choose a decomposition
V ⊗ C = L1 ⊕ L2 in two totally isotropic subspaces for the form ( , ). Thus
L1, L2 are of dimension n/2. We consider on the Z2-graded complex vector
space

∧
L1 the following odd operators: the exterior multiplication m(v1)

by an element of L1, and the contraction ι(v2) by an element of L2: ι(v2)
is the odd derivation of

∧
L1 such that ι(v2)v1 = (v2, v1) for v1 ∈ L1. The

Clifford action of VC on
∧

L1 is defined by the formula

(5.9) c(v1 + v2) =
√
2(m(v1)− ι(v2)).

Then c(v) is an odd operator on
∧

L1 such that c(v)2 = −(v, v)Id. It is easy
to see that

∧
L1 is an irreducible Clifford module. Thus

∧
L1 with action

c(v) as above is “the” spinor module.
Let J be an endomorphism of V such that J2 = −1 ( J defines a complex

structure on V ) and such that (Jv, Jv) = (v, v). Equivalently h(v,w) =
g(v,w) − ig(Jv,w) is a Hermitian structure on the complex vector space
(V, J). Then J defines also an orientation o(J) of V . If e1, e2, . . . , en/2 is a
basis of V as a complex space, then we take as oriented basis of V the basis
e1, Je1, e2, Je2, . . . , en/2, Jen/2. We denote by VJ the space V considered as
a complex vector space and we may also denote by

∧
J V =

∧
VJ the exterior

space of the complex space VJ .
We denote by

V + = {v ∈ V ⊗ C |Jv = iv}, V − = {v ∈ V ⊗ C |Jv = −iv}.

These are two totally isotropic spaces for ( , ) and we can take S =
∧

V + as
the irreducible Clifford module . In complex geometry, it is more customary
to take S =

∧
(V −)∗, but the space (V −)∗ is isomorphic to V + by the duality

g( , ).
The map v → v−iJv from V to V + gives an isomorphism of the complex

vector spaces VJ with V +. Then
∧

VJ is isomorphic to
∧

V +, and we can
realize S as

∧
VJ . The grading of S induced by the orientation o(J) of VJ

is then S+ =
∧even VJ and S− =

∧odd VJ .
If H is a Hermitian vector space, in some situation (see Section 6.3), it is

convient to choose as spinor space
∧

H, where H denote the space H, with
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complex structure −J . Then the grading
∧evenH ⊕∧odd H corresponds to

the orientation o(−J) = (−1)dimHo(J).
Consider the subgroup U(V ) of SO(V ) consisting of complex transfor-

mations of (V, J). An element of U(V ) leaves stable the space V +, and
we obtain a natural action λ of U(V ) in

∧
V +. Let us compare the natu-

ral action λ and the restriction ρ of the spin representation of Spin(V) to
τ−1(U(V )).

Lemma 5.2 For g ∈ τ−1(U(V )) ⊂ Spin(V), λ(τ(g)) = δ(g)ρ(g), where
δ(g) is the character of τ−1(U(V )) such that δ(g)2 = detV +(g).

We often will use complex structures on real vector spaces defined by
the following procedure.

Definition 5.3 Let N be a real vector space and β a transformation of N ,
such that −β2 is diagonalizable with non negative eigenvalues. Define

• the transformation |β| of N by |β| =
√

−β2,
• and the complex structure Jβ on N/ ker(β) by Jβ = β|β|−1.

For example if V is an Euclidean space and β a skew-symmetric trans-
formation of V , then −β2 is diagonalizable with non negative eigenvalues.
By definition of Jβ, the transformation β induces on N/ ker(β) ≃ Image(β)
a complex diagonalizable transformation, and the list of its complex eigen-
values is [ia1, . . . , iaℓ] where the ak are strictly positive real numbers.

Similarly ifN → B is a Euclidean vector bundle with a fibrewise bijective
linear endomorphism L(β) which is anti-symmetric relatively to the metric,
we denote by NJβ the vector bundle N over B equipped with the complex
structure Jβ . Then NJβ is a Hermitian vector bundle over B, and we say
that NJβ is the complex vector bundle N polarized by β.

The following proposition follows from the Schur lemma. It is used to
“divide” a Clifford module by the irreducible Clifford module S.

Proposition 5.4 When dimV is even, any Cl(V )-module E has the fol-
lowing decomposition

(5.10) E ≃ S ⊗ homCl(V )(S,E)

where homCl(V )(S,E) is the vector space of Cl(V )-complex linear maps from
S to E. The grading of E, and a grading on S coming from an orientation
on V induces a grading on homCl(V )(S,E) so that the isomorphism (5.10)
is an isomorphism of graded Clifford module.
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The space W = homCl(V )(S,E) is called the twisting space. We write
E = S ⊗W and the Clifford action is just on the spinor module S:

cE(v) = cS(v)⊗ IdW .

Example 5.5 • If J1, J2 are two complex structures on V , we may compare
the spinor bundle Sk =

∧
VJk . We have S1 ≃ ǫ S2 where ǫ ∈ {±1} is the

ratio between the orientations o(J1) and o(J2).
• If V is even dimensional, the twisting space W for the Clifford module∧

R
V ⊗ C is −S.

We implicitly always choose Hermitian products on E obtained by tensor
product of the Hermitian structure on S and a Hermitian structure on W .
Then the operators c(v) are skew-adjoint.

If V = V1⊕V2 is an orthogonal decomposition, we have Cl(V ) ≃ Cl(V1)⊗
Cl(V2). So, if E1, E2 are graded Clifford modules for V1, V2, then E = E1⊗E2

is a graded Clifford module for V , with Clifford action c(v1 ⊕ v2) = c(v1)⊠
c(v2).

Reciprocally, if V1 is even dimensional and oriented, any graded Clifford
module E on V = V1 ⊕ V2 has the decomposition E ≃ S1 ⊗ E2, where
S1 is the spinor module for Cl(V1) with its canonical grading, and E2 =
homCl(V1)(S1, E) is a graded Cl(V2)-module.

5.2 Euclidean vector bundles and Clifford bundles

Consider now the case of an Euclidean vector bundle V → M over a manifold
M . Let Cl(V) → M be the associated Clifford algebra bundle. A complex
Z/2Z-graded vector bundle E → M is a Cl(V)-bundle if there is a bundle
algebra odd morphism cE : Cl(V) −→ End(E). Thus, for any x ∈ M,v ∈ V|x,
cEx(v) : E|±x → E|∓x is such that cEx(v)

2 = −‖v‖2IdE|x .
Assume that M is a K-manifold. Let V be a K-equivariant Euclidean

vector bundle on M , and E a Cl(V)-bundle. Then we will always assume
that E± → M areK-equivariant vector bundles and that cE is a morphism of
K-equivariant vector bundles. We will say that E is a K-equivariant Clifford
bundle.

If W is any K-equivariant graded complex vector bundle on M , and E
a graded Clifford bundle, then E ⊗W with Clifford action cE ⊗ IdW will be
called the twisted Clifford bundle of E by W.

Definition 5.6 A Spinc bundle on V is a Cl(V)-bundle S such that, for any
x ∈ M , S|x is an irreducible Clifford module for V|x. An orientation on the
vector bundle V induces a (canonical) grading on S.
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If S is a Spinc-bundle on V equipped with its canonical grading, we can,
as in the linear case, divide any Cl(V)-bundle F by S : we write F = S⊗W,
and the twisting bundle W = homCl(V)(S,F) inherits a graduation.

Let K be a compact Lie group acting on a manifold M . Consider a
K-equivariant Riemannian metric on M and let ν ∈ T∗M 7→ ν̃ ∈ TM be
the corresponding bundle isomorphism.

Definition 5.7 A Clifford bundle on M is a graded Clifford bundle E =
E+ ⊕ E− for the Clifford algebra Cl(TM).

Let E be a Clifford bundle on M . We define the symbol σ(M, E) ∈
Γ(T∗M,hom(E+, E−)) by

σ(M, E)(x, ν) = cEx(ν̃) : E|+x → E|−x .

We always choose K-invariant Hermitian structures on E± so that cx(ν̃)
is skew-adjoint. Thus the adjoint of the symbol σ(M, E) is the symbol
−σ(M, Eop) (in Eop, we have interchanged the parity on E+ and E−). We
have

σ(M, E)(x, ν̃)σ(M, Eop)(x, ν̃) = −‖ν̃‖2x
so that, if M is compact, σ(M, E) is an elliptic symbol.

Remark 5.8 By Bott periodicity theorem, any K-equivariant elliptic sym-
bol on a compact even dimensional oriented manifold M is equal to a symbol
σ(M, E), for some equivariant Clifford bundle E, in the equivariant K-theory
of TM . We will prove a localization formula for the symbols σ(M, E). They
could be rephrased for any elliptic symbol, but this would require more nota-
tional framework.

5.3 Choice of metrics

Let us consider the role of the metric in our setting. Let (M,V, E) be a
K-equivariant Clifford data : V → M is an Euclidean vector bundle and
E → M is a graded Cl(V)-bundle. The metric g on the Euclidean vector
bundle V → M determines a bundle map g♯ : V → V∗. If we take another
metric g′ on V → M the bundle map A := (g♯)

−1◦(g′)♯ is symmetric positive
definite for g. Hence, C = A1/2 is a well-defined bundle map, symmetric
with respect to g. It defines an isometry C : (V, g) → (V, g′), and then
a canonical isomorphism Cl(V, g) ≃ Cl(V, g′). So we will often speak of a
Clifford bundle E on V without specifying the metric on V.

In particular if π : H → B is a Hermitian vector bundle on a Riemannian
K-manifold B, using a K-invariant connection, we can choose a metric on
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TH such that TH is isomorphic to the orthogonal direct sum π∗TB ⊕ π∗H
of Euclidean vector bundles. Then any Clifford module for TH is of the
form

π∗E|B ⊗ π∗
∧

H,

where E|B is a Clifford module for TB, and, for π(n) = x, the Clifford map
cn is equal to c1x ⊠ c2x, where

c1x : TxB −→ End(E|B |x),

c2x : H|x −→ End(
∧

H|x).

5.4 The Bott symbol and direct image

Let N be an Euclidean vector space. The dual space N∗ inherits an Eu-
clidean structure through the identification N∗ → N, η → η̃ given by the
relation : 〈η, n〉 = (η̃, n). The vector space N ⊕ N∗ is an Euclidean space
of even dimension that we identify to NC by n ⊕ η → n ⊕ iη̃. The group
O(N) acting diagonally on N ⊕N∗ becomes a subgroup of U(NC), and acts
on SN :=

∧
NC via the natural representation of U(NC) in

∧
NC.

Recall the definition of the Bott symbol. We denote by cNC
the Clifford

representation of NC in SN . Then cNC
(n ⊕ in′) satisfies cNC

(n ⊕ in′)2 =
−(‖n‖2 + ‖n′‖2)Id.

Consider the trivial bundle S = N×SN . We define the symbol Bott(NC) ∈
Γ(T∗N,hom(S+,S−)) by

Bott(NC)(n, η) = cNC
(n⊕ iη̃) : S+

N → S−
N .

Here n ∈ N , η ∈ N∗. The characteristic support of Bott(NC) is {0}, so
Bott(NC) is an elliptic symbol on N called the Bott symbol. It is equivariant
for the action of O(N) and IndexNO(N)(Bott(NC)) is the trivial representation
of O(N) [4].

Let N → X be an Euclidean vector bundle. The orthogonal frame
bundle P of N is a O(n)-principal bundle such that N = P ×O(n) N , with
N = Rn. Using the notion of fiber product introduced in Section 4.4 with
the group S = {1}, we define the pushforward morphism i! : K

0
K(T∗

KX ) −→
K0

K(T∗
KN ) by the relation

i!(σ) := σ♦Bott(NC),

if σ is a transversally elliptic symbol on X .
The following theorem is a consequence of Lemma 4.6.
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Theorem 5.9 (Invariance of the index by push-forward)

IndexXK(σ) = IndexNK (i!(σ)).

A symbol representing i!(σ) is as follows. We write an element n ∈ N
as (x, v) with x ∈ X and v ∈ N|x. We choose a K-invariant connection on
the bundle N → X , which allows us to parameterize T∗N = {(n, (ξ, η))},
with ξ ∈ T∗

xX , η ∈ N ∗|x : here ξ is lifted to an horizontal element of
T∗
nN using the connection, so (ξ, η) parameterize any element in T∗

nN . Let
σ ∈ Γ(T∗X ,hom(E+, E−)) be a symbol on X . Then the symbol

(5.11) ((x, v), (ξ, η)) 7→ σ(x, ξ)⊠ cx(v ⊕ iη̃)

represents i!(σ). Here cx is the Clifford representation ofN|x⊗C on
∧
(N|x⊗

C), so (cx(v ⊕ iη̃))2 = −(‖v‖2 + ‖η‖2)Id and Char(i!(σ)) = Char(σ).

5.5 Dirac operators and equivariant indices

Let E → M be a K-equivariant graded Clifford bundle on a compact Rie-
mannian K-manifold M of even dimension.

Definition 5.10 We denote by QK(M, E) ∈ R(K) the index of the symbol
σ(M, E).

If K is the trivial group, we denote QK(M, E) simply by Q(M, E). This
is an integer.

We can realize QK(M, E) as the index of a Dirac operator. We choose K-
invariant connections on E± such that the Dirac operator D±

E : Γ(M, E±) →
Γ(M, E∓) [8] verifies (D+

E )
∗ = D−

E . The principal symbol of D+
E is σ(M, E).

ThusQK(M, E) can be realized as the difference of the two finite dimensional
representation spaces [kerD+

E ]− [kerD−
E ] and we also say that QK(M, E) is

the equivariant index of the Dirac operator D+
E .

For example, if M is any K-manifold, and E =
∧
(TM ⊗R C), a Dirac

operator with principal symbol σ(M, E) can be taken as d + d∗ where d is
the de Rham differential. If K is connected, QK(M, E) is a multiple of the
trivial representation of K, the multiplicity being the Euler characteristic of
M .

Example 5.11 An important example is when M is a complex manifold
with complex structure J ∈ Γ(M,TM). Then TM ⊗R C breaks into two
pieces, the holomorphic and anti-holomorphic tangent spaces

TM ⊗R C = T1,0M ⊕ T0,1M
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on which J acts by i, and −i, respectively. We consider a Riemannian
metric on TM such that g(Jv, Jv) = g(v, v). Let W → M be a holomorphic
vector bundle on M . Then the vector bundle of W-valued anti-holomorphic
differential forms

E =
∧

(T0,1M)∗ ⊗W

is a graded Clifford bundle. This bundle is isomorphic to
∧

J TM ⊗ W,
with Clifford action described by the formula (5.9). A Dirac operator with
principal symbol σ(M, E) is ∂W + (∂W)∗ where ∂W is the Dolbeaut opera-
tor. Assume that K acts by holomorphic transformations on M,W. Then
QK(M, E) = ∑

j(−1)jHj(M,O(W)) is the alternate sum of the cohomology
groups of the sheaf of holomorphic sections of W.

Example 5.12 Let K be a compact connected Lie group, and T ⊂ K be a
maximal torus. We consider the flag manifold F := K/T with base point
e ∈ K/T . The choice of a Weyl chamber t∗≥0 ⊂ t∗ determines a T -invariant

complex structure J on TeF ≃ k/t such that the complex T -module T1,0F is
equal to ⊕α>0Cα, where {α > 0} denotes the set of positive roots. The com-
plex structure J defines an integrable complex structure on the flag manifold
F (still denoted J). Let Λ ⊂ t∗ be the weight lattice. Any weight µ ∈ Λ
determines an holomorphic line bundle [Cµ] := K ×T Cµ on F. If µ is dom-
inant, the Borel-Weil Theorem tells us that QK(F,

∧
J TF⊗ [Cµ]) is equal to

the irreducible representation of K with highest weight µ.

5.6 Horizontal Clifford bundle

Let G and K be two compact Lie groups. Let P be a manifold provided with
an action of G×K. Assume that the action of K is free and let M = P/K.
We are in the situation described in Subsection 4.2, and we use the same
notations.

For the tangent bundle, the choice of a G-invariant connection on the
principal bundle P → M defines an invariant decomposition TP = π∗TM⊕
P × k; if a metric is chosen on M , we define the metric on P by declaring
that this decomposition is orthogonal.

Let E be a G-equivariant graded Clifford bundle on M . We obtain from
E a symbol

σhor(P, E) ∈ Γ(T∗P,hom(π∗E+, π∗E−))

by defining σhor(P, E)(p, η) = σ(M, E)(x, θ̃) where (x, θ) := π̄(p, η).
Assume P compact. It is clear that σhor(P, E) is aK-transversally elliptic

symbol on P . It will be called the horizontal Dirac symbol. Furthermore,
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this symbol is G-equivariant, and for any irreducible representation Vµ of
K, the finite dimensional space

[
IndexPG×K(σhor(P, E)) ⊗ V ∗

µ

]K

carries a representation of G.
We form the G-equivariant complex vector bundle Vµ := P ×K Vµ on

M , and the twisted Clifford bundle E ⊗ Vµ. We consider the elliptic symbol
σ(M, E ⊗ Vµ) on M .

The following result follows easily from the Peter-Weyl decomposition
of Γ(P, π∗E) under the free action of K. It is a particular case of the free
action property of transversally elliptic symbols.

Theorem 5.13 In R̂(G×K) we have

IndexPG×K (σhor(P, E)) =
∑

µ∈K̂

QG(M, E ⊗ V∗
µ)⊗ Vµ.

In particular [IndexPG×K (σhor(P, E))]K = QG(M, E).

Consider now the case of a G×K Riemannian manifold P , but assume
now that K acts only infinitesimally freely: for any p ∈ P , the stabilizer Kp

is a finite subgroup. So M = P/K is an orbifold, but maybe not a manifold.
Consider H, the subbundle of TP defined by the orthogonal decomposition
TP = H⊕ P × k and call H the horizontal tangent bundle.

Definition 5.14 • If E is a graded Clifford bundle for the horizontal tangent
bundle H, equivariant for the G × K-action, we define σhor(P, E)(p, ν) =
cEp(ν̃H) where ν̃H is the horizontal component of ν̃ ∈ TpP .

• We define QG(M, E) by the formula

QG(M, E) :=
[
IndexPG×K(σhor(P, E))

]K
.

It can be shown, see [48], that this is indeed the equivariant index of a
Dirac operator on the G-orbifold M in the sense of Kawasaki [19].

6 Deformation à la Witten of Dirac operators

We start to discuss the real purpose of this paper. We will study the defor-
mation à la Witten of elliptic symbols σ(M, E) by vector fields associated to
K-equivariant maps Φ : M → k∗.

We recall that we chose an invariant scalar product in k providing an
identification k ≃ k∗.
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6.1 Kirwan vector field

Let M be a K-manifold and let Φ : M → k∗ be an equivariant map.

Definition 6.1 • The Kirwan vector field associated to Φ is defined by

(6.12) κΦ(m) = −Φ(m) ·m, m ∈ M.

• We denote by ZΦ the set of zeroes of κΦ. Thus ZΦ is a K-invariant
closed subset of M .

The ZΦ is not necessarily smooth. If 0 ∈ Φ(M), then clearly ZΦ contains
Φ−1(0).

In order to describe more precisely ZΦ, we consider the set {(ki), i ∈ I} of
conjugacy classes of subalgebras of k representing the infinitesimal stabilizers
of the K-action on M : if M is compact, the set I is finite. We denoted
by Mki the submanifold of points m ∈ M such that ki = km. We see that
ZΦ ∩Mki = Mki ∩ Φ−1(k∗i ), hence

(6.13) ZΦ =
⊔

i∈I

K
(
Mki ∩ Φ−1(k∗i )

)
,

where k∗i is viewed as a subspace of k∗ thanks to the scalar product.

Definition 6.2 An equivariant map Φ : M → k∗ is called a moment map if
there exists an invariant (real) 2-form Ω on M satisfying the relations

(6.14) ι(XM )Ω + d〈Φ,X〉 = 0 and dΩ = 0

for X ∈ k. The data (Ω,Φ) on M is called a weak Hamiltonian structure.

Classically, a moment map in the sense of Hamiltonian geometry requires
that Ω is non degenerate. In this text, we will see that some localization
results can be proven without this strong hypothesis.

A particularly important example of moment map is provided by the
following construction.

Definition 6.3 Let L be a K-equivariant Hermitian line bundle with Her-
mitian connection ∇ with curvature RL. Let ΩL = 1

iRL. Then ΩL is a
closed real two form. This data determines a moment map

ΦL : M → k∗

by the relation L(X) − ∇XM
= i〈ΦL,X〉, for all X ∈ k. Here L(X) is the

infinitesimal action of X ∈ k on the sections of L. The relation ι(XM )ΩL +
d〈ΦL,X〉 = 0 follows.
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Remark 6.4 The subset Φ−1
L (0) of the zeroes of the associated Kirwan vec-

tor field has some particular importance when L is an ample bundle on a
projective manifold provided with an action of K. In this case, if ΦL is the
moment map associated to the projective embedding, Φ−1

L (0)/K is isomor-
phic to the geometric invariant theory (GIT) quotient M//KC of M by KC,
and is provided with structure of projective variety with corresponding line
bundle L//KC. When M//KC is smooth, Guillemin and Sternberg [16] have
proved the first [Q,R] = 0 identity :

[H0(M,L)]K ≃ H0(M//KC;L//KC).

Remark 6.5 If Φ is a moment map, by Equation (6.14), we have

d‖Φ‖2 = 2ι(κΦ)Ω.

Thus the set ZΦ is contained in the critical set of the function ‖Φ‖2 : if
β ∈ Φ(ZΦ), then ‖β‖2 is a critical value of the square of the moment map
Φ.

One of the properties that a moment map shares with the moment map
of a Hamiltonian action is the following.

Proposition 6.6 • For any X ∈ k, the function 〈Φ,X〉 is constant on each
connected component of the manifold MX .

• If 0 is a regular value of a moment map Φ, then the action of K is
infinitesimally free on the submanifold Φ−1(0). The reduced space Mred =
Φ−1(0)/K is an orbifold.

• Conversely, if Φ is the moment map of a Hamiltonian action, and the
action of K is infinitesimally free on the submanifold Φ−1(0), then 0 is a
regular value of Φ.

Proof. Equation (6.14) tells us that for a point m ∈ M where
XM (m) = 0, the differential TmΦ sends TmM to (RX)⊥ ⊂ k∗. Our three
points follow from this simple fact.

We note that any invariant 1-form α defines a moment map ϕα : M → k∗

by the relation : 〈ϕα,X〉 = ι(XM )α, X ∈ k: the corresponding 2-form is dα.
We will use the following equivalence relation between moment maps on

M :

(6.15) Φ ∼ Φ′ ⇐⇒ ∃ an invariant 1−form α such that Φ− Φ′ = ϕα.
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Let us describe Φ(ZΦ) when Φ is a moment map. As before, let {ki, i ∈ I}
be a set of representatives of the infinitesimal stabilizers of the K-action on
M , and let Mki be the submanifold of points m ∈ M such that ki = km. If
X is a connected component of Mki , Relations (6.14) imply that the image
Φ(X ) is contained in an affine space A(X ,Φ) ⊂ k∗ with direction k⊥i . The
orthogonal projection β(X ,Φ) of 0 on the affine space of A(X ,Φ) belongs
to k∗i , viewed as a subspace of k∗ thanks to the scalar product.

Lemma 6.7 The set Φ(ZΦ) is contained in

CΦ :=
⋃

i∈I

⋃

X⊂Mki

K · β(X ,Φ).

More precisely, the orbit K · β(X ,Φ) is contained in Φ(ZΦ) if and only if
β(X ,Φ) belongs to Φ(X ).

Proof. The proof is left to the reader.
Concerning the set CΦ, we have the useful remark.

Proposition 6.8 Let Φ,Φ′ be two moment maps on the K-manifold M .

• If Φ ∼ Φ′ then CΦ = CΦ′.

• If M is compact, CΦ is a finite union of coadjoint orbits.

• If ZΦ is compact, then Φ(ZΦ) is a finite union of coadjoint orbits.

Proof. The first point is due to the fact that A(X ,Φ) = A(X ,Φ + ϕα)
for any invariant 1-form α and any connected component X of Mki . If M is
compact, the set I is finite and each submanifold Mki has a finite number
of connected components, so there is a finite number of terms β(X ,Φ). If
ZΦ is compact, we consider an invariant neighborhood U of ZΦ such that
U is compact. The subset IU ⊂ I formed by the element i ∈ I such that
Mki ∩ U 6= ∅ is finite, and we see that Φ(ZΦ) is contained in

CU
Φ :=

⋃

i∈IU

⋃

X⊂Mki
∩U

K · β(X ,Φ).

Since CU
Φ is a finite union of coadjoint orbits, the last assertion is proved.

For any moment map Φ, if ZΦ is compact, it admits a finite decomposi-
tion ZΦ =

∐
O ZO where ZO = ZΦ ∩ Φ−1(O).
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Definition 6.9 We denote by B(Φ) the set of coadjoint orbits contained in
Φ(ZΦ).

In practice, we parameterize the set B(Φ) by a finite set B contained in
k∗: Φ(ZΦ) =

∐
β∈B Kβ and then

(6.16) ZΦ =
∐

β∈B

Zβ

where Zβ = K(Mβ ∩ Φ−1(β)).

6.2 Deforming a symbol

Let M be a K-manifold. We do not necessarily assume M to be compact,
and the compact Lie group K nor M are necessarily connected. Let Φ :
M → k∗ be an equivariant map, and let E be a graded Clifford bundle on
M .

Definition 6.10 The symbol σ(M, E ,Φ) pushed by the vector field κΦ is the
symbol on M defined by

σ(M, E ,Φ)(m, ν) = σ(M, E)(m, ν̃ − κΦ(m)) = cEm(ν̃ − κΦ(m))

for any (m, ν) ∈ T∗M .

Note that σ(M, E ,Φ)(m, ν) is invertible except if ν̃ = κΦ(m). If further-
more (m, ν) belongs to the subset T∗

KM of cotangent vectors orthogonal
to the K-orbits, then ν = 0 and κΦ(m) = 0. Indeed, as κΦ(m) is tan-
gent to K · m, the two equations ν̃ = κΦ(m) and 〈ν, κΦ(m)〉 = 0 imply
ν̃ = κΦ(m) = 0. So we note that (m, ν) ∈ Char(σ(M, E ,Φ)) ∩ T∗

KM if and
only if ν = 0 and κΦ(m) = 0. Hence σ(M, E ,Φ) is transversally elliptic
whenever ZΦ is compact.

Definition 6.11 If ZΦ is compact, we define QK(M, E ,Φ) ∈ R̂(K) as the
equivariant index of the transversally elliptic symbol σ(M, E ,Φ) ∈ K0

K(T∗
KM).

When M is compact, it is clear that the classes of the symbols σ(M, E ,Φ)
and σ(M, E) are equal inK0

K(T∗
KM), hence the equivariant indicesQK(M, E)

and QK(M, E ,Φ) are equal.
For any K-invariant, relatively compact, open subset U ⊂ M such that

U∩ZΦ is closed4 in M , we see that the restriction σ(M, E ,Φ)|U is a transver-
sally elliptic symbol on U , and so its equivariant index is a well defined
element in R̂(K), independent of the choice of such a U .

4
U ∩ ZΦ is then compact.
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Definition 6.12 • A closed K invariant subset Z ⊂ ZΦ is called a com-
ponent if it is a union of connected components of ZΦ.

• For a compact component Z of ZΦ, we denote by

σ(M, E , Z,Φ) ∈ K0
K(T∗

KM)

the image of σ(M, E ,Φ)|U ∈ K0
K(T∗

KU) by the pushforward morphism
K0

K(T∗
KU) → K0

K(T∗
KM) attached to a relatively compact invariant neigh-

borhood U of Z satisfying U ∩ ZΦ = Z.
• For a compact component Z of ZΦ, we denote by

QK(M, E , Z,Φ) ∈ R̂(K)

the equivariant index of σ(M, E , Z,Φ). By definition, if Z = ∅, then
QK(M, E , ∅,Φ) = 0.

In particular, if Φ : M → k∗ is a proper moment map, we can define

QK(M, E ,Φ−1(0),Φ) ∈ R̂(K).

By taking its invariant part [QK(M, E ,Φ−1(0),Φ)]K ∈ Z, we will define in
a natural way invariants on the reduced “manifold” Mred = Φ−1(0)/K.

The simplest example of a pushed symbol σ(M, E ,Φ) is when the map
Φ is constant, equal to a K-invariant element β ∈ k∗ ≃ k. The vector field
m 7→ β ·m is then K-equivariant, and we define

σ(M, E , β)(m, ν) = σ(M, E)(m, ν̃ + β ·m).

The first example of pushed symbol σ(M, E , β) is the Atiyah symbol that
we will study in the next section.

We end this section by considering the case where Φ is a moment map
such that ZΦ is compact. For any O ⊂ CΦ, the set ZO = ZΦ ∩ Φ−1(O)
is a compact component of ZΦ, hence we may consider the localized index
QK(M, E , ZO,Φ). This generalized character is non-zero only if ZO 6= ∅, and
this happens only for a finite number of orbits (those included in Φ(ZΦ)).

Thanks to the excision property, we get the first form of the localization
theorem :

(6.17) QK(M, E ,Φ) =
∑

O⊂CΦ

QK(M, E , ZO,Φ).

The aim of Section 7.2 is the description by induction of the representa-
tions QK(M, E , ZO,Φ).

Let us show that, when M is compact, the character QK(M, E , ZO ,Φ)
depends only of the class of Φ relative to the equivalence relation (6.15).
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Proposition 6.13 Let Φ ∼ Φ′ be two moment maps on a compact K-
manifold. Let ZO ⊂ ZΦ and Z ′

O = ZΦ′ ∩ (Φ′)−1(O) be the components
attached to O ∈ CΦ = CΦ′. Then we have

QK(M, E , ZO,Φ) = QK(M, E , Z ′
O,Φ

′).

Proof. Let α be the invariant 1-form such that Φ′ − Φ = ϕα. We
consider the family of moment maps Φt = Φ + tϕα, t ∈ R. We denote
simply by σt the symbol σ(M, E ,Φt). For any t, consider the component
Zt
O = ZΦt ∩ (Φt)−1(O) and the generalized character

Qt := QK(M, E , Zt
O,Φ

t)

which is the equivariant index of σt|Ut where Ut is a neighborhood of (Φt)−1(O)
such that Ut ∩ ZΦt = Zt

O.
Let us prove that the multiplicity Qt is independent of t. It is sufficient

to prove that t → Qt is locally constant : let us show that it is constant in
a neighborhood of 0.

Note that the set CΦt does not depend of t: let us simply denote it by
C. We remark that for any invariant subset U ⊂ M , we have

U ∩ ZΦt ⊂
⋃

P⊂Φt(U)∩C

Zt
P

By an obvious continuity argument, we see that if U0 is a neighborhood
of (Φ0)−1(O) such that Φ0(U0) ∩ C = O, then we have

Φt(U0) ∩ C = O and U0 ∩ ZΦt = Zt
O

for small t (says |t| ≤ ǫ). As the family σt|U0
, t ∈ [0, ǫ] defines an homotopy of

transversally elliptic symbols, they have the same equivariant index. Finally,
for small t, we have

Q0 = IndexK(σ0|U0
) = IndexK(σt|U0

)

= Qt.

6.3 Atiyah symbol

Let N be a Hermitian vector space. We denote by U the unitary group
of transformations of N , and by U(1) ⊂ U the subgroup formed the homo-
theties x 7→ eiθx. Consider S =

∧
N , the irreducible Clifford module for N
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with Clifford action c(n). If we identify T∗N = N ⊕ N∗ with N ⊕ N , the
U-equivariant symbol σ(N,S) is defined by

σ(N,S)(x, ν) = c(ν̃) :

even∧
N −→

odd∧
N, (x, ν) ∈ T∗N.

The matrix β = iId is an invariant element of Lie(U). We have β ·x = Jx
where J is the multiplication by i on N . We can then define the pushed
symbol σ(N,S, β).

Definition 6.14 The Atiyah symbol At(N) ∈ Γ(T∗N,hom(S+,S−)) is de-
fined by

At(N)(x, ν) = c(ν̃ + Jx) :
even∧

N −→
odd∧

N, (x, ν) ∈ T∗N.

The symbol At(N) is not elliptic since supp(At(N)) = {(x, ν), ν̃ + Jx =
0} is not compact. But remark that x → Jx is the tangent vector produced
by the action of U(1) on N . Thus At is a U(1)-transversally elliptic symbol.
Indeed the two equations ν̃ + Jx = 0 and 〈ν, Jx〉 = 0 imply ν̃ = x = 0.
So a fortiori the symbol At(N) is U-transversally elliptic. Let us consider
Sym(N) = ⊕∞

k=0Sym
k(N) where Symk(N) is the subspace of ⊗kN formed

of symmetric tensors.
The following proposition is proved in [1] (see also [9]).

Proposition 6.15 We have IndexNU (At(N)) = Sym(N) in R̂(U).

More generally, consider the case of a real vector space N equipped with
a linear action of a compact Lie groupK. Let β ∈ k be aK-invariant element
such that L(β) : N → N is invertible. We denote Tβ ⊂ K the closed torus
contained in the center equal to the closure of exp(Rβ).

We denote by NJβ the Hermitian vector space N equipped with the in-
variant complex structure Jβ . We consider theK-equivariant Tβ-transversally
elliptic symbol Atβ(N) defined by

Atβ(N)(v, ξ) = c(ξ̃ + β · v) :
even∧

NJβ −→
odd∧

NJβ .

Its equivariant index satisfies

IndexNK(Atβ(N)) = Sym(NJβ ).

34



The meaning of this equation is as follows. We write Sym(NJβ ) as the

sum of the finite dimensional spaces Symk(NJβ ). We consider Symk(NJβ )

as a representation space for K, write Symk(NJβ ) =
∑

µ∈K̂ m(µ, k)Vµ. For

each irreducible representation Vµ ∈ K̂, the infinitesimal action of β on Vµ

is by a scalar izµIdVµ , as β is fixed by K. On the other hand, the action of

β in Symk(NJβ ) is diagonalizable with eigenvalues
∑

J iaj with J a subset

of cardinal k of [1, 2, . . . ,dimC N ] : here aj > 0 are the eigenvalue of L(β)
i

on NJβ . As
∑

J aj is larger than kmin(aj), we see that k has to be small
enough in order that m(µ, k) 6= 0. Thus the sum

∑
k

∑
µ∈K̂ m(µ, k)Vµ is a

well defined element of R̂(K).

We now consider a K-equivariant Euclidean vector bundle N → X on
a connected K-manifold X . Let us assume that β ∈ k is an element fixed
by K and acting fiberwise on N by an invertible transformation : in other
words N β = X . The eigenvalues of β2 on the fibers are strictly negative and
constant over each connected component of X . Using Definition 5.3 of Jβ ,
we define on N a Hermitian structure invariant by K. We denote by NJβ

the vector bundle N considered as a complex vector bundle with complex
structure Jβ . By definition of Jβ, the list of eigenvalues of β on Nm for the
complex structure Jβ are [ia1, ia2, . . . , iaR] where the aj are strictly positive.

We denote by
∧NJβ the complex exterior bundle of the complex vector

bundleNJβ . We denote by Sym(NJβ) the Z-graded symmetric vector bundle
of NJβ .

Let N be the fiber N|xo at some point xo ∈ X , equipped with the linear
action of β, the complex structure Jβ and its Euclidean structure. Let U be
the subgroup of U(N) of elements that commutes with L(β). Let PU → X
be the U-unitary framed bundle of N : for x ∈ X , we take

PU |x := {f : N → N|x, unitary and L(β)− equivariant} .

Hence the vector bundle N is equal to P ×U N . The Atiyah symbol on N
defines a class

Atβ(N) ∈ K0
U×Tβ

(T∗
Tβ
N).

Let us use the notion of fiber product introduced in Section 4.4: here
we work with the group S := Tβ. We can define the morphism Atβ :
K0

K(T∗
KX ) −→ K0

K(T∗
KN ) by the relation

(6.18) Atβ(σ) := σ♦Atβ(N)

where σ is a K-transversally elliptic symbol on X .
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Lemma 4.6 gives

IndexNK (Atβ(σ)) = IndexXK
(
σ ⊗ Sym(NJβ)

)
(6.19)

=
∞∑

k=0

IndexXK

(
σ ⊗ Symk(NJβ)

)
.(6.20)

A symbol representing Atβ(σ) is as follows. We write an element n ∈ N
as (x, v) with x ∈ X and v ∈ N|x. We choose a K-invariant connection on
the bundle N → X , which allows us to parameterize T∗N = {(n, (ξ, ν))},
with ξ ∈ T∗

xX , ν ∈ N ∗|x (here ξ is lifted to an element of T∗
nN using the

connection). Let σ(x, ξ) ∈ Γ(T∗X ,hom(E+, E−)) be a symbol on X . Then

(6.21) Atβ(σ)((x, v), (ξ, ν)) = σ(x, ξ)⊠ cx(ν̃ + βv).

Here cx is the Clifford action on
∧N Jβ |x, so cx(ν̃ + βv)2 = −‖ν̃ + βv‖2Id.

We see that Char(Atβ(σ)) ∩ T∗
KN = Char(σ) ∩ T∗

KX .

7 Abelian Localization formula

7.1 Atiyah-Segal-Singer localization formula

Let M be a compact K-manifold. Let β ∈ k be a central element, and
let Mβ be the submanifold of points fixed by the infinitesimal action of
β. Let N be the normal bundle of Mβ in M . Then β acts by a fiberwise
invertible transformation on N . Denote by NJβ the (complex) vector bundle
N polarized by β.

Let U be a tubular neighborhood of Mβ in M that is diffeomorphic with
the normal bundle N . We denote by ϕ : U → N the K-diffeomorphism
and by i : U →֒ M the inclusion. Let ϕ∗ : K0

K(T∗
KN ) → K0

K(T∗
KU) and

i∗ : K
0
K(T∗

KU) → K0
K(T∗

KM) the corresponding maps in K-theory.
We denote by

Atβ : K0
K(T∗

KMβ) −→ K0
K(T∗

KM)

the map i∗ ◦ ϕ∗ ◦Atβ. For the equivariant index, we have the equality

IndexMK (Atβ(σ)) = IndexM
β

K

(
σ ⊗ Sym(NJβ)

)

for any σ ∈ K0
K(T∗

KMβ).

Let E → M be a (graded) Clifford module on M . The bundle
∧NJβ is

a Spinc bundle for the Euclidean bundle N .
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Definition 7.1 There exists a unique graded Clifford bundle dβ(E) over the
tangent bundle TMβ, such that, when we restrict E to Mβ , we get the iso-
morphism

(7.22) E|Mβ ≃ dβ(E)⊗
∧

NJβ

of graded Clifford bundles relative to the decomposition TM |Mβ := TMβ ⊕
N .

We have two elliptic symbols : σ(M, E) ∈ K0
K(T∗M) and σ(Mβ , dβ(E)) ∈

K0
K(T∗Mβ).

Proposition 7.2 (Atiyah-Segal-Singer localization formula) The fol-
lowing relation holds in K0

K(T∗
KM) :

Atβ

(
σ(Mβ , dβ(E))

)
= σ(M, E).

In particular QK(M, E) = QK

(
Mβ , dβ(E)⊗ Sym(NJβ)

)
.

Remark 7.3 In Atiyah-Segal, this equation is proved in the tensor product
of K0

K(T∗M) with the field of fractions of R(K). In [1], this more precise
relation is proved in K0

K(T∗
KM).

Proof. We deform the symbol σ(M, E) by the vector field βM . So we
apply the deformation introduced in Definition 6.10 with the constant map
Φ = β. The pushed-symbol σ(M, E , β) is

σ(M, E , β)(m, ν) := cEm(ν̃ + β ·m) : E+
m → E−

m.

The excision property tells us that σ(M, E) = i∗(σ(M, E , β)|U ) inK0
K(T∗

KM).
We now analyze the symbol σ̃ := (ϕ−1)∗(σ(M, E , β)|U ) on N . Let π : N →
Mβ be the projection. Over N , the Clifford bundle Ẽ := (ϕ−1)∗(E|U ) is
isomorphic to π∗(dβ(E))⊗π∗(

∧NJβ). With notations of Subsection 5.3, we
may assume that for (n, ν) ∈ T∗N , and n = (x, v), the map σ̃(n, (ξ, ν)) is
the exterior product of the map

c1x(ξ̃) : dβ(E)|+x 7−→ dβ(E)|−x
with the map

c2x(ν̃ + β · v) :
even∧

NJβ |x 7−→
odd∧

NJβ |x.
Here ξ is viewed as a horizontal vector in T∗

nN and ν̃, β ·v are vertical vectors
in TnN . By definition, this means that σ̃ is equal to σ(Mβ , dβ(E))♦Atβ(N).
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7.2 Deformed Atiyah-Segal-Singer localization formula

We now prove a slightly more general version of the preceding Atiyah-Segal-
Singer localization formula.

Let N → X be a K-equivariant vector bundle over X , and let β be a
central element in k such that X = N β . Thus β acts invertibly on the vector
bundle N . Let Φ : N → k∗ be a K-invariant map and ZΦ ⊂ N be the set
of zeroes of the associated Kirwan vector field κΦ. We do not assume the
basis X compact, but we assume that ΦX := Φ|X : X → k∗ is a proper map.

The intersection of the set ZΦ with X is equal to ZΦX
.

Lemma 7.4 Assume that ZΦ ∩ X = Φ−1
X (β). Then Φ−1

X (β) is a compact
component of ZΦ: there exists a K-invariant neighborhood U of Φ−1

X (β) in
N such that ZΦ ∩ U = Φ−1

X (β).

Proof. Consider a K-invariant decomposition of the tangent bundle
TN = H ⊕ V in vertical and horizontal tangent bundles. Here V = π∗N .
As N is a K-equivariant vector bundle, for X ∈ k, and n = (x, v) ∈ N ,
the vertical projection [XN ]V (x, v) ∈ N|x of the vector field XN depends
linearly of v. In other words, there exists µ(X) ∈ Γ(X ,End(N )) such that
[XN ]V (x, v) = µ(X)x · v ∈ N|x, where x ∈ X , v ∈ Nx.

For X = β, −µ(β) is equal to the linear action L(β) of β on Nx. If
K ⊂ X is a compact subset, there exists cK > 0 such that ‖[XN ]V (x, v)‖ ≤
cK‖X‖ ‖v‖ for all (x, v) ∈ π−1(K).

The Kirwan vector field κΦ(n) = −Φ(n) · n admits then the decomposi-
tion κΦ = [κΦ]

V ⊕ [κΦ]
H with [κΦ]

V (n) = −µ(Φ(n))x · v ∈ N|x.
Choose a relatively compact open neighborhood V of Φ−1

X (β) in X , and
consider Uǫ := {n ∈ π−1(V) ; ‖Φ(n)−β‖ < ǫ} which is an open neighborhood
of Φ−1

X (β) in N .
If R(n) = Φ(n)− β, we have

(7.23) µ(Φ(n))x · v = β · v + µ(R(n))x · v.

We choose ǫ sufficiently small so that ‖µ(R(n))x · v‖ < ‖β · v‖ for any
n = (x, v) ∈ Uǫ. If κΦ(n) = 0, taking the scalar product with the vertical
vector β · v, we obtain

0 = −〈κΦ(n), β · v〉 = −〈[κΦ]V (n), β · v〉 = ‖β · v‖2 + 〈µ(R(n))x · v, β · v〉

and this implies v = 0. Thus the set of zeroes of κΦ on Uǫ is the set of zeroes
of κΦ on X .
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Let E → N be a graded Clifford bundle on the manifold N . We can then
define the K-transversally elliptic class σ(N , E , Z,Φ) ∈ K0

K(T∗
KN ) attached

to the compact component Z = Φ−1
X (β).

Let dβ(E) be the graded Clifford bundle on X induced by E (see Defini-
tion 7.1). We can also define the K-transversally elliptic class
σ(X , dβ(E), Z,ΦX ) ∈ K0

K(T∗
KX ).

Proposition 7.5 (Variation on Atiyah-Segal localization formula) The
following relation holds in K0

K(T∗
KN ) :

(7.24) Atβ (σ(X , dβ(E), Z,ΦX )) = σ(N , E , Z,Φ).

In particular QK(N , E , Z,Φ) = QK

(
X , dβ(E)⊗ Sym(NJβ), Z,ΦX

)
.

Proof. The proof is a variation of the proof of Proposition 7.2. We
consider the vector field κ0(n) = −β ·n⊕κX (x) where κX (x) ∈ TxX is lifted
horizontally in TN = π∗TX ⊕ π∗N . Then κt = tκ0 + (1− t)κΦ has vertical
component −β · v + (1 − t)µ(R(n))x · v. The restriction to X of κt is the
vector field κΦX

for any t ∈ [0, 1]. We then consider

σt(n, ν) = cn(ν̃ − κt(n))

for t ∈ [0, 1]. We see, as before, that Char(σt) intersected with T∗
K(N )

remains equal to Z. Thus the class of σt is constant in K0
K(T∗

KN ), and σ0

is equal to Atβ (σ(X , dβ(E), Z,ΦX )).

8 Non abelian localization formula

In this section, given an equivariant map Φ : M → k∗, we establish a general
localization formula for the equivariant index of a Dirac operator.

8.1 Localization on Φ−1(0)

Let Φ : M → k∗ be an equivariant proper map. We describe what is the
representation QK(M, E ,Φ−1(0),Φ), in the special case where 0 is a regular
value of Φ, and where K acts infinitesimally freely on the compact subman-
ifold P = Φ−1(0). Let Mred := P/K be the corresponding “reduced” space,
and let π : P → Mred be the projection map.

Remark 8.1 By Proposition 6.6, the hypothesis that 0 is a regular value
implies that K acts infinitesimally freely on P in the case where Φ is a
moment map.
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On P , we obtain an exact sequence 0 −→ TP −→ TM |P TΦ−→ [k∗] →
0, where [k∗] is the trivial bundle P × k∗. We have also an orthogonal
decomposition TP = TKP ⊕ [k] where [k] is the subbundle identified to
P × k through the map (p,X) 7→ X · p. So TM |P admits the orthogonal
decomposition TM |P ≃ TKP ⊕ [k]⊕ [k∗]. We rewrite this as

(8.25) TM |P ≃ TKP ⊕ [kC]

with the convention [k] = P × (k⊗R) and [k∗] = P × (k⊗ iR). Note that the
bundle TKP is naturally identified with π∗(TMred).

Following Definition 7.1, we can divide the graded Clifford bundle E|P
by the Spinc-bundle

∧
kC for the vector space kC.

Definition 8.2 Let Ered be the graded Clifford bundle on the vector bundle
TKP → P such that

E|P ≃ Ered ⊗ [
∧

kC]

is an isomorphism of graded Clifford bundles on TM |P . We still denote by
Ered the induced Clifford (orbi-)bundle on TMred.

For any representation space Vµ of K, we can form the twisted Clifford
bundle Ered⊗V∗

µ of the Clifford bundle Ered by the equivariant (orbi)-bundle
V∗
µ = P ×K V ∗

µ .
Consider the horizontal Dirac symbol, σhor(P, Ered) on P defined in Sec-

tion 5.6. This is a K transversally elliptic symbol on P . We now prove

Theorem 8.3 If 0 is a regular value of Φ and K acts locally freely on
Φ−1(0), then Φ−1(0) is a component of ZΦ, and we have

QK(M, E ,Φ−1(0),Φ) = IndexPK(σhor(P, Ered))
=

∑

µ∈K̂

Q
(
Mred, Ered ⊗ V∗

µ

)
Vµ.

In particular we have
[
QK(M, E ,Φ−1(0),Φ)

]K
= Q (Mred, Ered).

Proof. Let us study the pushed symbol σ(M, E ,Φ)(m, ν) = σEm(ν̃ −
κΦ(m)) when m is in a neighborhood of P = Φ−1(0). So we can assume that
M = P×k∗. For a point m = (x, ξ) ∈ P×k∗, the tangent vector ν̃ ∈ TmM is
represented by η⊕a⊕ b : here η ∈ TKP , a ∈ k represents the tangent vector
a · x ∈ TxP , and b = TmΦ(ν̃) ∈ k∗. For X ∈ k, the vector field XM (x, ξ)
associated to the action of K on P × k∗ is represented by 0 ⊕−X ⊕ [ξ,X]:
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in particular the Kirwan vector field κΦ(x, ξ) is equal to 0⊕−ξ⊕ 0. For the
pushed symbol we obtain

σ(M, E ,Φ)(m, ν) = cEred(η)⊠ c∧kC((a+ ξ)⊕ ib).

Let us see that the support of the pushed symbol intersected with T∗
KM

is just equal to P . Indeed if (x, ξ; η ⊕ a ⊕ b) ∈ T∗
KM , we have ([ξ,X], b) −

(X, a) = 0 for all X ∈ k, e.g. a = [b, ξ]. Then, if cEx(η) ⊠ c∧kC((a+ ξ)⊕ ib)
is not invertible, we obtain η = 0, b = 0 and a + ξ = 0. If furthermore
(x, ξ; η⊕a⊕b) is in T∗

KM , we obtain a = ξ = 0. Thus we see that Φ−1(0) = P
is a component of ZΦ, and σ(M, E ,Φ) restricted to a neighborhood of P
defines a transversally elliptic symbol on M . We can then define its index
QK(M, E ,Φ−1(0),Φ).

Consider now the injection i : P → P × k∗ = M and the horizontal
symbol σhor(P, Ered) on P . By definition (see Section 5.4), the direct image
i!σhor(P, Ered) is defined to be the restriction to T∗

KM of the symbol

cEred(η)⊠ c∧kC(ξ ⊕ ib).

We see that for t ∈ [0, 1], the support of the symbol

σt(x, ξ, ν) = cEred(η)⊠ c∧kC((ta+ ξ)⊕ ib)

intersected with T∗
KM remains equal to P .

Thus σ(M, E ,Φ) defines the same class in K-theory than the symbol
i!σhor(P, Ered). Thus by the direct image property of the symbol, we obtain
our result.

If furthermore we had an action of G × K on M , we would obtain an
action of G in each space Q(Mred, Ered ⊗V∗

µ) and the G×K decomposition

(8.26) QG×K(M, E ,Φ−1(0),Φ) =
∑

µ∈K̂

QG(Mred, Ered ⊗ V∗
µ)⊗ Vµ.

8.2 Coadjoint orbits and slices

Let Φ : M → k∗ be our K-equivariant map (with K not necessarily con-
nected).

Consider the coadjoint action of K on k∗. Let ξ ∈ k∗. Let us consider the
Kξ-invariant decomposition k = kξ⊕q, with dual decomposition k∗ = k∗ξ⊕q∗.

Proposition 8.4 Let ξ ∈ k∗, and let B be a sufficiently small Kξ-invariant
neighborhood of ξ in k∗ξ . Then
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• Y = Φ−1(B) is a Kξ-invariant submanifold of M (perhaps empty).

• Φ−1(KB) is an open neighborhood of Φ−1(Kξ), and is diffeomorphic
to K ×Kξ

Y .

We will call the manifold Y a slice of M at ξ.
Proof. Consider the coadjoint orbit Kξ. The map X → X · ξ is a

surjective map from k to q∗ and k∗ξ identifies to the normal space to the
coadjoint orbit Kξ at ξ. The tubular neighborhood theorem implies that
if B is sufficiently small, then KB is a neighborhood of Kξ isomorphic to
K ×Kξ

B.
Write Φq for the component of Φ in q∗. The differential map TyΦq :

TyM → q∗ is surjective, if Φ(y) = ξ. Thus it is surjective at any point
y ∈ Y , if B is sufficiently small. The rest of the proof is standard.

We also consider ξ as an element of kξ, using our K-invariant identifi-
cation k = k∗. So ξ induces an invertible skew-symmetric transformation
on q. Denote by qJξ the vector space q = k/kξ equipped with the complex
structure Jξ,

Suppose now that M carries a graded Clifford bundle E . The tangent
bundle TM , when restricted to the slice Y , decomposes as TM |Y ≃ TY ⊕
[k/kξ ], where [k/kξ ] denotes the trivial bundle k/kξ × Y .

As in Definition 7.1, we can divide the graded Clifford bundle E|Y by the
Spinc-bundle

∧
qJξ for the Euclidean vector space q. There exists a unique

graded Clifford bundle EdY over the tangent bundle TY , such that, when
we restrict E to Y , we get the isomorphism

(8.27) E|Y ≃ EdY ⊗
[∧

qJξ

]

of graded Clifford bundles relative to the decomposition TM |Y ≃ TY⊕[k/kξ ].

8.3 Localization on Zβ

We consider our equivariant map Φ : M → k∗, and we assume that

Zβ = K(Mβ ∩Φ−1(β))

is a compact component of ZΦ. Here β is a non zero element in k∗.
Let QK(M, E , Zβ ,Φ) ∈ R̂(K) be the localized equivariant index attached

to an equivariant graded Clifford bundle E . Let dβ(E) be the induced graded
Clifford bundle on Mβ (see Section 7.1). The restriction of Φ to Mβ is a
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map that takes value in k∗β : for simplicity we still denote Φ : Mβ → k∗β .

The set Mβ ∩ Φ−1(β) is a compact component of ZΦ ∩ Mβ. Let NJβ be

the (complex) normal bundle of Mβ in M polarized by β. The aim of this
subsection is to prove the following localization formula.

Theorem 8.5 We have the following relation in R̂(K):

QK(M, E , Zβ ,Φ) =

IndKKβ

(
QKβ

(Mβ , dβ(E)⊗ Sym(NJβ),M
β ∩ Φ−1(β),Φ) ⊗

∧
(k/kβ ⊗ C)

)
.

Proof. The proof will have two steps.
First Step : Let B ⊂ k∗ be a small Kβ-invariant ball around β in

k∗β and let Y = Φ−1(B) be the corresponding slice. A neighborhood of Zβ

in M is then diffeomorphic with K ×Kβ
Y . We denote by ΦY : Y → k∗β

the restriction of Φ to the submanifold Y . Let EdY be the induced Clifford
bundle on TY (see (8.27)).

The restriction of the symbol σ(M, E ,Φ) to T∗Y is equal to σ(Y, EdY ,ΦY )⊗∧
qJβ , hence the induction formula of Proposition 4.7 gives that

QK(M, E , Zβ ,Φ) = IndKKβ

(
QKβ

(Y, EdY ,Mβ ∩Φ−1(β),ΦY )⊗
∧

qJβ

)

(as Φ−1(β) is contained in Y , Mβ ∩ Φ−1(β) = Y β ∩ Φ−1
Y (β)).

Second Step : Now we use the variation of the Atiyah-Segal-Singer
localization formula for computing QKβ

(Y, EdY ,Mβ ∩ Φ−1(β),ΦY ). As we

are working on a neighborhood of Y β ∩ Φ−1
Y (β), we may assume that Y is

the normal bundle NY of Y β in Y .
Let dβ(EdY ) be the Clifford bundle on the submanifold Y β determined by

EdY (see Section 7.1). Let (NY )Jβ be the normal bundle of Y β in Y polarized
by β. We apply the variation of Atiyah-Segal-Singer localisation formula to
NY → Y β (the groupK being now Kβ) and we obtain the following formula:

QKβ
(Y, EdY ,Mβ ∩ Φ−1(β),ΦY ) =

QKβ
(Y β, dβ(EdY )⊗ Sym((NY )Jβ ),M

β ∩ Φ−1(β),ΦY ).

The manifold Y β is an open subset of Mβ , and for the normal bundles
N of Mβ in M versus NY (the normal bundle of Y β in Y ), we have N =
NY ⊕ [k/kβ ]. For the polarized ones, we get NJβ = (NY )Jβ ⊕ [qJβ ]. If we use

the relation Sym(qJβ )⊗
∧

qJβ = 1 in R̂(Kβ), we see that

Sym(NJβ)⊗
[∧

(k/kβ ⊗ C)
]

= Sym((NY )Jβ)⊗ Sym(qJβ )⊗
[∧

qJβ

]
⊗

[∧
qJβ

]

= Sym((NY )Jβ)⊗
[∧

qJβ

]
.
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So we are left to check that dβ(EdY )⊗
[∧

qJβ
]
and dβ(E)⊗

[∧
qJβ

]
are equal5

as Clifford module over TY β.
We have the identity E|Y = [

∧
qJβ ]⊗EdY as Clifford modules over k/kβ⊕

TY . We have also (EdY )|Y β =
∧

(NY )Jβ ⊗dβ(EdY ) as an equality of Clifford

modules over NY ⊕ TY β. Finally we get

(8.28) E|Y β =
∧

(NY )Jβ ⊗
[∧

qJβ

]
⊗ dβ(EdY )

as an equality of Clifford modules over NY ⊕ [k/kβ ]⊕TY β. By definition, we
have also E|Mβ =

∧NJβ ⊗ dβ(E) as an equality of modules over N ⊕TMβ.

If we restrict the previous identity to the open subset Y β, we get

(8.29) E|Y β =
∧

(NY )Jβ ⊗
[∧

qJβ

]
⊗ dβ(E).

If we use (8.28) and (8.29), we get the desired identity.

8.4 The non abelian localization theorem

Let E → M be a equivariant graded Clifford module over an even dimen-
sional K-manifoldM (M is not necessarily compact, the groupK is compact
but not necessarily connected). Let Φ be a moment map, such that ZΦ is
compact. We can then construct QK(M, E ,Φ) ∈ R̂(K). If M is compact,
QK(M, E ,Φ) is just equal to QK(M, E).

The set of zeroes ZΦ is a disjoint union of its components Zβ, β ∈ B,
with B finite (see (6.16)). The following decomposition of QK(M, E ,Φ) is
the K-theoretical analogue of Witten non abelian localization theorem in
equivariant cohomology. This reduces the study of QK(M, E ,Φ) by induc-
tion to the neighborhood of the zeroes of the moment map.

Theorem 8.6 (Non abelian localization theorem) We have

QK(M, E ,Φ) =
∑

β∈B

QK(M, E , Zβ ,Φ).

Furthermore, for β 6= 0, the generalized character QK(M, E , Zβ ,Φ) is
equal to

IndKKβ

(
QKβ

(Mβ , dβ(E)⊗ Sym(NJβ),Φ
−1(β) ∩Mβ,Φ)⊗

∧
qJβ ⊗

∧
qJβ

)
.

5In fact we can check that dβ(EdY ) = (−1)
dim qJβ det(qJβ

)−1
dβ(E).
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Here, B is a set of representatives of the orbits of K in Φ(ZΦ). For β ∈ B,
Mβ is the submanifold of M stable by β ∈ k, Zβ is K(Φ−1(β)∩Mβ), NJβ is

the normal bundle on Mβ in M polarized by β, dβ(E) is the Kβ equivariant
Clifford bundle on Mβ defined by

E|Mβ = dβ(E)⊗
∧

N Jβ ,

and qJβ denotes the vector space q = k/kβ equipped with the complex struc-
ture Jβ .

As β is a central element in kβ , we are reduced by induction to the
study of a localized character at a central element for the lower dimensional
manifold Mβ acted on by the subgroup Kβ .

When 0 is a regular value of the moment map, the termQK(M, E ,Φ−1(0),Φ)
is given explicitly:

QK(M, E ,Φ−1(0),Φ) =
∑

λ∈K̂

Q (Mred, Ered ⊗ V∗
λ)Vλ.

It follows that the multiplicities m(λ) of the irreducible representations
Vλ in QK(M, E ,Φ−1(0),Φ) are given explicitly as the equivariant index of a
orbi-bundle over the orbifold Mred = Φ−1(0)/K.

When K is connected, we may parameterize K̂ by the lattice of weights
intersected with a positive Weyl chamber. In this case Kawasaki formula
implies that λ → m(λ) is a quasi-polynomial function of λ. We will return
to this theme in Subsection 12.5.

8.5 Example of T∗K̃

We consider in this subsection the paradigmatic example of the cotangent
space T∗K̃ where K̃ is a compact Lie group. This is a K̃-Hamiltonian
manifold with moment map Φ, and in the philosophy of quantization, its
quantization is L2(K̃). We here study the space QK̃(T∗K̃, E ,Φ), and verify

that indeed this is the space of K̃-finite functions on K̃ for a particular
Clifford module E . This example will not be used in the rest of this article.

Let K̃ be a compact Lie group and let K be a closed subgroup. Let i
denote the inclusion of K into K̃, i : k → k̃ the induced embedding of Lie
algebras, and π : k̃∗ → k∗ the dual projection.

We consider the following action of K̃ ×K on K̃ : (k̃, k) · a = k̃ak−1.
The tangent bundle TK̃ is identified with K̃ × k̃ through the left trans-

lations: to (a,X) ∈ K̃ × k̃ we associate d
dte

tXa|t=0 ∈ TaK̃. The action of
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K̃ ×K on the cotangent bundle T∗K̃ ≃ K̃ × k̃∗ is then

(k̃, k) · (a, ξ) = (k̃ak−1, k̃ξ).

The Liouville form λ of T∗K̃ is thus given by λa,ξ(X, η) = 〈ξ,X〉 for
(a, ξ) ∈ T∗K̃ ≃ K̃ × k̃ and (X, η) ∈ TaK̃ × Tξ k̃. The symplectic form on
T∗K̃ is Ω := dλ.

The corresponding moment map relative to the K̃×K-action is the map
Φ = ΦK̃ ⊕ ΦK : T∗K̃ → k̃∗ ⊕ k∗ defined by

(8.30) ΦK̃(a, ξ) = −ξ, ΦK(a, ξ) = π(a−1 · ξ).

Lemma 8.7 The set ZΦ ⊂ T∗K̃ is equal to K̃ × {0}. More generally, if
we consider the equivariant map Φt = ΦK̃ ⊕ tΦK for any t ≥ 0, the set

ZΦt ⊂ T∗K̃ is still equal to K̃ × {0}.

Proof. Let κt be the Kirwan vector field on T∗K̃ attached to the
map Φt. A direct computation gives that for (a, ξ) ∈ T∗K̃, the vector
κt(a, ξ) ∈ T(a,ξ)(K̃ × k̃∗) = k̃× k̃∗ is equal to (κ1t (a, ξ), 0) with

κ1t (a, ξ) = ξ + t a π(a−1ξ).

For t ≥ 0, we see that κ1t (a, ξ) = 0 if and only if ξ = 0.

Let E be a K̃ × K-equivariant graded Clifford bundle on the manifold
T∗K̃. Thanks to Lemma 8.7, we know that ZΦ is compact. Hence we can
consider the generalized index

QK̃×K(T∗K̃, E ,Φ) ∈ R̂(K̃ ×K).

The restriction of E at (1, 0) ∈ T∗K̃ defines a graded Clifford module
E|(1,0) for the Euclidean vector space T(T∗K̃)|(1,0) ≃ k̃ × k̃∗. We use the

identification k̃ × k̃∗ ≃ k̃C, (X, ξ) 7→ X ⊕ iξ. Thus
∧

k̃C is an irreducible
Clifford module for k̃× k̃∗.

Following Definition 7.1, we can “divide” the graded Clifford bundle
E|(1,0) by the irreducible Clifford module

∧
kC.

Definition 8.8 Let EK̃×K be the graded K̃ ×K-representation space such
that

E|(1,0) ≃ EK̃×K ⊗
∧

kC.

is an isomorphism of graded Clifford modules on k̃× k̃∗.
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Proposition 8.9 We have the following relation in R̂(K̃ ×K) :

QK̃×K(T∗K̃, E ,Φ) =
∑

V ∈ ̂̃K

(V ∗ ⊗ V |K)⊗ EK̃×K .

Remark 8.10 If EK̃×K = C, we obtain that QK̃×K(T∗K̃, E ,Φ) is L2(K̃)
after completion, as expected.

Proof. Thanks to Lemma 8.7, we know that t ∈ [0, 1] 7→ σ(T∗K̃, E ,Φt)
is an homotopy of transversally elliptic symbols. It follows that
QK̃×K(T∗K̃, E ,Φ) = QK̃×K(T∗K̃, E ,ΦK̃). We note that the computation of

QK̃×K(T∗K, E ,ΦK̃) follows from (8.26), since ZΦ
K̃
= Φ−1

K̃
(0), 0 is a regular

value of ΦK̃ and Φ−1
K̃

(0)/K̃ is reduced to a point.

9 [Q,R] = 0 Theorem

Let M be an even dimensional K-manifold equipped with an equivariant
graded Clifford bundle E .

When M is compact, we consider the representation QK(M, E). In this
section, we study [QK(M, E)]K , with the help of a moment map Φ, and
the non abelian localization formula, in particular, we will find sufficient
conditions on the couple (E ,Φ) in order that the only component of ZΦ

contributing to [QK(M, E)]K is Φ−1(0). We will be considering in more
detail the case where M is an almost complex manifold.

Our discussion extends to the case where M is non-compact. We will
study the generalized character QK(M, E ,Φ) attached to a moment map Φ
such that ZΦ is compact.

9.1 A preliminary formula

Let M be an even dimensional K-manifold equipped with an equivariant
graded Clifford bundle E and a moment map Φ : M → k∗ such that ZΦ

is compact. We study [QK(M, E ,Φ)]K via the non abelian localization for-
mula. The notations in this subsection are as in Subsection 8.4. From
Theorem 8.6, we obtain

[QK(M, E ,Φ)]K =
∑

β∈B

[QK(M, E , Zβ ,Φ)]
K

and if β 6= 0, the integer [QK(M, E , Zβ ,Φ)]
K is equal to

[
QKβ

(Mβ, dβ(E)⊗ Sym(NJβ ),Φ
−1(β) ∩Mβ,Φ)⊗

∧
qJβ ⊗

∧
qJβ

]Kβ

.
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Using Lemma 4.1, the vanishing of this last expression is automatic if the
linear action (denoted L(β)) of β on the fibers of dβ(E)⊗Sym(NJβ)⊗

∧
qJβ⊗∧

qJβ has only non-zero eigenvalues. We thus introduce some definitions.

Consider a Kβ-equivariant vector bundle F → Mβ . Let X be a con-
nected component of Mβ. Let c ∈ R. If all the eigenvalues of L(β) acting
on F|X are of the form iθ with θ > c (respectively θ ≥ c), we say that
1
iL(β) > c on F|X (respectively 1

iL(β) ≥ c).

Proposition 9.1 Let β 6= 0.
• If 1

iL(β) ≥ 0 on dβ(E)|X ⊗ det(qJβ )
−1 for any connected component

X ⊂ Mβ such that X ∩ Φ−1(β) 6= ∅. Then

[QK(M, E , Zβ ,Φ)]
K =

[
QKβ

(Mβ , E[β],Φ−1(β) ∩Mβ,Φ)
]Kβ

where

(9.31) E[β] := (−1)
dim qJβ [dβ(E)⊗ det(qJβ )

−1]β

is a graded Kβ-equivariant Clifford bundle on Mβ .
• If 1

iL(β) > 0 on dβ(E)|X ⊗ det(qJβ )
−1 for any connected component

X ⊂ Mβ such that X ∩Φ−1(β) 6= ∅, we have E[β] = [0] in a neighborhood of

Mβ ∩ Φ−1(β) and then [QK(M, E , Zβ ,Φ)]
K = 0.

Remark that [dβ(E) ⊗ det(qJβ )
−1]β is isomorphic to the subbundle of

dβ(E) formed by the vectors satisfying L(β)v = TrqJβ (β)v.

Proof.
Introduce the union Mβ

c = ∪X of the connected components X of Mβ

such that X intersects Φ−1(β). Then Mβ
c is Kβ invariant and clearly, we

can replace Mβ by Mβ
c in Theorem 8.6. Using Lemma 4.1, we obtain

[QK(M, E , Zβ ,Φ)]
K is equal to

[
QKβ

(Mβ
c , [FMβ

c
]β ,Mβ

c ∩ Φ−1(β),Φ)
]Kβ

where F
Mβ

c
= dβ(E)|Mβ

c
⊗ (det(qJβ )

−1⊗det(qJβ ))⊗Sym(NJβ )|Mβ
c
⊗∧

qJβ ⊗∧
qJβ .

Let X be a connected component of Mβ
c , thus X intersects Φ−1(β).

On Sym(NJβ)|X ⊗ ∧
qJβ , we have 1

iL(β) ≥ 0 by definition of the complex

structures associated to β, and [Sym(NJβ)|X ⊗ ∧
qJβ ]

β = [C]. Similarly
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1
iL(β) ≥ 0 on [det(qJβ ) ⊗

∧
qJβ ] and [det(qJβ ) ⊗

∧
qJβ ]

β = (−1)
dim qJβ .

Then the Clifford bundle [FX ]
β is reduced to E[β] if 1

iL(β) ≥ 0 on dβ(E)|X ⊗
det(qJβ )

−1. This proves the first point. The second point is an obvious
consequence of the first.

9.2 Φ-positivity

Definition 9.2 Let Φ : M → k∗ be an equivariant map.

• A K-equivariant bundle F → M is weakly Φ-positive (resp. strictly
Φ-positive) if

1

i
L(β) ≥ 0 (resp. > 0) on F|X

for any couple (X , β) where X ⊂ Mβ is a connected component such
that X ∩ Φ−1(β) 6= ∅, and β 6= 0.

• A K-equivariant Clifford bundle E → M is weakly Φ-positive (resp.
strictly Φ-positive) if

1

i
L(β) ≥ 0 (resp. > 0) on dβ(E)|X ⊗ det(qJβ )

−1

for any couple (X , β) where X ⊂ Mβ is a connected component such
that X ∩ Φ−1(β) 6= ∅ and β 6= 0.

An obvious example of weakly Φ-positive bundle F on M is the trivial
bundle M × C.

If E is a weakly Φ-positive Clifford bundle and F a weakly Φ-positive
bundle, then the Clifford module E ⊗ F is weakly Φ-positive.

Another example arise when we have an equivariant map ϕ : M ′ → M .
Suppose that we start with a weakly Φ-positive bundle F onM . We consider
the pull-backs F ′ = ϕ∗F and Φ′ = ϕ∗Φ on M ′. It is obvious that ϕ({κΦ′ =
0}) ⊂ {κΦ = 0}. It is a small exercise to check the following lemma.

Lemma 9.3 If ϕ({κΦ′ = 0}) = {κΦ = 0}, the bundle F ′ is weakly Φ′-
positive

A particularly important example of strictly Φ-positive bundle is the
following.

Definition 9.4 A K-equivariant line bundle L over M is called a Φ-moment
line bundle if, for any m ∈ M and any X ∈ km, the action of L(X) on the
fiber L|m is equal to i〈Φ(m),X〉Id.
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Such a line bundle L is strictly Φ-positive, since for any m ∈ Φ−1(β) ∩
Mβ , the action of L(β) on L|m is equal to i‖β‖2Id. In particular, let ΦL

be the moment map associated to an Hermitian connection (Definition 6.3).
Clearly L is a ΦL-line bundle, and the line bundle L is strictly ΦL-positive.

Example 9.5 Let us consider the case studied in Section 8.5 : the Hamilto-
nian action of K̃×K on T∗K̃. The moment map is Φ(a, ξ) = −ξ⊕π(a−1ξ).
In this situation, the trivial line bundle over T∗K̃ is a Φ-moment line bundle.

The following theorem follows from Proposition 9.1.

Theorem 9.6 Let M be a K-manifold equipped with a moment map Φ such
that ZΦ is compact. Let E be an equivariant graded Clifford bundle on M .

• If E is weakly Φ-positive, then we have

[QK(M, E ,Φ)]K =
[
QK(M, E ,Φ−1(0),Φ)

]K

+
∑

β∈B,β 6=0

[
QKβ

(Mβ, E[β],Mβ ∩ Φ−1(β),Φ)
]Kβ

where the Clifford bundles E[β] are defined by (9.31).
• When the Clifford bundle E is strictly Φ-positive, we have

[QK(M, E ,Φ)]K =
[
QK(M, E ,Φ−1(0),Φ)

]K
.

If furthermore 0 is a regular value of Φ, then K acts locally freely on Φ−1(0),
and we have [QK(M, E)]K = Q(Mred, Ered).

The equality
[
QK(M, E ,Φ−1(0),Φ)

]K
= Q(Mred, Ered) is proved in The-

orem 8.3.
Finally let us remark the following.

Proposition 9.7 Let Φ be a moment map, and assume that L is a Φ-
moment line bundle. Let Φt, t ∈ [0, 1] be a smooth family of moment maps
such that Φ0 = Φ. We assume that there exists a relatively compact open
subset U ⊂ M such that ZΦt ⊂ U for all t ∈ [0, 1]. Then there exists ǫ > 0
such that L is weakly Φt-positive for any t ∈ [0, ǫ].

Proof. Take the notations of Lemma 6.7. Consider a finite set {ki}
of representatives of the infinitesimal stabilizers of the action of K on U ,
and let Ci be the set of connected components X of Mki ∩ U . The action
of 1

iβ(X ,Φ) ∈ ki on L|m, for any m ∈ X , is given by ‖β(X ,Φ)‖2Id as
β(X ,Φ) ∈ ki and Φ(X ) ⊂ β(X ,Φ) + k⊥i .
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Let m ∈ ZΦt ⊂ U . Then, up to conjugacy, there exists an i such that
m ∈ Φ−1

t (ki) ∩ Mki ∩ U . Let X be the connected component of Mki ∩ U
containing m. Then βt = Φt(m) = β(X ,Φt) ∈ ki and is close to the point
β(X ,Φ) ∈ ki. Thus if β(X ,Φ) 6= 0, and t small enough, the action of βt is
positive on L|m. If β(X ,Φ) = 0, then Φ(X ) is contained in k⊥i , and so the
action of βt ∈ ki on L|m is equal to i〈Φ(m), βt〉 = 0.

9.3 [Q,R] = 0 in the asymptotic sense

Let M be a compact even dimensional K-manifold equipped with an equiv-
ariant graded Clifford bundle E . Let L be a K-equivariant Hermitian line
bundle with Hermitian connection ∇, and consider its moment map ΦL.

Theorem 9.8 When k is sufficiently large, we have

(9.32)
[
QK(M, E ⊗ L⊗k)

]K
=

[
QK(M, E ⊗ L⊗k,Φ−1

L (0),ΦL)
]K

.

If furthermore 0 is a regular value of ΦL, then K acts locally freely on

Φ−1
L (0), and we have

[
QK(M, E ⊗ L⊗k)

]K
= Q(Mred, Ered ⊗ L⊗k

red).

This theorem follows right away from Theorem 9.6. Indeed, when β 6= 0,
for any couple (X , β) where X ⊂ Mβ is a connected component such that
X ∩Φ−1

L (β) 6= ∅, the action of β/i on L⊗k|X is given by k‖β‖2, so when k is
large, the Clifford bundle E ⊗ L⊗k is strictly ΦL-positive.

So, although the map ΦL varies with the choice of connection on L and
the topological space Mred may vary dramatically, then for k large, the
quantity Q(Mred, Ered⊗L⊗k

red) is independent of the choice of the connection
on L.

Theorem 9.32 plays an essential role when one studies the asymptotic
behaviour of branching law coefficients (see [37]).

10 [Q,R] = 0 for almost complex manifolds

Let us assume that our K-manifoldM is provided with aK-invariant almost
complex structure J . Then, as in the complex case (see Example 5.11), a
natural Clifford bundle on M is

∧
J TM and any Clifford module on M is

a twisted Clifford bundle
∧

J TM ⊗F where F is a K-equivariant complex
vector bundle.
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Definition 10.1 • When M is compact, we define the Riemann-Roch char-
acter

RRJ
K(M,F) := QK(M,

∧

J

TM ⊗F).

• When M is not necessarily compact, we can attach the localized Riemann-
Roch character

RRJ
K(M,F ,Φ) := QK(M,

∧

J

TM ⊗F ,Φ)

to any equivariant map Φ : M → k∗ such that ZΦ is compact.
• When Z is a compact component of ZΦ, we define the localized Riemann-

Roch character by

RRJ
K(M,F , Z,Φ) := QK(M,

∧

J

TM ⊗F , Z,Φ).

An important example of almost complex manifold is the case of sym-
plectic manifold (M,Ω). In this case, we construct J as follows: choose a
K-invariant Riemannian metric g on M , and write Ωm(v,w) = g(v,Amw)
where Am is a invertible antisymmetric matrix, and choose Jm = Am√

−AmA∗
m

.

Our aim is to compute [RRJ
K(M,F ,Φ)]K for a well chosen moment map

Φ.

10.1 Statement of the results

We start with a definition.

Definition 10.2 Consider the data (Ω, J) where Ω is a two form and J is
an almost complex structure on M . We say that (Ω, J) is adapted if, for any
m ∈ M , Ω(Jv, Jw) = Ω(v,w) and the quadratic form v ∈ TmM 7→ Ω(v, Jv)
is semi-positive.

We have the fundamental fact that we will prove in next subsection.

Proposition 10.3 If (Ω,Φ) is a weakly Hamiltonian structure on M such
that (Ω, J) is adapted, then the Clifford bundle

∧
J TM is weakly Φ-positive.

For the rest of this section, we work with a weakly Hamiltonian structure
(Ω,Φ) on M such that (Ω, J) is adapted.

Consider β ∈ k. For the tangent bundle, we have the decomposition
TM |Mβ = TMβ ⊕ N , where TMβ = ker(L(β)) and N = Image(L(β)).
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Since the complex structure J on M commutes with L(β), the vector sub-
bundles TMβ and N are stable under J . On N , as we have another complex
structure Jβ that commutes with J , we get the decomposition N = NJβ ,+⊕
NJβ ,− where NJβ,± = {v ∈ N |Jβv = ±Jv}.

Also this lemma will be proved in the next subsection.

Lemma 10.4 For any non-zero element β ∈ k, and any m ∈ Mβ ∩Φ−1(β),
the real dimension of NJβ ,+|m is greater or equal than dimR(k/kβ).

Recall that the critical set ZΦ is parameterized by a finite set B. Let us
fix a non-zero element β ∈ B.

Definition 10.5 For any non-zero element β ∈ B, define Mβ
o ⊂ Mβ as the

union ∪X of the connected components X of Mβ intersecting Φ−1(β) and
such that the real rank of the vector bundle NJβ ,+|X is equal to dimR(k/kβ).

We notice that Mβ
o is a submanifold of Mβ stable under the action of

the group Kβ.
The main result of this subsection is the following theorem.

Theorem 10.6 Let F be a K-equivariant bundle on an almost complex
manifold (M,J). Let (Ω,Φ) be a weakly Hamiltonian structure such that
(Ω, J) is adapted and ZΦ is compact.

• If the vector bundle F is weakly Φ-positive, we have

[
RRJ

K(M,F ,Φ)
]K

=
[
RRK(M,F ,Φ−1(0),Φ)

]K
+

∑

β∈B\{0}

[
RRKβ

(Mβ
o , [F|

Mβ
o
]β ,Mβ

o ∩Φ−1(β),Φ)
]Kβ

.

• If the vector bundle F is strictly Φ-positive, then

[
RRJ

K(M,F ,Φ)
]K

=
[
RRK(M,F ,Φ−1(0),Φ)

]K
.

• If 0 is a regular value of Φ, we have

[
RRK(M,F ,Φ−1(0),Φ)

]K
= Q(Mred,Sred ⊗Fred).

Here Fred = F|Φ−1(0)/K is a orbibundle over Mred = Φ−1(0)/K, and Sred

is the Spinc-bundle on Mred induced by
∧

J TM .
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Suppose now that (Ω,Φ) is an Hamiltonian structure : the closed 2-form
Ω is non-degenerate. When M is non-compact, we assume furthermore that
Φ is proper and that the set ZΦ is compact. Theorem 10.6 can be improved
as follows.

Theorem 10.7 Let (M,J) be an almost complex manifold, and let F be
a K-equivariant vector bundle. Let (Ω,Φ) be a Hamiltonian structure on
M such that : (Ω, J) is adapted, the moment map Φ is proper and ZΦ is
compact.

If the vector bundle F is weakly Φ-positive, and 0 is in the image of the
moment map, then:

[
RRJ

K(M,F ,Φ)
]K

= [RRJ
K(M,F ,Φ−1(0),Φ)

]K
.

Our manifold M is not necessarily connected, but, considering the action
of K on connected components of M , our study reduces easily to the case
where M = KM0, where M0 is connected. Then M0 is connected and
stable by the connected component K0 of K. We now assume that we are
in this situation. In the Hamiltonian setting, we then have the following
lemma.

Lemma 10.8 The set of points in Φ(M) at minimum distance of the origin
is a K-orbit Kβmin. Furthermore Φ−1(Kβmin) ⊂ Mβmin.

We denote by M ′ = Mβmin, K ′ = Kβmin
, Φ′ = Φ|M ′ − βmin , J ′

the restriction of J to M ′, and F ′ the restriction of F to M ′. We have
then the following theorem, which allows us to always reduce the study of[
RRJ

K(M,F ,Φ)
]K

when F is weakly Φ-positive, to the study of a Hamilto-

nian manifold with 0 in the image of its moment map.

Theorem 10.9 Let (M,J) be an almost complex manifold, and let F be
a K-equivariant vector bundle. Let (Ω,Φ) be a Hamiltonian structure on
M such that : (Ω, J) is adapted, the moment map Φ is proper and ZΦ is
compact. If the vector bundle F is weakly Φ-positive, then F ′ is weakly
Φ′-positive, Z ′

Φ is compact and

[
RRJ

K(M,F ,Φ)
]K

=
[
RRJ ′

K ′(M ′,F ′,Φ′)
]K ′

.

Let us summarize what we have proved in this section for a line bundle
L → M on an almost complex manifold (M,J). Let (Ω,Φ) be a weak
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Hamiltonian structure on M such that (Ω, J) is adapted and ZΦ is compact.
Then the relation [RRJ

K(M,L,Φ)]K = [RRJ
K(M,L,Φ−1(0),Φ)]K holds in

two cases:

1. L is a Φ-moment line bundle,

2. L is weakly Φ-positive, Ω is non-degenerate and Φ−1(0) 6= ∅.

10.2 Proofs

We now concentrate on the proofs of Lemma 10.4, Proposition 10.3 and
Theorems 10.6 − 10.9.

Let β ∈ k \ {0}. If m ∈ Mβ ∩ Φ−1(β), we have km ⊂ kβ and then the
map X 7→ X ·m, qβ → N|m ⊂ TmM , is injective, R-linear and equivariant
relatively to the action of L(β). We consider the map

pm : qβ → N|β,+m

which is the composition of the injective map qβ →֒ N |m with the projection

N|m → N|β,+m . The map pm is complex linear if both vector spaces qβ and
N|m are endowed with the complex structure Jβ .

Lemma 10.4 is a consequence of

Lemma 10.10 The map pm is injective for any m ∈ Φ−1(β) ∩Mβ.

Proof. Consider the symmetric R-bilinear form

(10.33) Hm(v,w) = Ωm(v,L(β)w)

on N|m. By our condition on Ω, Hm(v, v) ≤ 0 on NJβ ,−|m. In contrast,
on the subspace q · m ⊂ N|m, the quadratic form Hm is positive definite.
Indeed Hm(X ·m,X ·m) = (Φ(m), [X, [Φ(m),X]]) = ‖[β,X]‖2. Thus q ·m
does not intersect NJβ ,−|m, and then pm is injective.

Remark 10.11 The proof above shows that if pm is bijective, then q · m
is a maximal subspace of N|m where the quadratic form associate to Hm is
definite positive.

The injectivity of the complex linear map pm implies that 1
iL(β) ≥ 0

on det(NJβ ,+|m) ⊗ det(qJβ )
−1, and for a connected component X of Mβ

intersecting Φ−1(β) we have

(10.34) X ⊂ Mβ
o ⇐⇒ L(β) = 0 on det(NJβ ,+|X )⊗ det(qJβ )

−1.

55



Moreover, whenm is on a neighborhood Φ−1(β)∩Mβ
o of Φ−1(β)∩Mβ

o , the
map pm stay injective and realize a trivialization of the bundle det(NJβ ,+)⊗
det(qJβ )

−1.
Let us determine the Clifford bundle dβ(E) associated to the Spinc-

bundle E =
∧

J TM on M . By definition, we have E|Mβ =
∧NJβ ⊗ dβ(E).

Since NJβ ≃ NJβ,+ ⊕NJβ ,− as complex vector bundles, we have

∧
NJβ ≃

∧
NJβ,+ ⊗

∧
NJβ ,−

≃ (−1)
rankNJβ,+ det(NJβ ,+)

−1 ⊗
∧

NJβ,+ ⊗
∧

NJβ ,−

≃ (−1)
rankNJβ,+ det(NJβ ,+)

−1 ⊗
∧

J

N

as graded Spinc-bundles on N → Mβ. On the other hand we have also∧
J TM |Mβ ≃ ∧

J TM
β ⊗∧

J N . This shows that

(10.35) dβ(E) := (−1)
rankNJβ,+

∧

J

TMβ ⊗ det(NJβ ,+).

At this stage we have proved Proposition 10.3: The Clifford bundle E =∧
J TM is weakly Φ-positive since for any connected component X of Mβ

intersecting Φ−1(β) we have 1
iL(β) ≥ 0 on dβ(E)|X ⊗det(qJβ )

−1 as 1
iL(β) ≥

0 on det(NJβ ,+)⊗ det(qJβ )
−1 restricted to X .

Moreover we compute that

E[β] := (−1)
dim qJβ [dβ(E)⊗ det(qJβ )

−1]β

= (−1)nβDβ ⊗
∧

J

TMβ

where nβ = dimC qJβ − rankCNJβ,+ and

Dβ =
[
det(NJβ ,+)⊗ det(qJβ )

−1
]β

.

Two cases hold for a connected component X of Mβ intersecting Φ−1(β).

Thanks to the discussion above (see (10.34)), we see that either X * Mβ
o

and then Dβ |X = [0], or X ⊂ Mβ
o and then nβ = 0 on X and Dβ |U ≃ U × C

on a neighborhood U of X ∩ Φ−1(β) in X .
Finally we see that Theorem 10.6 is a consequence of Theorem 9.6. If

we work with the Clifford bundle E ′ =
∧

J TM ⊗ F , we have E ′
[β]|X = [0]

unless X is contained in Mβ
o , and we have E ′

[β]|Mβ
o
≃ ∧

J TM
β
o ⊗ [F|

Mβ
o
]β in

a neighborhood of Mβ
o ∩ Φ−1(β). So we can conclude.
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We now concentrate ourselves on the proof of Theorem 10.7 and Theorem
10.9. First we prove the preliminary lemma, Lemma 10.8. Let K0 be the
connected component of K. We assume M = KM0 where M0 is connected
and stable by K0. Let T be the maximal torus of K0 with Lie algebra
t. We make the choice of a Weyl chamber t∗≥0. The Convexity Theorem
[2, 15, 21, 23] is telling us that the set ∆(M) = Φ(M) ∩ t∗≥0 is a convex
polytope, called the Kirwan polytope. So there is a unique point βmin ∈
∆(M) at minimum distance of the origin. So Kβmin is the unique orbit at
minimal distance in Φ(M).

Let βmin ∈ Φ(M) at minimum distance of the origin. Equation d‖Φ‖2 =
2ι(κΦ)Ω shows that Φ−1(βmin) is contained in Mβmin = M ′. Let K ′ be
Kβmin

. We notice that M ′ is a K ′-Hamiltonian manifold with moment map
ΦM ′ , and J induces an invariant almost complex structure J ′ on M ′. We
have the following basic properties whose proof is left to the reader.

Lemma 10.12 • The data (Ω′, J ′) is adapted. • The map ΦM ′ is proper
and ZΦM′ is compact. • If F is weakly Φ-positive, then FM ′ is weakly ΦM ′-
positive.

Let us go back to the proofs of Theorem 10.7 and Theorem 10.9.
Using Theorem 10.6, and Lemma 10.8 we are left to prove the following

Lemma 10.13 Let β ∈ B \ {0}. The submanifold Mβ
o is non-empty if and

only if β = βmin.

Thus, let β ∈ B and consider m ∈ Φ−1(β) ∩Mβ such that the real rank
of NJβ ,+ is equal to dimR q. We want to prove that β = βmin. For that,
we can only consider the action of the connected group K0 on a connected
component M0 of M . Changing locally of notations for the aim of this proof,
we now assume K and M connected. Let us use the notations of the proof of
Lemma 10.10. As m ∈ Mβ, m is a critical point of the map (Φ, β) : M → R.
Its Hessian Hm at m is the symmetric bilinear form defined in (10.33). The
fact that the 2-form Ω is symplectic implies that Hm is non-degenerate on
N|m.

Let U be the connected component of the set of elements ξ in kβ such
that kξ ⊂ kβ. This is an open set in kβ containing β. The subset Y = Φ−1(U)
is connected, and is a Kβ-symplectic submanifold of M such that KY ⊂ M
is a dense open subset of M .

Let N Y be the normal bundle of Y β in Y . At the level of tangent spaces
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we have the decompositions

TmM = TmMβ ⊕N|m
= TmY β ⊕ q ·m⊕N Y |m

that are orthogonal with respect to Ωm (and also under Hm).
Now, if the map pm is an isomorphism, q·m is a maximal subspace ofN|m

where the quadratic form associate to Hm is definite positive (see Remark
10.11). As Hm is non-degenerate on N Y |m, necessarily Hm(v, v) < 0 for any
non-zero element v ∈ N Y |m. So, we have (Φ, β) ≥ ‖β‖2 on a neighborhood
of m in Y . In the symplectic setting, any function of the type (Φ, β) has a
unique local minimum, thus (Φ, β) ≥ ‖β‖2 on Y , and consequently ‖Φ‖2 ≥
‖β‖2 on Y . By K-invariance it implies that ‖Φ‖2 ≥ ‖β‖2 on M . So β = βmin

as desired.

10.3 [Q,R] = 0 and semi-ample line bundles

We define the notion of semi-ample line bundles in the almost complex
setting.

Definition 10.14 Let L be a K-equivariant line bundle on an almost com-
plex manifold (M,J). We say that L is semi-ample, if there exists a K-
invariant Hermitian connection with curvature two form RL = iΩL such
that ΩL(v, Jv) ≥ 0 for v ∈ TM . The corresponding moment map ΦL will be
called adapted.

The following corollary is clear.

Corollary 10.15 Let L be a K-equivariant semi-ample line bundle on a
compact almost complex manifold M , with adapted moment map ΦL. Then

[
RRJ

K(M,L⊗k)
]K

= [RRJ
K(M,L⊗k,Φ−1

L (0),ΦL)
]K

for any k ≥ 1. In particular,
[
RRJ

K(M,L⊗k)
]K

6= 0 for some k ≥ 1 only if

0 ∈ ΦL(M).

This theorem is an analogue of the GIT construction. We will obtain
more precise results on the description of [RRK(M,F)]K via a moment map
Φ if we can choose (Ω,Φ) such that Ω is non degenerate, and F weakly Φ-
positive. This is the object of Section 12.4.
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Example 10.16 We follow the notations of Example 5.12. Let F := K/T
be the flag manifold equipped with an integrable complex structure. The line
bundle [Cµ] := K ×T Cµ associated to a weight µ ∈ Λ is semi-ample if and
only if µ is dominant, and [Cµ] is ample if and only if µ is regular dominant.

Example 10.17 The cotangent bundle T∗K̃ of a compact Lie group K̃ is
equipped with the symplectic form Ω = dλ where λ is the Liouville 1-form
(see section 8.5). Let J be a almost complex structure on T∗K̃ that is com-
patible with Ω. Let us consider the trivial line bundle [C] = T∗K̃ × C with
the connection ∇ := d + iλ. We see then that the two form Ω[C] :=

1
i∇2 is

equal to Ω.

11 A slice theorem for deformed symbol

11.1 An induction formula

Let H be a closed subgroup of K, and consider a H-invariant decomposition
k = h⊕ q. Let N ′ be a H-manifold, and consider the K-manifold

N = K ×H (Bq∗ ×N ′)

where Bq∗ ⊂ q∗ is aH-invariant ball centered at 0. ThenN ′ is a submanifold
of N , and the normal bundle of N ′ in N is isomorphic to the trivial bundle
with fiber q ⊕ q∗ : for n′ ∈ N ′, the element X ∈ q defines the vector
d
dt |t=0e

tX · [1, 0, n′] ∈ T[1,n′,0]N .

The vector space q ⊕ q∗ is identified to qC by X ⊕ ξ → X ⊕ iξ̃ : here
ξ ∈ q∗ → ξ̃ ∈ q is the isomorphism associated to an invariant scalar product
on k. Let Sq =

∧
qC be the spinor space for qC. Thus if E is a K-equivariant

graded Clifford bundle on N , there exists a H-equivariant graded Clifford
bundle E ′ on N ′ such that

E|N ′ = Sq ⊗ E ′.

Let Φ′ : N ′ → h∗ be a H-equivariant map, and let Φ : N → k∗ be a
K-equivariant map. We assume that these maps are linked by the following
relations :

(11.36)





Φ|N ′ = Φ′,

Φ([1; ξ, n′]) ∈ h∗ ⇐⇒ ξ = 0,

(Φ([1; ξ, n′]), ξ) ≥ 0,

for (ξ, n′) ∈ Bq∗ ×N ′.
The following induction result will be useful.
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Proposition 11.1 • The critical sets ZΦ ⊂ N and ZΦ′ ⊂ N ′ are related by
ZΦ = K ×H ({0} × ZΦ′).

• Let Z be a compact component of ZΦ and Z ′ its intersection with N ′.
Then Z ′ is a compact component of ZΦ′ and

QK(N, E , Z,Φ) = IndKH
(
QH(N ′, E ′, Z ′,Φ′)

)
.

This leads to the relation [QK(N, E , Z,Φ)]K = [QH(N ′, E ′, Z ′,Φ′)]H .

Proof. Let (ξ, n′) ∈ Bq∗ ×N ′. We identify T[1;ξ,n′]N to q⊕ q∗⊕Tn′N ′.
Let us write Φ([1; ξ, n′]) = Φq(ξ, n

′)⊕Φh(ξ, n
′) in the decomposition k = h⊕q

(and we have identified k∗ and k). We have

(11.37) κΦ([1; ξ, n
′]) = −Φq(ξ, n

′)⊕ [ξ,Φh(ξ, n
′)]⊕−Φh(ξ, n

′) · n′.

From (11.36), we have that Φq(ξ, n
′) = 0 only if ξ = 0. Hence the vector field

κΦ vanishes at [1;X,n′] if and only if ξ = 0 and κΦ′(n′) = −Φh(0, n
′) ·n′ = 0.

So if Z a component of ZΦ, its intersection Z ′ with q ×N ′ is a component
of ZΦ′ such that Z = K ×H ({0} × Z ′).

Consider a compact component Z of ZΦ. Let U ′ be a relatively compact
neighborhood of Z ′ in N ′, so that V = Bq × U ′ is a relatively compact
neighborhood of Z ′ in q×M ′. Let τ be the restriction of σ(M, E ,Φ) to T∗V.
We are working on K ×H V, a small neighborhood of Z = KZ ′ in M , and
by the induction formula of Proposition 4.7, we have

QK(M, E , Z,Φ) = IndKH
(
IndexVH(τ)

)
.

Let us consider the injection i : U ′ → V. The symbol σ′ = σ(U ′, E ′,Φ′) is a
H-equivariant transversally elliptic symbol on U ′. Its index is by definition
QH(N ′, E ′, Z ′,Φ′). We can construct the push-forward i!(σ

′) of the symbol
σ′ ∈ K0

H(T∗
HU ′) in K0

H(T∗
HV) as defined in Section 5.4. Our proposition

11.1 will follow from the following formula and Theorem 5.9.

Lemma 11.2
τ = i!(σ

′).

Proof. By definition the symbol i!(σ
′) is equal to σ′ ⊠ Bott(qC). For

(ξ, n′) ∈ q∗ ×N ′, and (q, ν) ∈ q× T∗
n′N ′, we have

i!(σ
′)(ξ,n′)(q, ν) = cE ′

n′
(ν̃ − κΦ′(n′))⊗ cSq(ξ̃ ⊕ iq).
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We compute τ(X,n′)(q, ν). Using Formula 11.37 we have

τ(ξ,n′)(q, ν) = cE ′
n′
(ν̃ +Φh(ξ, n

′) · n′)⊠ cSq

(
Φq(ξ, n

′)⊕ i(q − [ξ,Φh(ξ, n
′)])

)
.

For any t ∈ [0, 1], we define

At(ξ, n′, q) = tΦq(ξ, n
′) + (1− t)ξ ⊕ i(q − t[ξ,Φh(ξ, n

′)]) ∈ qC

Bt(ξ, n′) = −tΦh(ξ, n
′) · n′ + (1− t)κΦ′(n′) ∈ Tn′N ′,

and the symbol

τ t(ξ,n′)(q, ν) = cE ′
n′
(ν̃ −Bt(ξ, n′))⊠ cSq

(
At(ξ, n′, q)

)
.

We have ‖At(ξ, n′, q)‖2 = ‖tΦq(ξ, n
′) + (1− t)ξ‖2 + ‖q̃ − t[ξ,Φh(ξ, n

′)]‖2.
If ((ξ, n′), (q, ν)) is in the support of τ t, necessarily At(ξ, n′, q) = 0.

We use the conditions (11.36). As (ξ,Φq(ξ, n
′)) = (Φ([1; ξ, n′]), ξ) ≥ 0,

we see that ‖tΦq(ξ, n
′) + (1 − t)ξ‖2 ≥ t2‖ξ‖2 + (1 − t)2‖Φq(ξ, n

′)‖2 and
this last expression vanishes only when ξ = 0. Thus, we see that, when
(ξ, n′) ∈ Bq × N ′, the vector At(ξ, n′, q) vanishes if and only if ξ = 0 and
q = 0. And for any t ∈ [0, 1], Bt(0, n′) = κΦ′(n′).

Thus τ t is an homotopy of transversally elliptic symbol on Bq × N ′.
Hence τ1 = τ defines the same K-theory class than τ0 = i!(σ

′).

In the next subsection, we give a first application of this formula.

11.2 The shifting formula

We consider a K-manifold M , oriented and of even dimension, that is
equipped with a K-equivariant Clifford bundle G. Let ΦM : M → k∗ be
an equivariant map. Let a ∈ k∗, and let H = Ka be the stabilizer subgroup
of a. On the coadjoint orbit Ka, consider the inclusion Φa : Ka →֒ k∗. We
assume that Ka is equipped with a K-equivariant Clifford bundle F . On
the product M ×Ka, consider the map Φ = ΦM − Φa.

In this section we assume that Φ−1(0) is a compact component of ZΦ :
this property holds when ΦM is a moment map and M is compact.

Consider
QK(M ×Ka,G ⊗ F ,Φ−1(0),Φ)

the equivariant index localized near the component Φ−1(0) ⊂ M ×Ka.
We look at a small H-invariant open neighborhood B of a in h∗ such

that Y = Φ−1
M (B) ⊂ M is a slice at a ∈ k∗ for the map ΦM . Then Y is a
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H-invariant manifold of M such that ΦM (Y ) ⊂ h∗ and such that K ×H Y
is diffeomorphic to a invariant open neighborhood of Φ−1

M (Ka). We denote
by ΦY the restriction of the map ΦM to Y .

The element a ∈ k acts by an invertible skew-symmetric transformation
on k/ka. We denote by qJa the vector space k/ka equipped with the complex
structure Ja, We write G|Y = GdY ⊗ ∧

qJa where GdY is a H-equivariant
Clifford bundle on Y , and F|{a} =

∧
qJa ⊗ F where F ∈ R(H) (here {a} is

the base point of Ka).

Proposition 11.3 For any equivariant Clifford bundles G → M and F →
Ka, and any equivariant map Φ(k, ξ) = ΦM(m) − ξ such that Φ−1(0) is a
compact component of ZΦ, we have

QK(M ×Ka,G⊗F ,Φ−1(0),Φ) = IndKH
(
QH(Y,GdY ,Φ

−1
Y (a), (ΦY −a))⊗F

)
.

Proof. We show that we are in the situation of Subsection 11.1. A
neighborhood of Φ−1(Ka) in M is of the form K ×H Y . Let us consider
the diffeomorphism ϕ : K ×H (Ka × Y ) → Ka × (K ×H Y ) defined by
ϕ([k; ξ, y]) = (kξ, ky). Through ϕ, the map Φ becomes on K ×H (Ka× Y )
the map Φ̃([k; ξ, y]) = k (ΦY (y)− ξ), and the set Φ̃−1(0) is equal to K ×
({a} × φ−1(a)).

We are then working on a H-invariant neighborhood of {a} in Ka. This

neighborhood can indeed be parameterized by q∗ through the map ξ → eξ̃a.
So we work with the K-manifold N = K ×H (Bq∗ × Y ) and the H-manifold

N ′ = Y . The equivariant maps are Φ([k; ξ, y]) := k(ΦY (y)− eξ̃a) on N and
Φ′ = ΦY − a on Y . We check easily that relations (11.36) hold if the ball

Bq∗ is small enough. Indeed, (eξ̃a, ξ̃) = 0 for any ξ ∈ q∗, and for small ξ the

term eξ̃a = a+ [ξ̃, a] +O(‖ξ̃‖2) belongs to h only if ξ = 0.
At the level of Clifford bundles, if one considers E := G ⊗ F , the corre-

sponding E ′ on Y is E ′ := GdY ⊗ F since the Clifford bundle Sqa is equal
to

∧
qJa ⊗ ∧

qJa . So we are in the setting of Proposition 11.1 and we can
conclude.

12 The Hamiltonian setting

Let us assume that our K-manifold M is provided with a Hamiltonian struc-
ture (Φ,Ω) : Ω is a non degenerate closed 2-form on M and the moment
map Φ : M → k∗ and Ω are related by the Kostant relations (6.14). Then we
can always choose an invariant almost complex structure J on M such that
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Ω(v, Jw), v, w ∈ TM is a Riemannian metric on M : such almost complex
structure J is called compatible with Ω.

Consider the case where M compact. In this context, the representation
QK(M,

∧
J TM ⊗F) does not depend on the choice of J since the set of Ω-

compatible almost complex structures is contractible, so, given Ω, we denote
it by RRK(M,F) whenever the almost complex structure J is compatible
with the given choice of Ω.

We can make use of the result of Theorem 10.7, since our hypothesis “J
compatible with Ω” is stronger than the hypothesis “(Ω, J) is adapted”. In
fact we will gain much more, as we will be able to compute geometrically
the multiplicities of RRK(M,L) when L is a Φ-moment bundle : it is the
heart of the [Q,R] = 0 theorem of Meinrenken-Sjamaar that is explained in
the next section.

Our proof of the Meinrenken-Sjamaar Theorem relies on the Witten de-
formation argument presented in the previous section. We attach a localized
Riemann-Roch character

RRK(M,F , Zβ ,Φ) = QK(M,
∧

J

TM ⊗F , Zβ,Φ)

to each component Zβ of ZΦ [32, 35, 24], where J is an almost complex
structure compatible with Ω. In this way, we decompose the character
RRK(M,F) in sum of (infinite) dimensional representations, while
Meinrenken-Sjamaar decomposes RRK(M,F) in sums of (finite) dimen-
sional representations by cutting the Kirwan polytope in small polytopes. In
both of these methods, whenF is weakly Φ-positive, the study of [RRK(M,F)]K

is reduced to the study of M around Φ−1(0), and this can be done explicitly,
at least in the case where 0 is a quasi-regular value. The use of the compact
connected component Φ−1(0) of the zeroes of the Kirwan vector field κΦ
replaces the compactification of a neighborhood of Φ−1(0) by cutting used
in Meinrenken-Sjamaar.

When M is non-compact, we can also study the localized Riemann-Roch
character RRK(M,F ,Φ) when the set ZΦ is proper [35, 24]. In Section 13
we will concentrate ourselves to the case of an Hamiltonian action of K̃×K
on the cotangent bundle T∗K̃.

12.1 [Q,R] = 0 Theorem of Meinrenken-Sjamaar

Assume in this subsection that K is a compact connected Lie group, and
let T be its maximal torus. Let Λ ⊂ t∗ be the weight lattice of T , and
consider the set of dominant weights Λ≥0 = Λ ∩ t∗≥0 that parameterizes
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the irreducible representations of K : for µ ∈ Λ≥0, we denote by V K
µ , the

irreducible representation with highest weight µ.
For the remaining part of this section we assume that M is compact and

connected, and we denote ∆(M) := Φ(M) ∩ t∗≥0 the Kirwan polytope.
Let L → M be a Φ-moment bundle. Write

RRK(M,L) =
∑

µ∈Λ≥0

mµ(L)V
K
µ .

We will explain how to compute geometrically the multiplicity mµ(L) of the
representation V K

µ in RRK(M,L) in terms of the fibers of the moment map.

Definition 12.1 For any a ∈ k∗, we define the topological space Ma :=
Φ−1(Ka)/K.

We say that Ma is the reduced space of M at a. In particular, the reduced
space Mred = Φ−1(0)/K is denoted M0.

Let us recall the notion of quasi-regular value of Φ.

Definition 12.2 An element a ∈ k∗ is a quasi-regular value of Φ if a ∈
Φ(M) and the K-orbits in Φ−1(Ka) all have the same dimension.

Equivalently, a is a quasi-regular value if there exists a subalgebra s ⊂
k such that Φ−1(Ka) is contained in the infinitesimal orbit type stratum
M(s) = {m ∈ M, (km) = (s)}. As we will see, this implies that Φ−1(Ka) is
a smooth K-manifold. Furthermore, if a is a quasi-regular value, then the
orbifold stratification of Ma := Φ−1(Ka)/K consists of one piece only, and
Ma is therefore a symplectic orbifold.

Assume that a dominant weight µ is a quasi-regular value of Φ. We can
then consider the orbifold line bundle over Mµ,

Lµ :=
(
L|Φ−1(µ) ⊗ C−µ

)
/Kµ,

and we may define the Riemann-Roch number RR(Mµ, Lµ).
In general, we consider quasi-regular values a of Φ close to µ, and we

can, as we will see, define the orbifold line bundle

La,µ :=
(
L|Φ−1(a) ⊗ C−µ

)
/Ka,

over the symplectic orbifold Ma = Φ−1(a)/Ka. The line orbi-bundle La,µ is
well defined since for a close enough to µ, the action of km on L|m ⊗ C−µ is
trivial for any m ∈ Φ−1(a) (see Lemma 12.20).

We can now state the Meinrenken-Sjamaar Theorem [29].
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Theorem 12.3 Let µ ∈ Λ≥0.
• If µ /∈ ∆(M), then mµ(L) = 0.
• If µ ∈ ∆(M), then mµ(L) = RR(Ma, La,µ) for any quasi-regular value

a of Φ that is close enough to µ.

We can restate this result by defining Riemann-Roch numbers on (sin-
gular) symplectic reduced spaces as follows.

Definition 12.4 Let L be a Φ-moment bundle. For any dominant weight
µ ∈ Λ≥0, the Riemann-Roch number RR(Mµ, Lµ) is defined by the following
dichotomy

RR(Mµ, Lµ) =





0 if µ /∈ ∆(M),

RR(Ma, La,µ) if µ ∈ ∆(M) and a is a quasi regular

value close enough to µ.

The [Q,R] = 0 Theorem of Meinrenken-Sjamaar says that for a Φ-
moment bundle L, the multiplicity mµ(L) of the representation V K

µ in
RRK(M,L) is equal to RR(Mµ, Lµ).

12.2 Localization on Φ−1(0)

In this section, we consider a K-Hamiltonian manifold (M,Ω,Φ) not neces-
sarily compact nor connected, and the group K is not supposed connected.
We study the character RRK(M,F ,Φ−1(0),Φ), in the case where 0 is a
quasi-regular value of Φ and the manifold Φ−1(0) is compact.

12.2.1 Regular case

We suppose here that 0 is a regular value of Φ. The group K acts infinitesi-
mally freely on the compact submanifold P = Φ−1(0), and M0 := P/K is a
compact orbifold equipped with an induced symplectic form Ω0. We denote
π : P → P/K = M0 the projection.

Proposition 12.5 For any equivariant vector bundle F → M we have

(12.38)
[
RRK(M,F ,Φ−1(0),Φ)

]K
= RR(M0,F0)

where F0 = F|P /K.
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Proof. Let E :=
∧

J TM be the Clifford bundle associated to a compat-
ible almost complex structure J . We consider the restriction of the tangent
bundle TM on the submanifold P . Let [k] ⊂ TM |P be the subbundle which
is the image of the map (m,X) ∈ P × k 7→ X · m ∈ TmP ⊂ TmM . We
consider the subbundle [k] ⊕ J [k] of TM |P that is canonically isomorphic
to [kC]. Let E ⊂ TM |P be the orthogonal of [k] ⊕ J [k] relatively to the
symplectic form. We see that E → P is a symplectic bundle isomorphic
to the pull-back π∗TM0, and that J induces an almost complex structure
J0 on E compatible with π∗(Ω0). We see then that E|P ≃ ∧

kC ⊗ E0 with
E0 = π∗(

∧
J0

TM0). Our result follows then from Theorem 8.3.

12.2.2 Reduction in stage

In this section, we explore the case of reduction in stage. Suppose that we
have a Hamiltonian action of the compact Lie group G×K on the manifold
(M,Ω). Let Φ = ΦG ⊕ ΦK : M → g∗ ⊕ k∗ be the corresponding moment
map. We suppose that

• 0 is a regular value of ΦK ,

• K acts freely on P := Φ−1
K (0),

• Z := Φ−1(0) is compact.

We denote by π : P → M0 := P/K the corresponding G-equivariant
principal fibration. We denote by φ : M0 → g∗ the equivariant map induced
by ΦG : it is the moment map relative to the Hamiltonian action of G on
the symplectic manifold (M0,Ω0).

Proposition 12.6 For any equivariant vector bundle F → M , we have the
following relation

[
RRK×G(M,F ,Φ−1(0),Φ)

]K
= RRG(M0,F0, φ

−1(0), φ) in R̂(G).

Here F0 = (F|P )/K.

Proof. We follow the proof of Proposition 12.5. We analyze the
symbol σ(M,Φ)(m, ν) := cm(ν̃ − κΦ(m)) :

∧even
J TM → ∧odd

J TM on the

model M̂ = P × k∗ in a neighborhood of Z × {0}.
The choice of a G×K-invariant connection 1-form θ on the K-principal

bundle P → M0 defines a projection map TpP → k which associates to a
tangent vector its vertical part. This projection induces a map j : P →
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hom(g, k), where the vertical part of the vector X · p ∈ TpP is equal to
jp(X) ∈ k for any (X, p) ∈ g× P .

The symplectic form can be taken as Ω̂ = π∗Ω0+d〈θ, ξ〉, and the moment
maps have the following expressions : for (p, ξ) ∈ P × k∗

• ΦK(p, ξ) = ξ,

• ΦG(p, ξ) = φ(p̄) + j∗p(ξ), where p̄ = π(p).

We denote by κG (resp. κφ) the Kirwan vector field on P (resp. M0)
associated to the equivariant map ΦG : P → g∗ (resp. φ). The Kirwan
vector field κΦ has the following expression κΦ = κvertΦ + κhorΦ , where

• −κvertΦ (p, ξ) = (Id+ jpj
∗
p)ξ + jpφ(p̄),

• −κhorΦ (p, ξ) ≃ −κφ(p̄) + j∗p(ξ) · p̄ through the tangent map Tpπ.

Let V ⊂ U be two invariant relatively compact neighborhoods of Z =
Φ−1
G (0) ∩ P in P such that π(U) ∩ {κφ = 0} = φ−1(0), and V ⊂ U . The

vector field κφ does not vanish on the compact set π(U \ V ), hence we can
choose the connection 1-form θ such that the vector field κG is horizontal
on U \V . In other words, the term jpφ(p̄) vanishes for p ∈ U \V . Let c > 0
such that ‖jpφ(p̄)‖ ≤ c on V . We deform Φ in Φt(p, ξ) = ξ ⊕ (φ(p̄) + tjp(ξ))
for t ∈ [0, 1], and we denote κt the corresponding vector field. The following
lemma is an easy computation

Lemma 12.7 For any t ∈ [0, 1], the set {(p, ξ) ∈ U × k∗, κt(p, ξ) = 0} is
contained in the compact set V × {‖ξ‖ ≤ c}.

Thanks to the previous lemma, we see that the symbols σ(M,Φ) and
σ(M,Φ0) define the same class in K0

G×K(TG×K(U × k∗)). Let σhor ∈
K0

G×K(TG×KU) be the pullback of σ(M0, φ)|π(U) ∈ K0
G(TGπ(U)).

For m = (p, ξ) ∈ U × k∗ and ν := η ⊕ a⊕ b ∈ T∗(U × k∗), we have

σ(M,Φ0)(m, ν) = σhor(p, η) ⊠ c∧kC((a+ γp + ξ)⊕ ib)

where γp = jpφ(p̄). We see that the support of the symbol σ(M,Φ0) inter-
sected with T∗

G×K(U × k∗) is just equal to Z × {0}.
We see also that for t ∈ [0, 1], the support of the symbol

σt(m, ν) = σhor(p, η)⊠ c∧kC((t(a+ γp) + ξ)⊕ ib)

intersected with T∗
G×K(U × k∗) remains equal to Z × {0}. Thus we have

proved that σ(M,Φ) is equal to i!(σhor) in K0
G×K(TG×K(U × k∗)). Our

result follows from this fact.

67



12.2.3 Quasi regular case

In this subsection, we study the character RRK(M,F ,Φ−1(0),Φ), in the
case where 0 is a quasi-regular value of Φ.

In particular, we prove the first form of the [Q,R] = 0 theorem.

Theorem 12.8 If 0 is a quasi-regular value of the moment map, and L a
Φ-moment bundle, then

[RRK(M,L)]K = RR(M0, L0).

Here L0 = L|Φ−1(0)/K.

Consider first the basic example of a Hermitian vector space W with
complex structure J and Hermitian inner product h(v,w). Consider the
symplectic form on W given by Ω = −Im(h). Thus J is a complex structure
adapted to Ω. Let K be a compact group acting by unitary transformations
onW . ThenW is aK-Hamiltonian manifold with moment map 〈Φ(x),X〉 =
i
2h(X · x, x), for X ∈ k, x ∈ W .

Assume that Φ−1(0) = {0}: in this case 0 is a quasi-regular value. Con-
sider a complex representation space F of K, and the K-equivariant vector
bundle [F ] = W × F .

Proposition 12.9 Assume that Φ−1(0) = 0. Then

RRK(W, [F ],Φ−1(0),Φ) = Sym(W ∗)⊗ F.

Furthermore, [Sym(W ∗)]K = C.

Remark 12.10 The second claim follows from Mumford GIT theory. In
spirit, this is the first case of the [Q,R] = 0 theorem.

Proof. Let x ∈ W , and κΦ(x) = −Φ(x) · x be the Kirwan vector field
associated to Φ. Then κΦ vanishes only at 0 : indeed we have h(Jx, κΦ(x)) =
2‖Φ(x)‖2.

Our deformed symbol is σ(W,Φ)(x, ν) = c(ν̃ − κΦ(x)) :
∧even W −→∧odd W , while Atiyah symbol At(W ) is At(W )(x, ν) = c(ν̃−Jx) :

∧even W −→∧odd W .
Let t ∈ [0, 1] and σt(x, ν) = c(ν̃ − (1 − t)Jx − tκΦ(x)). Let us see that

σt is a transversally elliptic symbol with support {(0, 0)} in T∗
KW . Indeed

if ν̃ = (1− t)Jx+ tκΦ(x) and is orthogonal to k · x, we obtain

0 = Re (h(ν̃, κΦ(x))) = 2(1− t)‖Φ(x)‖2 + t‖κΦ(x)‖2,
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and this implies x = 0. We obtain our first claim since the equivariant index
of At(W ) is Sym(W ∗) (see Proposition 6.15).

Let us now prove that [Sym(W ∗)]K = C. If P ∈ Sym(W ∗) isK-invariant,
P is constant on the trajectory of the vector field κΦ which is tangent to
the K-orbits. So the value of P coincide with the value of P on the unique
stationary point of κΦ. So P (x) = P (0) and P is constant.

Remark 12.11 In the proof above we have checked that the transversally
elliptic symbols σ(W,Φ) and At(W ) define the same class in K0

K(T∗
KW ).

If T is the 1-dimension center of U(V ), the same proof shows that σ(W,Φ)
and At(W ) define the same class in K0

K×T
(T∗

T
W )

We now consider the general case where 0 is a quasi-regular value, and we
study the character RRK(M,F ,Φ−1(0),Φ) for any vector bundle F → M .

Let s be the subalgebra of k such that Z := Φ−1(0) is contained in the
submanifold M(s). Let Ms = {m ∈ M, km = s}. Let H be the normalizer
subgroup of s in K. Thus M(s) = K ×H Ms and Z = K ×H Zs where
Zs := Φ−1(0) ∩Ms.

We write a H-invariant decomposition k = h ⊕ q, with corresponding
decomposition k∗ = h∗ ⊕ q∗, and write Φ = Φh ⊕ Φq. Here Φh : M → h∗ is
the moment map relative to the H-action on M , and the map Φq : M → q∗

is H-equivariant. We start with the basic lemma.

Lemma 12.12 The map Φq is equal to zero on Ms.

Proof. Let m ∈ Ms. Since km = s, the term Φ(m) ∈ k∗ ≃ k satisfies
[s,Φ(m)] = 0 and a fortiori Φ(m) ∈ h = Nk(s).

Thus the restriction φ of Φ to Ms takes values in h∗: the manifold Ms is
a H-Hamiltonian manifold, with moment map φ. Let M0

s be the union of
connected components of Ms that intersect φ

−1(0). Since S acts trivially on
M0

s , the map φ take value in (h/s)∗ on M0
s . Since the group H/S acts locally

freely on M0
s , the map φ : M0

s → (h/s)∗ is a submersion. In particular, Zs =
φ−1(0) ∩M0

s is a compact submanifold, so Z = K ×H Zs is a submanifold
of M , as asserted previously, and the reduced space

M0 := Φ−1(0)/K = φ−1(0) ∩M0
s /(H/S)

is a compact symplectic orbifold.
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Let N → Z be the symplectic normal bundle of the submanifold Z in
M : for x ∈ Z,

N|x = (TxZ)⊥/(TxZ)⊥ ∩ TxZ.

Here we have denoted by (TxZ)⊥ the orthogonal with respect to the sym-
plectic form.

We can equip N with an H-invariant Hermitian structure h such that
the symplectic structure on the fibers of N → Z is equal to −Im(h).

The subalgebra s acts fiberwise on the complex vector bundle N|Zs . We
consider the action of s on the fibers of the complex bundle Sym(N ∗|Zs).
We will use the following.

Lemma 12.13 The subbundle [Sym(N ∗|Zs)]
s is reduced to the trivial bundle

[C] → Zs.

Proof. Let x ∈ Zs. The vector space k · x ⊂ TxM is totally isotropic,
since Ωx(X · x, Y ·x) = 〈Φ(x), [X,Y ]〉 = 0, hence we can consider the vector
space Ex := (k · x)⊥/k · x that is equipped with a Kx-equivariant symplectic
structure Ωx : we denote by ΦEx : Ex → s∗ the corresponding moment map.
A local model for a symplectic neighborhood of Kx is U := K×Kx ((kx/s)

∗×
Ex) where the moment map is Φx[k; ξ, v] = k(ξ +ΦEx(v)). Our hypothesis
that Φ−1(0) is contained in M(s) implies that Φ−1

Ex
(0) = (Ex)

s. We get then
the decompositions

TxZ = (k/s) · x⊕ (Ex)
s,

TxM = (k/s) · x⊕ (k/s)∗ ⊕ Ex.

Let S be the connected component of Kx. We see then that N|x is equal
to the symplectic orthogonal of (Ex)

s in Ex. Hence N|x is a symplectic
vector space with a Hamiltonian action of the compact group S such that
Φ−1
N|x

(0) = Φ−1
Ex

(0) ∩ N|x = 0. As we have seen before, it implies that

[Sym(N ∗|x)]s = C.

Definition 12.14 If F → M is a K- equivariant complex vector bundle,
we define on M0 the (finite dimensional) orbi-bundle

F0 := [F|Zs ⊗ Sym(N ∗|Zs)]
s /(H/S).

If s acts trivially on the fibers of F|Zs , the bundle F0 is equal to F|Zs/(H/S).

The aim of this subsection is the following theorem.
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Theorem 12.15 Assume that Φ−1(0) ⊂ M(s). For any K-equivariant com-
plex vector bundle F → M , we have

[RRK(M,F ,Φ−1(0),Φ)]K = RR(M0,F0).

The proof of this theorem will require two steps, inducing and restricting,
that are considered in the next subsections.

Inducing from H to K.

Let us show that there is a K-invariant neighborhood N of the compact
submanifold Zs := Φ−1(0) ∩ Ms of M of the form N = K ×H (N ′ × Bq∗),
where Bq∗ is a small H-invariant ball in q∗, and N ′ a H-invariant symplectic
submanifold of M .

Let V ⊂ M be a small K-invariant tubular neighborhood of the stratum
M(s) with fibration p : V → M(s). Let V = p−1(Ms). Thus V is aH-invariant
submanifold of M containing Ms, fibered over Ms and V = K ×H V is an
open subset of M . We consider the map Φq : V → q∗.

Lemma 12.16 Let z ∈ Zs:

(a) the differential TzΦq : TzV → q∗ is surjective,

(b) ker(TzΦq) ⊂ TzV is a symplectic subspace of TzM .

Proof. For z ∈ Zs, we have TzM = q · z ⊕ TzV with q · z ≃ q since
kz = s. The subspace q · z is totally isotropic since Φ(z) = 0, and by
definition the subspace ker(TzΦq) ⊂ TzV is equal to (q · z)⊥ ∩ TzV . So we
have (q · z)⊥ = q · z ⊕ ker(TzΦq). This implies that ker(TzΦq) ⊂ TzV is a
symplectic subspace of TzM of dimension equal to dim(TzV )− dim(q): the
surjectivity of TzΦq : TzV → q∗ follows.

Let X be a small H-invariant neighborhood of Zs in Ms, and let VX be
a small neighborhood of X in p−1(X ) ⊂ V such that for any z ∈ VX the
statements (a) and (b) hold.

Consider N ′ := {z ∈ VX ; Φq(z) = 0}. Then N ′ is a H-Hamiltonian
submanifold of VX containing X , with symplectic form Ω′ := Ω|N ′ and
moment map Φ′ : N ′ → h∗ equal to the restriction of Φ to N ′. If X is
small enough, there exists an invariant neighborhood U ′ of X in VX and a
diffeomorphism j : N ′ × Bq∗ → U ′ such that Φ ◦ j = Φ′(n′) + ξ, for any
(n′, ξ) ∈ N ′ ×Bq∗ .
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Finally we have proved that a neighborhood of Zs in M is diffeomorphic
to N = K×H (N ′×Bq∗). Here (N

′,Ω′,Φ′) is a H-Hamiltonian submanifold
of (M,Ω,Φ) and the moment map ΦN : N → k∗ is defined by the relation

ΦN ([k;n′, ξ]) = k · (Φ′(n′) + ξ).

We return to the study of RRK(M,F ,Φ−1(0),Φ) under the hypothesis
that Φ−1(0) is contained in M(s). We may do the computation in the neigh-
borhoodN of Φ−1(0). Note that Φ−1(0) ⊂ M(s) implies that Z ′ := (Φ′)−1(0)
is equal to Zs. Recall that RRK(N,F ,Φ−1(0),Φ) = QK(N,

∧
J TN ⊗

F ,Φ−1(0),Φ). Here we have chosen JN , an almost complex structure that
is compatible with the symplectic form Ω. We may then further deform the
almost complex structure JN and we will keep the same index.

Let JN ′ be an almost complex structure on N ′ that is compatible with
Ω′. If we restrict the Clifford bundle E :=

∧
JN

TN to the submanifold N ′,
we get

E|N ′ = Sq ⊗ E ′

where Sq =
∧

C
qC. We need to see that E ′ =

∧
JN′

TN ′.

At each point y of N ′, the tangent bundle TyN admits a canonical
identification with q ⊕ q∗ ⊕ TyN

′. Through the identification X ⊕ ξ ∈
q⊕ q∗ 7→ X ⊕ iξ̃ ∈ qC, the vector space q⊕ q∗ inherits a complex structure
Jq and a Hermitian form. Take a Riemannian metric g on TN , orthogonal
direct sum of the metric Ω′(·, JN ′ ·) and of the underlying Riemannian metric
of qC. The symplectic form Ωy can be written g(·, Ay ·) where Ay is a non

degenerate antisymmetric matrix. Let Jy =
Ay√

−AyA∗
y

be the almost complex

structure determined by Ay. When y ∈ Zs, Ay is equal to JN ′ ⊕ Jq. As
Zs is compact, we see that if N ′ is a sufficiently small neighborhhod, Jy is
homotopic to JN ′ ⊕ Jq, and we obtain our result.

Proposition 11.1 tells us then that

[
RRK(M,F ,Φ−1(0),Φ)

]K
=

[
RRH(N ′,F , Z ′,Φ′)

]H
.

Here Z ′ = Zs, and we have still denoted by F the restriction of F to N ′.

Localization on Ms.

We now analyze [RRH(N ′,F , Z ′,Φ′)]H , where Z ′ = Zs.
Let us summarize the situation. We consider a H-equivariant decom-

position h = s ⊕ r. Here X is a small neighborhood of Zs in Ms, N ′ is
a H-Hamiltonian manifold, with symplectic structure Ω′ and moment map
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Φ′ : N ′ → h∗. We have N ′
s = X . The restriction ΦX of Φ′ to X takes

its values in r∗, and the zero set Z ′ of the vector field κΦ′ is the compact
submanifold Φ−1

X (0) = Zs of X .
We denote by κX the Kirwan vector field on X ⊂ Ms associated to ΦX .
As we work on a neighborhood of Z ′, we may assume thatN ′ is diffeomor-

phic to N ′, the total space of the normal bundle of X in N ′. The restriction
of Ω′ on X induces a symplectic structure on each fibers : Ωx ∈ ∧2 N ′|x for
x ∈ X .

We choose an H-invariant connection on N ′. The subspace r ·w of TwW
projects injectively on r · x, and keep the same dimension dim r. Thus we
can assume that the horizontal space contains r · w.

If η ∈ TwN ′, we denote ηvert its vertical component. Let λ be the H-
invariant one-form on N ′ such that, at a point w = (x, v) ∈ N ′, λw(η) =
Ωx(v, η

vert). From the symplectic embedding theorem, we may assume that
Ω′ = dλ+ p∗ΩX . Here p is the projection N ′ → X .

We can equip the vector bundle N ′ with a H-equivariant Hermitian
structure such that the section x ∈ X 7→ Ωx is minus the imaginary part
of the Hermitian metric. Thus the complex structure J on the fiber N ′|x is
compatible with Ωx. Let us choose a H-invariant metric on X , and let JX
be the corresponding almost complex structure on X compatible with ΩX .
Thanks to the connection, we can consider on the manifold N ′ a H-invariant
metric orthogonal direct sum of the metric on X (its horizontal lift) and the
Hermitian metric on N ′, let JN ′ be the corresponding compatible almost
complex structure associated to Ω′ on N ′. We consider also with the help
of the connection J ′ = J ⊕ JX . On X , we have J ′ = JN ′ . Thus JN ′ is a
deformation of J ′ and RRH(N ′,F , Z ′,Φ′) can be computed using the direct
sum J ′.

Remark that we have the additional action of the group U(1) acting by
homotheties v 7→ eiθv on the fibers of the Hermitian bundle N ′ → X and
commuting with the H-action, with infinitesimal generator J . Thus we have
a morphism AtJ : K0

H(T∗
HX ) −→ K0

H(T∗
HN ′) defined by Equation (6.18).

We compute now the moment map Φ′ associated to the action of H on
(N ′,Ω′). We write Φ′ = Φs ⊕ Φr. We obtain for w = (x, v) ∈ N ′:

• 〈Φs(x, v),X〉 = 1
2Ωx(Xv, v) if X ∈ s,

• Φr(x, v) = ΦX (x).

Let N → Z be the symplectic normal bundle of the submanifold Z in
M , and let N|Zs be its restriction on Zs. We will need the following
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Lemma 12.17 • The restriction of symplectic vector bundle N ′ → X to Zs

is equal to N|Zs.
• The subbundle [Sym((N ′)∗)]s is reduced to the trivial bundle [C] → X .

Proof. Let x ∈ Zs. Let q
∗
x be a subspace of (TxN

′)⊥ ⊂ TxM that is in
bijection with q∗ through the tangent map TxΦq. Let (h/s)

∗
x be a subspace

of TxX that is in bijection with (h/s)∗ through the tangent map TxΦh. We
have the decompositions

TxM = (q · x⊕ q∗x)
⊥
⊕ TxN

′

TxN
′ = TxX

⊥
⊕ N ′|x,

TxX = (h/s)∗x ⊕ TxZs.

that gives TxM = (q · x⊕ q∗x)
⊥
⊕ ((h/s)∗x ⊕ TxZs)

⊥
⊕ N ′|x. Now, if we use

that TxZ = q · x⊕TxZs, we see that (TxZ)⊥ = (TxZ)⊥ ∩TxZ
⊥
⊕ N ′|x, and

then N|x = N ′|x. The first point is proved.
The restriction of the bundle [Sym((N ′)∗)]s to Zs is equal to [Sym(N|∗Zs

)]s

which is the trivial bundle [C] → Zs. The second point follows.

We are in a very similar situation than Proposition 7.5 : instead of β
acting fiberwise, we have s (an H-stable ideal in h) acting fiberwise.

Let w = (x, v) ∈ N ′, with x ∈ X , and v ∈ N ′|x. The horizontal lift
of κX (still denoted by κX ) is the vector field Φr(w) · w. As in the proof
of Proposition 12.9, we introduce the deformation κt(w) = −Φr(w) · w −
tΦs(w) · w + (1− t)Jw and

σt(w, ν) = cw(ν̃ − κt(w)), (w, ν) ∈ T∗N ′

acting on
∧

J ′ TN ′ ⊗F . Note that the vector Φr(w) · w is horizontal, while
Φs(w) · w and Jw are verticals.

By definition, the character RRH(N ′,F , Z ′,Φ′) is equal to the equivari-
ant index of σ1⊗F . Let us prove that the characteristic set of σt intersected
with T∗

HN ′ stays equal to Zs. Consider η = κt(w) and orthogonal to h · w.
Thus we obtain 〈Φr(w) · w + tΦs(w) · w − (1 − t)Jw,Φr(w) · w〉 = 0 and
〈Φr(w) ·w+ tΦs(w) ·w− (1− t)Jw,Φs(w) ·w〉 = 0. Thus considering vertical
and orthogonal components, we obtain Φr(w) = 0. Then we have

0 = 〈tΦs(w) · w − (1− t)Jw,Φs(w) · w〉
= t‖Φs(w) · w‖2 + 2(1 − t)‖Φs(w)‖2
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as 〈Jw,Φs(w) · w〉 = −2‖Φs(w)‖2.
Thus we have proved that if κt(w) is orthogonal to h ·w, then Φ′(w) = 0:

this implies w = (x, 0) with x ∈ Zs.
We know then that RRH(N ′,F , Z ′,Φ′) is equal to the equivariant index

of the transversally elliptic symbol σ0 ⊗F . Since the symbol σ0 is equal to
AtJ(σ(X , Zs,ΦX )), we have then by Equation (6.19)

[
RRH(N ′,F , Z ′,Φ′)

]H
=

[
RRH(X ,F ⊗ Sym((N ′)∗), Zs,ΦX )

]H
.

We obtain

[
RRH(X ,F ⊗ Sym((N ′)∗), Zs,ΦX )

]H

=
[
RRH/S(X ,

[
F ⊗ Sym((N ′)∗)

]s
, Zs,ΦX )

]H/S
,

= RR(M0,F0) (1)

where F0 := [F|Zs ⊗ Sym(N ∗|Zs)]
s /(H/S). In (1), we used the regular case

considered in Proposition 12.5.

12.3 Riemann-Roch number on symplectic reduction

Let (M,Ω,Φ) be a Hamiltonian K-manifold not necessarily compact. Sup-
pose that a is a quasi-regular value of Φ such that the fiber Z := Φ−1(a)
is a compact submanifold. The quotient Ma := Φ−1(a)/Ka is a compact
symplectic orbifold.

Let s ⊂ ka be a subalgebra such that Φ−1(Ka) is contained in the
submanifold M(s). We denote by S the connected subgroup of Ka with
Lie algebra s, and H the normalizer subgroup of s in ka. The orbifold
Ma = Φ−1(a)/Ka is also the quotient of the submanifold Zs := Φ−1(a)∩Ms

by the group H/S.
We consider now the case of an equivariant vector bundle F → M and

a character χλ : Ka → U(1) : here λ = 1
i dχλ is a weight, and we denote Cλ

the 1-dimensional representation of Ka defined by χλ.
We suppose that the action of S on the fibers of the bundle F|Zs is

t · v = χλ(t)v. Then S acts trivially on F|Zs ⊗ C−λ and we may form the
orbibundle

Fa,λ := (F|Zs ⊗ C−λ) /(H/S)

on Ma. The aim of this section is to show that the Riemann-Roch number
RR(Ma,Fa,λ) can be computed by a localization procedure.

Let (Ka)− be the coadjoint orbit Ka with the opposite symplectic struc-
ture. Let [C−λ] = K ×Ka C−λ be the line bundle on (Ka)−. We consider
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the symplectic manifold M × (Ka)− with the complex bundle F ⊠ [C−λ] on
it. The corresponding moment map Φa : M × (Ka)− → k∗ is Φa(m, ξ) =
Φ(m) − ξ. As the set Φ−1

a (0) is compact, we may define the localized Rie-
mann Roch character

RRK(M × (Ka)−,F ⊠ [C−λ],Φ
−1
a (0),Φa) ∈ R̂(K).

The main result of this section is the

Theorem 12.18 If a is a quasi-regular value of Φ we have

(12.39)
[
RRK(M × (Ka)−,F ⊠ [C−λ],Φ

−1
a (0),Φa)

]K
= RR(Ma,Fa,λ).

Proof. Let B ⊂ k∗a be a small Ka-invariant ball around a, and consider
the slice Y := Φ−1(B) which is a symplectic submanifold of M : the action
of Ka on (Y,Ω|Y ) is Hamiltonian with moment map ΦY := Φ|Y .

The computation of the left hand side of (12.39) is done in the manifold
M̃ × (Ka)− where M̃ = K ×Ka Y is viewed as an open subset of M . Let
JY be a Ka-invariant almost complex structure on Y compatible with the
symplectic form Ω|Y . Let JM̃ be the K-invariant complex structure on M̃
that is equal to Ja ⊕ JY at the points [1, y], y ∈ Y . Notice that JM̃ is
compatible with the symplectic structure Ω|M̃ .

If we apply the induction formula of Proposition 11.3 to the manifold
M̃ × (Ka)− equipped with the Clifford bundles G :=

∧
J TM ⊗F on M̃ and

R =
∧

−Ja
TKa⊗ [C−λ] on Ka, we get

• GdY =
∧

JY
TY ⊗F|Y for the corresponding Clifford bundle on Y ,

• R = C−λ for the corresponding Ka-module.
Hence we have

[
RRK(M × (Ka)−,F ⊠ [C−λ],Φ

−1
a (0),Φa)

]K

=
[
RRKa(Y,Fλ, φ

−1(0), φ)
]Ka

.(12.40)

where φ := ΦY − a is a moment map on the Ka-Hamiltonian manifold
(Y,ΩY ), 0 is a quasi regular value of φ and Fλ = F|Y ⊗ C−λ.

We are in the setting of Section 12.2.3. Since s acts trivially on the fibers
of the vector bundle Fλ|Zs , Theorem 12.15 says that

[
RRKa(Y,Fλ, φ

−1(0), φ)
]Ka

= RR(Ma,Fa,λ)

with Fa,λ = Fλ|Zs/(H/S). The proof is completed.
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12.4 Multiplicities as Riemann-Roch numbers

In this section, we give a proof of the [Q,R] = 0 Theorem of Meinrenken-
Sjamaar.

Let L be a Φ-moment line bundle on the compact Hamiltonian K-
manifold (M,Ω,Φ). We fix a dominant weight µ, and we consider the mul-
tiplicity mµ(L) = [RRK(M,L) ⊗ V ∗

µ ]
K . We consider elements a ∈ t∗ close

enough to µ, so Ka ⊂ Kµ. Let (Ka)− be the coadjoint orbit equipped with
the opposite symplectic structure and the line bundle [C−µ] ≃ K ×Ka C−µ.
We have RRK((Ka)−, [C−µ]) = V ∗

µ , hence the shifting trick gives

mµ(L) = [RRK(M × (Ka)−,L(a))]K .

Here L(a) = L ⊠ [C−µ] and the moment map is Φa : M × (Ka)− →
k∗, (m, ξ) 7→ Φ(m)− ξ. We start with the

Lemma 12.19 There exist ǫ > 0 such that the line bundle L(a) is weakly
Φa-positive if ‖a− µ‖ ≤ ǫ.

Proof. We consider the maps ϕa : M × K/T → M × (Ka)− defined
by ϕ(m, [k]) = (m,ka). The line bundle ϕ∗

aL(a) does not depends of a and
is denoted L′. Let Φ′

a = ϕ∗
aΦa.

One checks that ϕa({κΦ′
a
= 0}) = {κΦa = 0}, hence we can use Lemma

9.3 : the line bundle L(a) is weakly Φa-positive if and only if the line bundle
L′ is weakly Φ′

a-positive.
Now we see that for a = µ, the line bundle L′ is a Φ′

µ-moment line
bundle. Thanks to Proposition 9.7, we know that L′ is weakly Φ′

a-positive
if a is close enough to µ.

Now we take a ∈ ∆(M) such that ‖a − µ‖ ≤ ǫ. Since L(a) is a weakly
Φa-positive line bundle on the Hamiltonian K-manifold M × (Ka)− and
Φ−1
a (0) 6= ∅, Theorem 10.7 says that

mµ(L) = [RRK(M × (Ka)−,L(a),Φ−1
a (0),Φa)]

K .

We suppose furthermore that a is a quasi-regular value of Φ. Let s be
the subalgebra of ka such that Φ−1(Ka) is contained in M(s) : we denote Zs

the submanifold Φ−1(a) ∩ Ms. In order to make use of Theorem 12.18 we
need to compute the action of S on the fibers of the line bundle L|Zs ⊗C−µ.

Lemma 12.20 If a is a quasi-regular value close enough to µ, the group S
acts trivially on the fibers of the line bundle L|Zs ⊗ C−µ.
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Proof. We consider the Kµ-invariant subset U ⊂ M formed by the points
m ∈ M such that the algebra km ∩ kµ acts trivially on L|m ⊗ C−µ. The
Kostant formulas shows that Φ−1(µ) ⊂ U , and if we use local symplectic
models of orbitsKµ·m, one sees that U is an open subset. Hence Φ−1(a) ⊂ U
for a close enough to µ. The proof is completed.

Finally, we can use Theorem 12.18 when a is a quasi-regular value close
enough to µ : relation (12.39) gives

mµ(L) = [RRK(M × (Ka)−,L(a),Φ−1
a (0),Φa)]

K = RR(Ma, Lµ,a).

The proof of Theorem 12.3 is then completed.

12.5 Quasi polynomial behavior

We work in the same setting than in Subsection 12.4. We fix a Φ-moment
line bundle L on M . For any dominant weight µ ∈ Λ≥0 and any integer
k ∈ N, we define m(k, µ) ∈ N as the multiplicity of the representation V K

µ

in RRK(M,L⊗k).
We introduce

1. the vector subspace VM ⊂ R ⊕ t∗ generated by {1} ×∆(M),

2. the cone CM = R≥0 ({1} ×∆(M)) contained in VM ,

3. the lattice ΛM = {Z ⊕ Λ} ∩ VM ,

4. the principal face σ for the K-manifold : σ is the relative interior of a
face of the Weyl chamber and σ ∩∆(M) is dense in ∆(M).

Theorem 12.3 tells us that m(k, µ) = 0 if (k, µ) /∈ CM . We will now give
some qualitative properties on the behavior of the multiplicities m(k, µ) on
the cone CM .

If ξ varies in σ, the subgroup Kξ is independent of ξ. We denote it by
Kσ. Let Y = Φ−1(σ) be the slice attached to the principal face. It is a
Kσ-invariant symplectic submanifold of M , and the subgroup [Kσ,Kσ ] acts
trivially on L|Y → Y [23]. The vector space Rσ is naturally identified with
the dual of the Lie algebra of the torus Aσ := Kσ/[Kσ ,Kσ]. Hence the
restriction ΦY = Φ|Y : Y → σ corresponds to the moment map relative to
the action of Aσ on (Y,Ω|Y ).

Let IM ⊂ Rσ be the affine subspace generated by ∆(M) : the orthogonal,
denoted tM , of the direction of IM in Lie(Aσ) corresponds to the generic
infinitesimal stabilizer for the Aσ-action on Y . Let ∆(M)0 ⊂ ∆(M) ∩ σ be
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the open subset formed by the regular values of ΦY : Y → IM . Note that
any element ξ ∈ ∆(M)0 is a quasi-regular value of Φ. The reduced space
Mξ stays of constant dimension when ξ ∈ ∆(M)0, and this dimension is the
maximal dimension of the reduced spaces Mξ, where ξ varies over the set of
quasi-regular values of Φ.

If a ⊂ ∆(M)0 is a connected component, we choose a point ξ ∈ a, and
we consider

• the closed subcone Ca = R≥0 ({1} × a) of CM ,

• the symplectic orbifold Ma := Φ−1(ξ)/Aσ ,

• the family of line orbi-bundle Lk,µ
a → Ma parameterized by (k, µ) ∈

ΛM :

Lk,µ
a :=

(
L⊗k|Φ−1(ξ) ⊗ C−µ

)
/Aσ

The line orbi-bundles Lk,µ
a are well-defined for any (k, µ) ∈ ΛM since

L(X) = 0 on L⊗k|Φ−1(ξ) ⊗ C−µ for any X ∈ tM .

Definition 12.21 Let a be a connected component of ∆(M)0. We consider
the function pa : ΛM → Z defined by the relation

pa(k, µ) := RR(Ma, L
k,µ
a )

The Kawasaki-Riemann-Roch Theorem [19] implies that the function pa
have a quasi polynomial behavior on the lattice ΛM .

The function pa does not depend on the choice of the choice of ξ in a. It
is due to the fact that pa(k, µ) is equal to

[
RRAσ

(
Y,L⊗k|Y ,Φ−1

Y (ξ),ΦY − ξ
)
⊗ C−µ

]Aσ

.

See (12.39). Hence if we take another ξ′ ∈ a, we consider a continuous
family ξt ∈ a, t ∈ [0, 1] joining ξ and ξ′. By an easy homotopy argument,

we see that
[
RRAσ

(
Y,L⊗k|Y ,Φ−1

Y (ξt),ΦY − ξt
)
⊗ C−µ

]Aσ
is independent of

t ∈ [0, 1].
We can now state the main result of this section. Notice that CM =⋃

a Ca.

Theorem 12.22 If (k, µ) ∈ Ca, we have m(k, µ) = pa(k, µ).
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Proof. Let us fix (k, µ) ∈ Ca. We apply Theorem 12.3 to the K-
manifold X := (M,kΩ, kΦ) equipped with the moment line bundle L := L⊗k.
The multiplicity of V K

µ in RRK(X,L) is equal to RR(Xa,La,µ) where a is any
quasi-regular value of kΦ close enough to µ. We can take a = kξ with ξ ∈ a

: the reduced space Xa is equal to Mξ and the line bundle La,µ coincides

with Lk,µ
a . We have proved that m(k, µ) = RR(Xa,La,µ) = pa(k, µ).

12.6 Multiplicities on a face

Let F be a (closed) face of the polytope ∆(M) that intersects the principal
face σ. We say that F is a general face of ∆(M).

We assume in this section that µ is a dominant weight that belongs to
F . Let Tσ ⊂ T be the connected component of the center of the subgroup
Kσ. The dual of the Lie algebra of Tσ is the subspace Rσ ⊂ t∗. Let TF ⊂ Tσ

be the subtorus with Lie algebra equal to the orthogonal of the direction−→
F ⊂ Rσ of the face F . We denote KF the subgroup of K that centralizes
TF : we see that Kσ ⊂ KF .

We start with the basic fact.

Lemma 12.23 The pullback Φ−1(F ∩ σ) is connected and belongs to the
submanifold MTF .

Proof. The pullback Φ−1(F ∩σ) belongs to the slice Y = Φ−1(σ), and
it is connected as each fiber Φ−1(ξ) is connected. Since F is a face of the
polytope ∆(M) ⊂ Rσ, we see that ∆(M) is contained in a cone of the form

p⋂

j=1

{ξ ∈ Rσ | 〈ξ,Xj〉 ≥ 〈µ,Xj〉}

where X1, . . . ,Xp is a basis of Lie(TF ). Since ∆(M) ∩ σ = Image(Φ|Y ),
the functions y ∈ Y 7→ 〈Φ(y),Xj〉 reach their minimum at any point of
Φ−1(F ∩ σ). So the differential of the function y ∈ Y 7→ 〈Φ(y),Xj〉 vanishes
at any point of Φ−1(F ∩ σ). This implies that Φ−1(F ∩ σ) ⊂ ⋂p

j=1M
Xj =

MTF .

Let MF be the connected component of MTF that contains Φ−1(F ∩ σ).
It is a KF -Hamiltonian manifold equipped with the two form ΩF := Ω|MF

and the moment map ΦF = Φ|MF
: MF → k∗F . We denote L|F the restriction

of the Φ-moment line bundle L on MF . It is easy to see that L|F is a ΦF -
moment line bundle.
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We parameterize the irreducible representations of KF thanks to the
choice of a Weyl chamber CF ⊂ t∗ that contains the Weyl chamber t∗≥0 of

K. So, we may consider the irreducible representation V KF
µ of the group

KF with highest weight µ.
A direct consequence of the [Q,R] = 0 Theorem is the following propo-

sition.

Proposition 12.24 Let L be a Φ-moment bundle on M , and let F be a face
of ∆(M) that intersects the principal face σ. For any dominant weight µ that
belongs to F , the multiplicity mµ(L) of the representation V K

µ in RRK(M,L)

is equal to the multiplicity of the representation V KF
µ in RRKF

(MF , L|F ).
Proof. We have mµ(L) = RR(Ma, La,µ) for any quasi-regular value

of Φ close enough to µ. Since µ ∈ F , we can choose a in F ∩ σ, and then
Φ−1(a) = Φ−1

F (a) ⊂ MF . The proposition follows then from the fact that
the datas La,µ → Ma and (L|F )a,µ → (MF )a are equal (the last one is a
reduction relatively to the action of the group KF on L|F → MF ).

13 Branching laws

Let K̃ be a compact connected Lie group and let K be a closed connected
subgroup. Let i denote the inclusion of K into K̃, i : k → k̃ the induced
embedding of Lie algebras, and π : k̃∗ → k∗ the dual projection.

We consider the following action of K̃×K on K̃ : (k̃, k)·g = k̃gk−1. Then
N = T∗K̃, the cotangent bundle of K̃ is a K̃ × K Hamiltonian manifold.
Recall from Subsection 8.5 (Equation 8.30) that the corresponding moment
map relative to the K̃×K-action is the map Φ = ΦK̃ ⊕ΦK : T∗K̃ → k̃∗⊕ k∗

defined by
ΦK̃(g, ξ) = −ξ, ΦK(g, ξ) = π(g−1ξ).

Select maximal tori T in K and T̃ in K̃ such that T ⊂ T̃ , and Weyl
chambers t̃∗≥0 in t̃∗ and t∗≥0 in t∗, where t and t̃ denote the Lie algebras of T ,

resp. T̃ .
Let ∆(T∗K̃) ⊂ t̃∗≥0 × t∗≥0 be the Kirwan polytope associated to Φ:

∆(T∗K̃) =
{
(α, β) ∈ t̃∗≥0 × t∗≥0 | − β ∈ π(K̃α)

}
.

For (λ̃, λ) ∈ t̃∗≥0⊕t∗≥0, we denote by Nλ̃,λ the reduced space of N := T∗K̃

at (λ̃, λ). Consider the coadjoint orbit K̃λ̃∗ := −K̃λ̃, equipped with the K-
action and moment map π|K̃λ̃∗ . Let (K̃λ̃∗)λ the reduced manifold of K̃λ̃∗

at λ. The following lemma is obvious.
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Lemma 13.1 As sets, (K̃λ̃∗)λ is isomorphic to Nλ̃,λ.

Let Λ̃≥0 ⊂ t̃∗≥0, Λ≥0 ⊂ t∗≥0 be the set of dominant weights. For any

(λ, λ̃) ∈ Λ≥0 × Λ̃≥0, we denote Vλ, Ṽλ̃ the corresponding irreducible repre-

sentations of K and K̃ , and we define

(13.41) m(λ̃, λ) ∈ N

as the dimension of the vector space
[
Ṽλ̃|K ⊗ Vλ

]K
. In other words m(λ̃, λ)

is the multiplicity of the representation Vλ in (Ṽλ̃)
∗|K .

We consider the coadjoint orbit K̃λ̃∗, equipped with the prequantum line
bundle L(λ̃∗) := [Cλ̃∗ ]. The [Q,R] = 0 theorem 12.3 says that m(λ̃, λ) =

RR((K̃λ̃∗)λ, L(λ̃
∗)λ), in particular m(λ̃, λ) = 0 if (K̃λ̃∗)λ = ∅.

If we use Lemma 13.1, we see that the cone ∆(T∗K̃) is related to the
multiplicity function (13.41) through the following basic result.

Lemma 13.2 We have m(λ̃, λ) = 0 if (λ̃, λ) /∈ ∆(T∗K̃).

Let (X̃,X) be an element of t̃× t. In the following lemma, which follows

by direct checking, we describe the manifold N (X̃,X) of zeroes of the vector
field (X̃,X) on N = T∗K̃. We denote K̃X ⊂ K̃ the subgroup that fixes X.
The cotangent bundle T∗K̃X is then a submanifold of T∗K̃.

Lemma 13.3 • If X̃ is not conjugated in k̃ to X, then N (X̃,X) = ∅

• If X̃ = aX with a ∈ K̃, then N (X̃,X) = a · T∗K̃X .

We recall from general principle that the Kirwan polyhedron has non zero
interior in t̃∗ × t∗ if and only if the generic stabilizer of the K̃×K-action on
T∗K̃ is finite.

To simplify the exposition, we assume from now on that no nonzero ideal
of k is an ideal of k̃. It implies the following

Lemma 13.4 The intersection of ∆(T∗K̃) with t̃∗>0 × t∗>0 has a non empty
interior, and the generic stabilizer of the K̃ ×K-action on T∗K̃ is finite.

Proof. By the preceding computation, we see that the set N1 of elements
of N having a non zero stabilizer is N1 = K̃ · ∪X∈k,X 6=0T̃

∗K̃X .
Using conjugation by K, we may assume that X is in t. Thus we obtain

N1 = (K̃ ×K) · ∪X∈t,X 6=0T
∗K̃X .
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The set of subgroups K̃X when X varies in t is finite. Consider the fiber
product F (X) = (K̃ ×K)×K̃X×KX

T∗K̃X . It surjects on (K̃ ×K) ·T∗K̃X .
Thus it is sufficient to prove that for X 6= 0 in t, and under our hypothesis,
the dimension of F (X) is strictly less than T∗K̃.

Computing dimensions, if the dimensions are equal, then dim(K/KX ) =
dim(K̃/K̃X). So this implies that K ·X = K̃ ·X. The vector space spanned
by K ·X is then an ideal of k̃ contained in k, contradicting our hypothesis.

In the next section, we will give some qualitative information concerning
the behavior of the multiplicity function m(λ̃, λ) on the cone ∆(T∗K̃).

13.1 Quasi polynomial behavior

We consider the slice
Y = Φ−1(̃t∗>0 × t∗>0)

which is a (non-empty) symplectic submanifold of T∗K̃ equipped with the
action of T̃ × T .

We denote ΦY : Y → t̃∗ × t∗ the restriction of the moment map on
Y . Let ∆0 ⊂ ∆(T∗K̃) be the open cone formed by the regular values of
ΦY : Y → t̃∗ × t∗. If a ⊂ ∆0 is a connected component of ∆0, we choose a
point (ξ̃, ξ) ∈ a, and we consider:

• the compact connected symplectic orbifold Na := Φ−1
Y (ξ̃, ξ)/T̃ × T ,

• the family of line orbi-bundle Lα̃,α
a → Na parametrized by (α̃, α) ∈

Λ̃× Λ :
Lα̃,α
a := Φ−1

Y (ξ̃, ξ)×T̃×T C−α̃,−α.

Here C−α̃,−α denotes the one dimensional representation of T̃ ×T where the
group acts through the character χ−α̃,−α(t1, t2) = t−α̃

1 t−α
2 .

Definition 13.5 Let a be a connected component of ∆(T∗K)0. We consider
the function pa : Λ̃× Λ → Z defined by the relation

pa(α̃, α) := RR(Na, L
α̃,α
a ).

The function pa does not depend on the choice of the choice of ξ̃, ξ in a,
since the T̃ × T -manifolds Φ−1

Y (ξ̃1, ξ1) and Φ−1
Y (ξ̃2, ξ2) are diffeomorphic for

two different choices. The Kawasaki-Riemann-Roch Theorem [19] implies
that the function pa have a quasi polynomial behavior on the lattice Λ̃×Λ.

We can now state the main result of this section. Note that ∆(T∗K) =⋃
a a.
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Theorem 13.6 If (λ̃, λ) ∈ a, we have m(λ̃, λ) = pa(λ̃, λ).

Proof. Let b := (ξ̃, ξ) ∈ a and (λ̃, λ) ∈ a. By (12.38), the quantity
pa(λ̃, λ) is equal to

[
RRT̃×T (Y,C,Φ

−1
Y (b),ΦY − b)⊗ C−λ̃,−λ

]T̃×T
.

We write ΦY = ΦT̃ ⊕ ΦT . An element (g, η) belongs to Y if and only if

−η ∈ t̃∗>0 and π(g−1η) ∈ t∗>0. The group T̃ acts freely on Y , and the smooth

reduced space Yξ̃ = Φ−1
T̃

(ξ̃)/T̃ is symplectomorphic to the slice

{η ∈ K̃ξ̃∗ | π(η) ∈ t∗>0} ⊂ K̃ξ̃∗

through the map (g, η) → g−1η. We have

[
RRT̃×T (Y,C,Φ

−1
Y (b),ΦY − b)⊗ C−λ̃,−λ

]T̃×T

=
[
RRT (Yξ̃, [C−λ̃],Φ

−1
T (ξ),ΦT − ξ)⊗ C−λ

]T
(1)

=
[
RRK(K̃ξ̃∗ × (Kξ)−, [C−λ̃]⊠ [C−λ],Φ

−1
b (0),Φb)

]K
(2)

where Φb : K̃ξ̃∗×Kξ → k∗ is the moment map defined by Φb(η̃, η) = π(η̃)−η.
Equality (1) follows from the reduction in stage property (see Proposition
12.6), and (2) is a particular case of (12.40).

If b = (ξ̃, ξ) ∈ a is close enough to (λ̃, λ), the line bundle [C−λ̃]⊠ [C−λ] is

weakly Φb-positive (see Lemma 12.19). Since Φ−1
b (0) 6= ∅ we can conclude

that
[
RRK(K̃ξ̃∗ × (Kξ)−, [C−λ̃]⊠ [C−λ],Φ

−1
b (0),Φb)

]K

=
[
RRK(K̃ξ̃∗ × (Kξ)−, [C−λ̃]⊠ [C−λ])

]K

=
[
(Ṽλ̃)

∗|K ⊗ V ∗
λ

]K

= m(λ̃, λ).

Remark 13.7 In the proof above, we obtain the following identity

m(λ̃, λ) =
[
RRT̃×T (Y,C,Φ

−1
Y (b),ΦY − b)⊗ C−λ̃,−λ

]T̃×T
,

that holds for any b = (ξ̃, ξ) ∈ t̃∗>0 × t∗>0 that is close enough to (λ̃, λ). The

identity m(λ̃, λ) = pa(λ̃, λ) follows by taking (ξ̃, ξ) a regular value of Φ. But
we could have taken a quasi-regular value of Φ (see Section 13.2).
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We can also view this theorem as a consequence of [Q,R] = 0 for the non
compact manifold N = T∗K̃. Philosophically, we have used here reduction
in stages to reduce to the K̃ ×K reduced space of N to the reduced space
with respect to K of the reduced space with respect to K̃ of N .

We could however, at the price of proving [Q,R] = 0 directly for the
non compact manifold N , prove directly our theorem. Let us sketch the
proof. If we use the result of Section 8.5, knowing that the critical set ZΦ

is compact, we see that the localized index RRK̃×K(N, [C], ZΦ) is equal to∑
η̃ Ṽ

∗
η̃ ⊗ Ṽη̃|K in R̂(K̃ ×K).

The quantity m(λ̃, λ) is then the multiplicity of Ṽλ̃⊗Vλ in the character
RRK̃×K(N, [C], ZΦ). Note that here the trivial line bundle [C] is a Φ-moment
line bundle on N . By an adaptation of the shifting trick to this non-compact
setting one can prove directly that m(λ̃, λ) = RR(Nλ̃,λ, [C]λ̃,λ). This is the

content of Theorem 13.6 since the term RR(Nλ̃,λ, [C]λ̃,λ) is equal to pa(λ̃, λ)

for any chamber a containing (λ̃, λ) in its closure.

13.2 Multiplicities on a face

Let us give the structure of the general faces of the cone ∆(T∗K̃) ⊂ t̃∗≥0×t∗≥0.

Let F be a closed face of ∆(T∗K̃) that intersects t̃∗>0 × t∗>0. We say that F
is a general face. We denote 〈F 〉 the vector subspace generated by F , and
gF its orthogonal in t̃× t. Note that F = 〈F 〉 ∩∆(T∗K̃).

We denote W̃ the Weyl group of K̃ relatively to the maximal torus T̃ .

Lemma 13.8 • There exists a vector subspace tF ⊂ t and w̃ ∈ W̃ such that
gF = {(w̃X,X), X ∈ tF }.

• For any weights (λ̃, λ) contained in F , the weight w̃−1λ̃ + λ vanishes
on tF .

• The connected component of (T∗K̃)gF that contains Φ−1(F ∩ t̃∗>0× t∗>0)
is w̃ · T∗K̃F . Here K̃F is the subgroup of K̃ that centralizes tF .

Proof. We know that any element (X̃,X) ∈ gF fixes the points of
Φ−1(F ∩ t̃∗>0 × t∗>0) (see Lemma 12.23), and that forces to have X̃ = τX for
some τ ∈ W̃ (see Lemma 13.3). The first point follows. The second point is
obvious and the third follows directly from Lemma 13.3.

Berenstein-Sjamaar [7] and Ressayre [42, 43] have determined, in terms
of Schubert calculus, what are the data (w̃, tF ) that comes from a face F .
It is usually difficult to list them explicitly.
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We denote by KF the subgroup of K that centralizes tF . The element w̃
is defined modulo the Weyl group of KF . We thus can choose w̃ such that
for any root α of K̃F , we have α > 0 ⇔ w̃α > 0.

The subgroup of K̃×K that centralizes gF is of the form w̃K̃F w̃
−1×KF .

So for weights (λ̃, λ) contained in F , the weight

λ̂ := w̃−1λ̃

is dominant for K̃F : we denote Ṽ F
λ̂

the corresponding irreducible represen-

tation of K̃F . Similarly the weight λ is dominant for KF and we denote V F
λ

the corresponding irreducible representation of KF .

We end this section with the following result obtained by Ressayre in
[44], which is a non-compact analogue of Proposition 12.24.

Proposition 13.9 For any dominant weights (λ̃, λ) contained in F , the

dimension of
[
Ṽλ̃|K ⊗ Vλ

]K
is equal to the dimension of

[
Ṽ F
λ̂
|KF

⊗ V F
λ

]KF

.

Proof. We denote GF the subtorus of T̃ × T with Lie algebra gF .
We start with the identity

(13.42)
[
Ṽλ̃|K ⊗ Vλ

]K
=

[
RRT̃×T (Y,C,Φ

−1
Y (b),ΦY − b)⊗ C−λ̃,−λ

]T̃×T
,

that holds for any b = (ξ̃, ξ) ∈ t̃∗>0 × t∗>0 that is close enough to (λ̃, λ).

See Remark 13.7. Let us use it with (ξ̃, ξ) a generic element contained in
F ∩ (̃t∗>0 × t∗>0) and close enough to (λ̃, λ) : it is a quasi-regular value of Φ

such that the fiber Φ−1(ξ̃, ξ) ⊂ w̃ · T∗K̃F is a smooth submanifold with a
locally free action of the group (T̃ × T )/GF ,

Thanks to Theorem 12.18, we know that the right hand side of (13.42)
is equal to RR(Nξ̃,ξ,Lλ̃,λ) where

Lλ̃,λ = Φ−1(ξ̃, ξ)×(T̃×T )/GF
C−λ̃,−λ

is an line orbibundle on the symplectic orbifold Nξ̃,ξ = Φ−1(ξ̃, ξ)/((T̃ ×
T )/GF )

We consider now the Hamiltonian action of K̃F ×KF on NF := T∗K̃F .
Let us denote ΦF : NF → k̃∗F × k∗F the corresponding moment map. The
torus TF with Lie algebra tF is embedded diagonaly in T̃ ×T . For a generic
element (α, β) ∈ ∆(NF ), the fiber Φ−1

F (α, β) is a smooth submanifold with
a locally free action of (T̃ × T )/TF .
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As in the previous setting, we know that the multiplicity
[
Ṽ F
λ̂
|KF

⊗ V F
λ

]KF

is equal to RR((NF )ξ̂,ξ,Lλ̂,λ
) when (ξ̂, ξ) ∈ ∆(NF ) is a generic element close

enough to (λ̂, λ). Here

L
λ̂,λ

= Φ−1
F (ξ̂, ξ)×(T̃×T )/TF

C
−λ̂,−λ

is an line orbibundle on the symplectic orbifold (NF )ξ̂,ξ = Φ−1
F (ξ̂, ξ)/((T̃ ×

T )/TF ).
Now our proposition follows from the fact that the Riemann-Roch num-

bers RR(Nξ̃,ξ,Lλ̃,λ) and RR((NF )ξ̂,ξ,Lλ̂,λ
) are equal. It is due to the fact

that the multiplication by w̃−1 induces a symplectomorphism Nξ̃,ξ ≃ (NF )ξ̂,ξ
and an isomorphism of line bundles Lλ̃,λ ≃ L

λ̂,λ
.
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