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Quantum ergodicity for sub-Riemannian Laplacians.
[: the contact 3D case.

To the memory of Louis Boutet de Monvel (1941-2014)

Yves Colin de Verdiere* Luc Hillairet T Emmanuel Trélat

Abstract

Let us consider a sub-Riemannian (sR) metric on a closed three-dimensional manifold
with an oriented contact distribution. There exists a privileged choice of the contact form,
with an associated Reeb vector field and a canonical volume form that coincides with the
Popp measure. We establish a Quantum Ergodicity (QE) theorem for the eigenfunctions of
any associated sR Laplacian under the assumption that the Reeb flow is ergodic. The limit
measure is given by the normalized Popp measure.

This is the first time that such a result is established for a hypoelliptic operator,whereas the
usual Shnirelman theorem yields QE for the Laplace-Beltrami operator on a closed Riemannian
manifold with ergodic geodesic flow.

To prove our main theorem, we first establish a microlocal Weyl law, which allows us to
identify the limit measure and to prove the microlocal concentration of the eigenfunctions on
the characteristic manifold of the sR Laplacian. Then, we derive a Birkhoff normal form,
thus showing that, in some sense, all contact 3D sR structures are microlocally equivalent.
The quantum version of this normal form provides a useful microlocal factorization of the sR
Laplacian. Using the normal form, the factorization and the ergodicity assumption, we finally
establish a variance estimate, from which QE follows.
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1 Introduction and main result

Quantum ergodicity (QE) theorems started with the seminal note [32] by A. Shnirelman (see also
[33]). His arguments were made precise in [8, 38], and then extended to the case of manifolds with
boundary in [16, 40], to the case of discontinuous metrics in [21] and to the semiclassical regime
in [17]. A weak version of QE is the following: let M be a compact metric space, endowed with a
measure g, and let T be a self-adjoint operator on L?(M, p), bounded below and having a compact
resolvent (and hence a discrete spectrum). Let (¢, )nen+ be a (complex-valued) Hilbert basis of
L?(M, ), consisting of eigenfunctions of T, associated with the ordered sequence of eigenvalues
A <o < A <00 -. We say that QE holds for T is there exist a probability measure v on M and
a density-one sequence (n;);en- of positive integers such that the sequence of probability measures
|Pn, |2du converges weakly to v. The measure v may be different from some scalar multiple of s,
and may even be singular with respect to p (see [9]). Microlocal versions of QE hold true in general
and are stated in terms of pseudo-differential operators.

Such a property provides some insight on the way eigenfunctions of the operator T concen-
trate in the limit of large eigenvalues: roughly speaking, it says that almost every eigenfunction
equidistributes with respect to v. When M is a compact Riemannian manifold and T is the usual
Laplace-Beltrami operator, QE is established under the assumption that the geodesic flow is er-
godic, and the limit measure v is then the projection on M of the normalized Liouville measure
on the unit cotangent bundle of M.

To our knowledge, similar results are known in different contexts, but always for elliptic opera-
tors. In the present paper, we establish a QE theorem for sub-Riemannian Laplacians on a closed
three-dimensional contact sub-Riemannian manifold without boundary. Let us describe our main
result.

Let M be a smooth connected compact three-dimensional manifold, equipped with an arbitrary
smooth volume form dp (the corresponding measure being denoted by p). Let D C TM be a
smooth oriented subbundle of codimension one. Let g be a smooth Riemannian metric on D. We
assume that D is a contact structure, so that there exists a unique contact form o, defining D such
that (dayg),,, coincides with the oriented volume form induced by g on D. Let Z be the associated
Reeb vector field, defined by tzay = 1 and 1z dog = 0. The flow generated by Z on M is called
the Reeb flow.

Let Agg be the sub-Riemannian (sR) Laplacian associated with the contact sub-Riemannian
structure (M, D, g) and with the volume form dy (see Section 2 for some reminders and for the
precise definition). The operator A,p is self-adjoint on L?(M, 1), is hypoelliptic, has a compact
resolvent and thus has a discrete spectrum 0 = Ay < Ay < -+~ < A, < ---, with A\, — 400 as
n — +o0o.

Using the contact form a4, we define the Popp density dP = |agy A day| on M, and we define
the probability measure dv = %dp. Note that the corresponding probability Popp measure v,
defined on M, is invariant under Z and differs from p in general.

Here, and throughout the paper, the notation ( , ) stands for the (Hermitian) inner product in
L*(M, ).



Theorem 1. We assume that the Reeb flow is ergodic’.

Then, for any real-valued orthonormal Hilbert basis (¢n)nen+ of L?(M, i) consisting of eigen-
functions of Asr associated with the eigenvalues (A )nen+, there exists a density-one sequence
(nj)jen+ of positive integers such that

lim <A¢n3 ) ¢n]> = % /M (a(Q7 ag(Q)) + a(q, _ag(Q))) dv,

j—+oo

for every classical pseudo-differential operator A of order 0 with principal symbol a.

In particular, we have
tin [ flonPau= [ o
Jj—=+oo Jar M

for every continuous function f on M.

Remark 1. In Appendix A.1, we show how to drop the assumption that the distribution D is
oriented. We also treat the case of a complex-valued eigenbasis.

Note that our result is valid for any choice of a smooth volume form dp on M. This is due
to the fact that, up to an explicit unitary gauge transform, changing the volume form modifies
the sub-Riemannian Laplacian with an additional bounded operator (see Remark 5 for a precise
statement).

The classical Shnirelman theorem is established in the Riemannian setting under the assumption
that the Riemannian geodesic flow is ergodic on (S*M, Ar), where the limit measure is the Liouville
measure Az, on the unit cotangent bundle S*M of M. In contrast, here the Liouville measure on
the unit bundle g* = 1 has infinite total mass (where g* is the co-metric on T*M associated with
g), and hence the QE property cannot be formulated in terms of the geodesic flow.

Another interesting difference is that, in the Riemannian setting, QE says that most eigenfunc-
tions equidistribute in the phase space, whereas here, in the contact 3D case, they concentrate
on ¥ = D%, the contact cone that is the characteristic manifold of A, (see the microlocal Weyl
formula established in Theorem 2).

Remark 2. To our knowledge, Theorem 1 is the first QE result established for a hypoelliptic
operator. Our proof is specific to the 3D contact case, but the result can probably be extended
to other sub-Riemannian Laplacians. It is likely that the microlocal Weyl formula (Theorem 2)
can be generalized to equiregular sub-Riemannian structures. The simplest nonregular case, the
Martinet case, is already more sophisticated (see [9, 28]), and it is difficult to identify the adequate
dynamics, the appropriate invariant measure being given by the microlocal Weyl formula. The
relationship with abnormal geodesics is, in particular, an interesting issue.

Remark 3. It is interesting to note that, as a byproduct of our analysis, the Popp volume P(M)
of M is a spectral invariant of the sub-Riemannian structure (and this, for any choice of du). When
M = S3, then 1/P(M) is the asymptotic Hopf invariant of the Reeb vector field Z (with respect to
the probability Popp measure v) introduced in [2]. It follows that this quantity is also a spectral
invariant.

IThe Reeb flow (R¢)icr generated on M by the vector field Z lets the measure v invariant. We say that this
flow is ergodic on (M,v) if any measurable invariant subset of M is of measure 0 or 1. This implies, by the von
Neumann ergodic theorem, that, for every continuous function f on M, we have

1 T
¥/ foRt(ac)dt—>/ fdv,
0 M
in L2(M,v), as T — +oo0.



A general path towards QE. Let us indicate some ideas behind the proof of Theorem 1. We
will follow the general path towards establishing the QE property, as clarified, e.g., in [39]. We set
N(A) =#{n | Ao <A}

The first step consists in establishing a microlocal Weyl law:

. 1
Alggom Z (Adn, pn) = _/ST*MadWA7 (1)

An <A

for every pseudo-differential operator A of order 0 with a positively homogeneous principal symbol
a, where ST*M is the unit sphere bundle of T*M, and dWx is a probability measure that we call
the microlocal Weyl measure. This Ceséro convergence property can usually be established under
weak assumptions, without any ergodicity property.

The second step consists in proving the variance estimate

Z| — aid)pn, ¢n)|> = 0. (2)

AngA

A—)oo N

The variance estimate usually follows by combining the microlocal Weyl law (1) with ergodicity
properties of some associated classical dynamics and with an Egorov theorem.

Then QE follows from the two properties above. Indeed, for a fixed pseudo-differential operator
A of order 0, it follows from (2) and from a well known lemma?® due to Koopman and Von Neumann
(see, e.g., [30, Chapter 2.6, Lemma 6.2]) that there exists a density-one sequence (n;)jen- of positive
integers such that

lim (Ag,,, dy,) = .

j—+oo

Using the fact that the space of symbols of order 0 admits a countable dense subset, QE is then
established with a diagonal argument.

Organization of the paper. In Section 2, we provide the precise and complete framework
that is relevant both to the sub-Riemannian geometric setting and to the spectral analysis of the
associated sub-Riemannian Laplacian.

In Section 3, we recall the spectral theory of compact quotients of the Heisenberg group with
an invariant metric. The study made in [7] serves as a guiding model for our general result. We
also give some examples of three-dimensional contact manifolds on which the Reeb flow is ergodic.

In Section 4, we establish the microlocal Weyl law. No ergodicity assumption is required
here. The local Weyl law has been established by several authors. We recall it and we present in
Appendix A.3 a proof using the sR heat kernel, which is adapted from [3]. The limit measure that
appears in the local Weyl law is the Popp probability measure. Therefore, this measure is the good
candidate for a QE result, and the fact that the Popp measure is invariant under the Reeb flow
makes it natural to expect that the Reeb vector field is relevant for that purpose. For the same
reason, it also indicates that the sub-Riemannian geodesic flow is not a good candidate, because
it does not preserve the Popp measure in general. The microlocal Weyl law is derived thanks to a
general argument proving the average concentration of the eigenfunctions on X.

In Section 5, we establish a classical (Birkhoff) normal form and then a quantum normal form
microlocally near ¥. Such normal forms have proved to be relevant in the semiclassical literature
to obtain fine spectral results. Our normal form is essentially due to [25] and is closely related to
the one of [31] for large magnetic fields in dimension two (see also [5]). This normal form implies

2This lemma states that, given a bounded sequence (un)nen of nonnegative real numbers, the Cesiro mean
% ZZ;& ug, converges to 0 if and only if there exists a subset S C N of density one such that (ug)res converges to

0. We recall that S is of density one if %#{k € S| k <n—1} converges to 1 as n tends to +oo.



that, microlocally near a point of ¥, all contact three-dimensional sub-Riemannian structures are
equivalent, and in particular can (almost) be conjugated to the local model of the Heisenberg flat
case. In the quantum version, this conjugation is performed with a Fourier Integral Operator,
and we infer from that result an almost factorization of A;r microlocally near Y. Here, “almost”
means that the factorization is exact only along X, with remainder terms that are flat along 3.

In Section 6, we use this quantum Birkhoff normal form to prove the variance estimate, and,
using pseudo-differential calculus techniques (in particular, averaging and brackets) and the ergod-
icity assumption on the Reeb flow, we finally infer the QE property for Agp.

Several appendices gather some useful technical statements. Note that one of the appendices
is devoted to provide, as a byproduct, an interesting consequence of our Birkhoff normal form to
the classical geodesic dynamics of the 3D contact case.

2 Geometric and spectral preliminaries

Let us start with several notations.

We denote by w the canonical symplectic form on the cotangent bundle T*M of M. In local
coordinates (¢,p) of T*M, we have w = dg A dp = —d\ with A\ = pdq. We denote by { , }, the
Poisson bracket associated with w.

For every vector field X on M, we denote by hx = A(X) the Hamiltonian function (momentum
map) on T* M associated with X. Let hx be the Hamiltonian vector field on T* M associated with
the function hx, defined by L W= dhx, and let exp(ti_ix) be the flow at time ¢ generated by i_ix
on T*M.

Throughout the paper, the notation orth,, stands for the symplectic w-orthogonal.

2.1 Sub-Riemannian Laplacians

Let (M, D, g) be a sub-Riemannian (sR) structure, where M is a smooth connected compact three-
dimensional manifold, D is a smooth subbundle of TM of rank two (called horizontal distribution),
and g is a fibered Riemannian metric on D. We assume that D is a contact distribution, that is, we
can write D = ker a locally around any point, for some one-form « such that a A da # 0 (locally).
At this step, we do not need to normalize the contact form.

In order to define a sub-Riemannian Laplacian Agg, let us choose a smooth volume form du
on M, the associated measure being denoted by p. The choice of dy is independent of that of g.
Let L?(M, p1) be the set of complex-valued functions u such that |u|? is p-integrable over M. Then
—/\4p is the nonnegative self-adjoint operator on L?(M, 1) defined as the Friedrichs extension of
the Dirichlet integral

Q) = [ 1ol dn

where the norm of d¢ is calculated with respect to the (degenerate) dual metric g* (also called
“co-metric”) on T*M associated with g. The sub-Riemannian Laplacian Agg depends on the
choice of g and of du.

We consider the divergence operator div,, associated with the volume form du, defined by
Lxdp = div,(X)dp for any vector field X on M. Besides, the horizontal gradient Vsr¢ of a
smooth function ¢ is the unique section of D such that g4(Vsr¢(q),v) = dé(q).v, for every v € D,,.
Then, we have

Ast) = divu(vst))a

3As we will see, the choice of p plays no role in what follows. Beyond this paper, we expect that this fact is
important in the non-equiregular cases where there is no canonical choice of p.




for every smooth function ¢ on M.
Since [|d¢||2. = ||Vsrol|2, if (X,Y) is a local g-orthonormal frame of D, then V rp = (X ¢)X +
(Y)Y, and Q(¢) = [,, (X¢)? + (Y¢)?) dp. It follows that

Nsp=—X*X =YY = X? + Y% +div, (X)X + div, (Y)Y,
where the adjoints are taken in L?(M, ).

Remark 4. The co-metric g* induces on T*M an Hamiltonian vector field G. The projections
onto M of the integral curves of G are the (normal) geodesics of the sub-Riemannian metric g (see

[29])-

Remark 5. Let us express the difference between two sub-Riemannian Laplacians A, and A,
associated with two different volume forms (but with the same metric g). Assume that ps = h?u
2
with h a positive smooth function on M. It is easy to see that div,,(X) = div,, (X) + X,(Z;f )
for every vector field X. By simple computations, we then establish that a/\,,(¢) = A, (ad) —
O, (h) = Dy, (he) + R2pA,,, (K1), To settle this identity in a more abstract way, we define the

isometric bijection J : L2(M, us) — L?(M, 1) by J¢ = h¢. Then, we have

JN, TP =0, — %Am(h) id = A, +hd,, (R id
It follows that A, is unitarily equivalent to A,, + W, where W is a bounded operator.

This remark is important because, for a given metric, it allows us to work with the sub-
Riemannian Laplacian associated with any measure. Usually, this kind of fact is abstracted by
using half-densities (see [12]) which give a canonical Hilbert space on M. A way of rephrasing
the previous remark is then to say that Agg is any self-adjoint second-order differential operator
whose principal symbol is g*, whose sub-principal symbol vanishes, and such that A\; = 0 (first
eigenvalue).

2.2 Microlocal aspects

We are going to use some microlocal analysis in order to study the operator Asgr, and thus we are
going to use the symbolic calculus of pseudo-differential operators.

For every m € R, we consider the class S™ of classical symbols of order m. Any classical symbol
a: T*R3\ {0} — C of order m admits an asymptotic expansion a ~ Z;;OS Am—; where a,_; is

smooth and homogeneous of degree m — j, meaning that, for any N, ay = a— Z;V:_ol Gy, —; satisfies
1050y an (g, )| < Cap(1+ |p))" N7,

for all elements a and 8 of N?, for some constants Cgs > 0. This class of symbol is independent
of the choice of local canonical coordinates.

We denote by W™ the set of pseudo-differential operators on M whose symbol in local coordi-
nates belongs to ™.

We recall that the notion of principal symbol of a pseudo-differential operator is defined in an
intrinsic way, as well as the notion of sub-principal symbol since the measure p is fixed, the latter
being viewed as acting on functions rather than on half-densities (see, e.g., [12]).

The principal symbol of —A4pg is

O—P(_ASR) = h%{ + h%/ = g*a



(it coincides with the co-metric g*), and its sub-principal symbol is zero. It also follows that,
for any other volume form du’ on M, the corresponding sub-Riemannian Laplacian is unitarily
equivalent to Agg + V'idys, where V' is a smooth function (see also Remark 5).

Since we are in the contact case, the vector fields (X, Y, [X,Y]) generate TM, and it follows
from [18] that the operator —A;g is hypoelliptic and has a compact resolvent (see also [34]). Tt
thus has a discrete real spectrum (Ap,)pens, with 0 = A; < Ao < -+-- < A\, < -+, with A, = 400
as n — +o0.

Throughout the paper, we consider an orthonormal Hilbert basis (¢, )nen of L?(M, 1), consist-
ing of eigenfunctions of Agg, associated with the eigenvalues (A, )nen+. Using that Agg commutes
with complex conjugation, we may assume that the eigenfunctions are real-valued.

2.3 Popp measure and Reeb vector field

In order to define the Popp measure and the Reeb vector field, we need to normalize the contact
form defining D, and we need this contact form to be defined globally on M. Since D is assumed
to be orientable, and since we are in dimension 3, D is co-orientable as well and hence the contact
form is defined globally.

Then, in the sequel, we assume that D = ker oy, where o is a (global) real-valued one-form
such that a4 A day does not vanish, or equivalently, (dag)‘ p 7# 0. The contact form a, is chosen
such that dog(X,Y) = 1 for any positive g-orthonormal local frame (X,Y") of D, and this property
determines « in a unique way (equivalently, (dozg)| p coincides with the volume form induced by

gon D).
We define the density dP = |agAdag| on M. In general, dP differs from dp. The corresponding
measure P is called the Popp measure in the existing literature (see [29], where it is defined in the

general equiregular case). Of course, here, this measure is the canonical contact measure associated
with the normalized contact form a4. In what follows, we consider the probability Popp measure

P

T P(M)

The Reeb vector field Z of the contact form ay is defined as the unique vector field such that
tzag =1 and 1tz day = 0. Equivalently, Z is the unique vector field such that

[X,Z]eD, [Y,Z]€D, [X,Y]=-Z mod D, (3)

for any positive orthonormal local frame (X,Y") of D.

Using the Cartan formula, we have Lzv = dizv + 1z dv = dizv, and 1zv = day by definition
of Z, hence Lzv = 0. This computation shows that the Popp measure v is invariant under the
vector field Z, and equivalently, under the Reeb flow generated by Z. As already said, it is crucial
to identify such an invariance property in view of deriving a QE result.

Remark 6. The Reeb vector field Z has the following dynamical interpretation. If (go,vo) € D,
then there exists a one-parameter family of geodesics associated with these Cauchy data: they
are the projections of the integral curves of the Hamiltonian vector field G (defined in Remark 4)
whose Cauchy data are (qo,po) with (Po)|Dq0 = g(vg,-). For every u € R, the projections on M

of the integral curves of G with Cauchy data (qgo, po + uay) in the cotangent space have the same
Cauchy data (qo,vo) in the tangent space. As u — oo, they spiral around the integral curves
of FZ (see also Appendix A.7 where we give more precise results). From the point of view of
semiclassical analysis, this part of the dynamics is expected to be the dominant one.



2.4 The characteristic cone and the Hamiltonian interpretation of the
Reeb flow

Let X C T*M be the characteristic manifold of —/Agg. We have ¥ = (¢*)~1(0) = D+ (annihilator
of D), and ¥ coincides with the cone of contact forms defining D. In particular, we have

L ={(g,504(q)) €T"M [ q € M,s e R}. (4)

Note that ¥ can be seen as a foliation parametrized by s, in the sense that X = Uscr>s, with
Y ={(g,s04(q)) € T*M | g € M}.

An important feature of the contact situation is that the characteristic cone is symplectic: the
restriction wyy, is symplectic. The Reeb dynamics play a crucial role in what follows, due to the
following result.

Proposition 1. The Hamiltonian vector field Z on X that is associated to the Hamiltonian p:
(g, say) — s leaves Ts invariant and projects onto Z.

Proof. Denoting by j : M xR — 3 the parametrization of 3 given by j(q, s) = (g, sagy(q)), we have
wy = j*(w) = —(ds A ag + say), hence tzws, = dp by the definition of Z. The result follows. [

We denote by p; the Hamiltonian flow of p on ¥, which projects onto the Reeb flow. We define
Y = j(M x {£s > 0}). Note that ¥ and ¥~ are permuted when one changes the orientation of
D, while the definition of the sR Laplacian remains unchanged. We also denote by s the lift of
the measure v to Y. Note that X1 and X _; are connected manifolds and that the Reeb flow acts
on each of these copies of M. In the Riemannian setting, the unit tangent bundle is connected for
d > 2. This is why our main theorem applies only to a real eigenbasis.

3 Examples

3.1 The Heisenberg flat case

The simplest example is given by an invariant metric on a compact quotient of the Heisenberg
group. The spectral decomposition of the Heisenberg Laplacian is then explicit (see [7]). Moreover,
as we will show in Section 5, this example serves as a microlocal normal form model for all sub-
Riemannian Laplacians of contact type in dimension three.

Let G be the three-dimensional Heisenberg group defined as G = R? with the product rule

(z,y,2)x (2,0, 2) = (z+ &',y + o/, 2+ 2" — a)).

The contact form oy = dz+x dy and the vector fields Xy = 0, and Yy = 0, —x0, are left-invariant
on G. Let I be the discrete co-compact subgroup of G defined by

I'={(x,y,2) € G | x,y € V21Z, z € 211L}.

We define the three-dimensional compact manifold manifold My = I'\G, and we consider the
horizontal distribution Dy = ker ap, endowed with the metric gg such that (Xg,Yy) is a gg-
orthonormal frame of Dy. With this choice, we have ay, = ay.

The Reeb vector field is given by Zy = —[X g, Y| = 0,. The Lebesgue volume dy = dz dy dz
coincides with the Popp volume dP, and we consider the corresponding sub-Riemannian Laplacian
A = X% + Y7 (here, the vector fields have divergence zero).

We refer to this sub-Riemannian case as the Heisenberg flat case.



Spectrum of Agy. The sub-Riemannian Laplacian Ay commutes with the vector field —iZy
whose spectrum is the set of integers m € Z. After some computations, whose detail is in [7], we
get that the spectrum of —Ay is given by

{Aem = 20+ 1)|m| | m € Z\ {0}, € € N} U{pjp = 2x(j*> + k*) | j, k € Z},

where Ag,, is of multiplicity |m|. The spectral counting function is given by N(X) = >, Ne(N),
with No(A) ~ CX and
NN = ) Iml
m#0
Im|<A/(26+1)

From this, we get the asymptotics

D 2 P(My)
N ~ —_— = — 2 = — 2
) ; (20+1)2 8 A 52

as A — +oo. It is interesting to compare that result with the corresponding result for a Riemannian
Laplacian on a three-dimensional closed Riemannian manifold, for which N(\) ~ C\3/2.

Normal form. Let us prove that the sub-Riemannian Laplacian can be written as a product
—Ap = Ryfly with two commuting operators. The pseudo-differential operator Ry = /Z};,Zy
acts by multiplication by |m/| on the functions €™ f(x, 7). We define the two pseudo-differential
operators Uy and Vg of order 1/2 in the cone C. = {p2 > ¢(p2 + p2)} for some ¢ > 0 (where

we denote by p = (pg, py,p-) the local coordinates in the cotangent space), by Uy = %R;ﬁ Xy
_1

and Vg = 1R,*Yy, and we set Qy = UZ + V7. Then we have —Ay = RyQpy = QuRy

and [Ug, Vy] = +id (according to the sign of hz,, ), and moreover exp(2imQy) = id (harmonic

oscillator).

In terms of symbols, since Xy and Yy have divergence zero, we have o(—Apg) = h%(H + h%,H
(full symbol), which can be factorized as

2 2
hx hy,
" V|hZH| V|hZH|
Then, microlocally in a neighborhood of the cone (in which Ry is a positive pseudo-differential

operator) we have Uy = Op”Y (hXH) and Vg = Op"W ( A >, where the notation Op"Y

VthH‘ \/|hZH‘

stands for the Weyl quantization.

Heat kernel. As established in [14], the heat kernel on the Heisenberg group (presented in a
different way in that reference) is given by

1 s s(z? 4+ y?) zs
H 0,0,0)) = — — ) ds.
o((@,9,2),(0,0,0)) 8m2t? /R sinhs P ( Attanhs ) ©° ( t ) y

We will however not use this formula. The interesting fact is that the asymptotics is in 1/¢? as
t—0t.
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3.2 2D magnetic fields

Following [28], we start with a two-dimensional closed Riemannian manifold X endowed with a
magnetic two-form whose integral is an integer multiple of 2w. We associate to these data an
Hermitian line bundle L (the choice is not unique if the manifold is not simply connected) with a
connection whose curvature is B, and a magnetic Schrédinger operator Hp acting on the sections
of L. Let M be the associated principal S'-bundle. We can write L?(M, i) as an orthogonal
sum of L?(X,L®") with the action of ®,H,p = A. Then A is a sub-Riemannian Laplacian
on M associated with the horizontal distribution defined by the connection. This example is a
generalization of the case of the Heisenberg quotient defined in Section 3.1. The associated Reeb
vector field is the generator of the S'-action on the principal bundle.

3.3 Examples of ergodic Reeb flows in dimension 3

In this section, we give examples of contact three-dimensional manifolds for which the Reeb flow is
ergodic. We use the well known fact that a Reeb flow can be realized, in some appropriate context,
as a geodesic flow or as an Hamiltonian flow. We provide two constructions.

Geodesic flows. Let X be a two-dimensional compact Riemannian surface, endowed with a
Riemannian metric b, and let M = S*X be the unit cotangent bundle of X. The closed three-
dimensional manifold M is then naturally endowed with the contact form « defined as the restric-
tion to M of the Liouville 1-form A = pdq. Let Z be the associated Reeb vector field. Identifying
the tangent and cotangent bundles of X with the metric h, the set M is viewed as the unit tangent
bundle of X. Then Z is identified with the vector field on the unit tangent bundle of X generating
the geodesic flow on S*X. Therefore, with this identification, the Reeb flow is the geodesic flow
on M.

Now, the geodesic flow is ergodic (and hence, the Reeb flow is ergodic with respect to the Popp
measure) in the following cases:

e If the curvature of X is negative, then the geodesic flow is ergodic. In that case, the Reeb
flow is Anosov and the contact distribution is generated by the stable and unstable lines of
the geodesic flow.

e It is known that any compact orientable surface can be endowed with a Riemannian metric
having an ergodic geodesic flow (see [10]). Applied to X, this implies that there exists a
metric h for which the geodesic flow is ergodic.

There are explicit examples with M = P3(R) seen as the unit tangent bundle of (S?, g) where the
geodesic flow of g is ergodic (see [10]).

We refer to [13] for other recent examples of Anosov contact flows (which can be realized as
Reeb flows) on three-dimensional manifolds, obtained by surgery from unit cotangent bundles of
hyperbolic surfaces.

Hamiltonian flows. We use the relation with symplectic geometry (see, e.g., [15]).

Let (W,w) be a symplectic manifold of dimension 4, and let M be a submanifold of W of
dimension 3, such that there exists a vector field v on a neighborhood of M in W, satisfying
L,w = w (Liouville vector field), and transverse to M. Then the one-form o = i,w is a global
contact form on M, and we have dao = w. Note that, if w = d\ is exact, then the vector field v
defined by ¢,w = A is Liouville (in local symplectic coordinates (g, p) on W, we have v =p3d,). If
the manifold M is moreover a level set of an Hamiltonian function A on W, then the Reeb flow on
M (associated with «) is a reparametrization of the Hamiltonian flow restricted to M.

11



If D = kera is moreover endowed with a Riemannian metric g, then the contact form a4
constructed in Section 2.3 is collinear to ¢, that is, ay = ha for some smooth function i (never
vanishing). Let us then choose the metric g such that h = 1 (it suffices to take g such that (da)|p
coincides with the Riemannian volume induced by g on D). The Popp measure is defined as in
Section 2.3.

Then, the Reeb flow is ergodic on (M,v) if and only if the Hamiltonian flow is ergodic on
(W,w?). This gives many possible examples of an ergodic Reeb flow.

4 The local and microlocal Weyl laws

4.1 Definitions

We recall that (¢,)n>0 is a fixed orthonormal basis of (real-valued) eigenfunctions of Agr. The
definitions and results in this subsection are general.

Definition 1. For every bounded linear operator A on L*(M,p), we define the Cesaro mean
E(A) e C by

E(A)

Atoe N(A)

> (Adn, bn)

A <A

whenever this limit exists. We define the variance V(A) € RT by

V(A) = limsup

2
msup s D (A, o)l

A <A

Note that every pseudo-differential operator of order 0 on M is a bounded operator on L?(M, i),
and that every pseudo-differential operator of negative order is a compact operator on L?(M, p).

The following definitions then follow by restricting either to operators A that are given by the
multiplication by a function f or to operators that are obtained by quantizing a symbol in S*M
into an element of WY(M).

Definition 2. The local Weyl measure wa is the probability measure on M defined by

. 1
/Mfde - ,\ETOO N(A) Z /Mf|¢n|2 -

An <A

for every continuous function f : M — R, whenever the limit exists. In other words, wa is the
weak limit (in the sense of measures) of ﬁ don, < lonl?i as A — +o0.

The microlocal Weyl measure Wa is the probability measure on S*M = S(T*M), the co-sphere
bundle, defined as follows: we identify positively homogeneous functions of degree 0 on T*M with
functions on the bundle S*M. Then, for every symbol a : S*M — R of order zero, we have

1
adWa = lim
/S*M A=+o0 N(A)

where Op, is a positive quantization, whenever the limit exists. In other words W is the weak
limit of the probability measures on S*M defined by a — ﬁ ZAH<A<OP+(G’)¢?¢’ On)-

> (Op,(a)bn, bn),

An <A

It can be seen that, if it exists, the microlocal Weyl measure is independent of the choice of the
quantization and of the choice of the orthonormal eigenbasis (because it is a trace). Choosing a
positive quantization allows to deal with probability measures for any A and not only in the limit
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A — 400. Using the fact that we are dealing with probability measures also allows us to extend
the definition to continuous functions.
We finish this section by proving several general lemmas that will be useful in the sequel.

Lemma 1. 1. The set of A € ¥° such that V(A) =0 is a linear subspace.

2. Denoting by A* the adjoint of A € W0 in L2(M,u), when the right-hand side is defined, we
have
V(A) < E(A*A). (5)

3. Let A and B be bounded linear operators on L*>(M,u). If V(B) =0 then V(A+ B) = V(A

).
Proof. Using the Cauchy-Schwarz inequality and the Young inequality we have V(A + B) <
2(V(A) + V(B)), for all bounded linear operators A and B on L?(M, ). The first claim follows.
The second also follows from the Cauchy-Schwarz inequality, since | (A¢y, ¢n) |> < (A*Ady,, dn),
for every integer n. Let us prove the third point. Using the generalized Young inequality, we have

(A+ B, 60 < (1+€)(Adu, 60 + (14 1) (B, 607,

for every e > 0, from which we infer that V(A + B) — V(A) < eV(A) + (1+ 1)V(B). Using that
V(B) = 0 and letting € go to 0, we get that V(A+ B) < V(A). The converse inequality is obtained
by writing A = A+ B — B and by following the same argument. O

Lemma 2. If A is a compact operator on L?(M, 1), then E(A) =0 and V(A) = 0.
This lemma can in particular be applied to pseudo-differential operators of negative order.

Proof. If A is compact, then ||A¢,| — 0 as n — 4o00. The lemma follows, using the Cauchy-
Schwarz inequality. O

Lemma 3. The microlocal Weyl measure Wa is even with respect to the canonical involution of
S*M.

Proof. Since the eigenfunctions ¢,, are real-valued, we have

<OpW (a)¢nv ¢7L> = <Opw(&)¢n7 ¢7L>7 (6)
for every integer n, with (g, p) = a(q, —p), and hence (Op, (@)gn, dn) = (Op. (@), n) + o(1).
The lemma follows. O

The above definitions and lemmas make sense in a very general setting. Our next objective is
to identify the microlocal Weyl measure in the 3D contact case.

4.2 The microlocal Weyl law

Theorem 2. Let A € U0 be a pseudo-differential operator of order 0 with principal symbol a € S°.
In the 3D contact case, we have

3 s on) = Pex o) [ (atasag(a) +ala~ay(a)) g
as A — +00.
In particular, it follows that N(\) ~ Pélzw) A2, and that
B(A) = 5 [ (ata.00(@) + ala.~ag(a)) dv 0



Remark 7. Theorem 2 (proved in Section 4.3) says that the eigenfunctions “concentrate” on X.
In our proof, we are able to infer the microlocal Weyl measure from the local one, because the
distribution D is of codimension one. It should be noticed that the local Weyl measure has been
computed in the 3D contact case by many authors: for instance, its explicit expression is at least
contained in [26] (see also [27]). For the convenience of the reader and for the sake of completeness,
we present in Appendix A.3 an elementary proof of the local Weyl law, inspired by [3].

Remark 8. The right-hand side of (7) can be rewritten as
P(M
MV(l +0(1)) / adiy + / adi_q | .
64 El 271

E(A) :/SzadWA,

where S = (X \ {0})/(0, +c0) is the co-sphere bundle of X.

Therefore (8) gives

Note that, due to (8), E(A) only depends on aj5;. For V(A), we have the following.
Corollary 1. 1. For every A € W% whose principal symbol r vanishes on X, we have V(A) = 0.
2. Let A, B € U°, with principal symbols a,b € S° such that aj, = byz. Then V(A) = V(B).

Proof of Corollary 1. The principal symbol of A*A is |a|?. If ajs = 0, then it follows from the
microlocal Weyl formula (8) that F(A*A) = 0, and hence V(A) = 0. For the second point, writing
A =B+ A— B, we have V(A — B) = 0 by the first point, and the conclusion follows by using
Lemma 1. O

4.3 Proof of the microlocal Weyl law

In this section, we provide a general argument showing how one can derive the microlocal Weyl
measure from the local one (which is proved in Appendix A.3 — see also Remark 7). Since this
argument actually works in a more general setting than the 3D contact case, we provide hereafter
results in a general sub-Riemannian context.

Let (M, D, g) be a sub-Riemannian structure, where M is a compact manifold of dimension d.
Let Agg be a sub-Riemannian Laplacian on M (see Section 2.1). We assume that the horizontal
distribution D is equiregular, which means that, if we define the sequence of subbundles (D%);cn-
by D' = D, D" = D' + [D, D], then the dimension of D! dot not depend on ¢ € M, for every
integer i. We also assume that Lie(D) = TM (this is Hérmander’s assumption, which implies
hypoellipticity). Let r be the smallest positive integer such that D" = T M.

In this general context, the characteristic manifold of A,p is still defined by ¥ = D+. We have
the following result.

Proposition 2. If the microlocal Weyl measure Wa exists, then Supp(Wa) C SX.
Proof. Tt is proved in [27] that, in the equiregular case,
N(\) ~ CX9/2,

where @ = >, _, k(dim D* — dim D*~1) (Hausdorff dimension of the sR structure). We have the
following lemma.
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Lemma 4. Let A € U° be a pseudo-differential operator of order 0 whose principal symbol a
vanishes in a neighborhood of ¥ = D+. Then

S 1{Adn, ¢n)| = O(X2),

An <A
as A — +0o0o.

Remark 9. The exponent g is the one that we would obtain in the classical elliptic case. Outside
of ¥, the operator AR is an elliptic operator.

Proof of Lemma /. We can assume that A is positive. The proof follows closely the arguments
of [19] (see, in particular, the end of Section 3) and [l1, Section 2]. We consider Z4(t) =
Tr (exp(—ity/=Asg)A) as a distribution on a small interval (—¢,£). Let p be a positive func-
tion in the Schwartz space .#(R) whose Fourier transform p(w) = fR e~ ®p(t)dt is compactly
supported in (—¢,e). It follows from [11] that the estimate of the lemma is related to the sin-
gularity at ¢ = 0 of Z4 and that this singularity can be understood by studying the half-wave
propagator U (t) = exp(—it\/—Asr). Note that, although U(¢) is not a Fourier Integral Operator
(FIO) as in the elliptic case, it is however well defined as an operator smoothly depending on ¢
that acts on smooth functions (as follows for instance from the functional calculus).

We now choose ¢ > 0 such that ¢;(WF/(A)) NX = {0} for |[t| < e, where ¢; is the sub-
Riemannian geodesic flow (homogeneous of degree 0). This condition implies that, when we con-
sider the operators U(t)A, we do not leave the elliptic region. Thus, using FIO’s as in the elliptic
case, we get an approximate solution K 4(t) that is given by a FIO. More precisely, for every
t € (—¢,¢), we have (0; +iv/—Asr)K 4 = r with r smoothing and K 4(0) — A = s with s smoothing
as in [19, Section 3]. Using the Duhamel formula, hypoellipticity, and the calculus of FIO’s to take
the trace, we obtain that Tr(K4(t)) — Za(t) is smooth.

It follows that the singularity of Z4(t) at ¢ = 0 is obtained exactly as in the elliptic case. We
obtain the asymptotics

Z anp(w — wy) ~ C(A)w 1,
n=1

as w — +o00, where w, = /A, and a,, = (A¢y,, ¢, ). The result then follows in a standard way (see

[11]).- 0

Since @ > d, it follows from Lemma 4 that, if A is microlocally supported in T*M \ X, then

1

An <A
as A\ — +oo. The conclusion follows. O

Remark 10. In the 3D contact case, we have N()\) ~ CA\? (see Appendix A.3).

Corollary 2. If the horizontal distribution D is of codimension 1 in TM, and if the local Weyl
measure wa exists, then the microlocal Weyl measure W ezists and is equal to half of the pullback
of wa by the double covering S¥ — M which is the restriction of the canonical projection of T*M
onto M.

Proof. Using Proposition 2 and a density argument, we obtain that, if a is continuous and vanishes
on X, then Wa (a) is well defined and vanishes. Now, let a be a general continuous function. Using
the fact that D is of codimension one, we write a = a — @ + a where a is the microlocal lift to X
of a function on the base. By the above reasoning, Wa (a — @) is well defined and vanishes. Now,
by construction, Wa (a) is well defined and is expressed with the local Weyl measure wa . O
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Let us now conclude the proof of Theorem 2, in the 3D contact case. It follows from Proposition
5 in Appendix A.3 that the local Weyl measure exists and coincides with the probability Popp
measure. Then Theorem 2 follows from Corollary 2.

5 Birkhoff normal form

In this section, we are going to establish a normal form for the principal symbol of a contact 3D
sub-Riemannian Laplacian, in the spirit of a result by Melrose in [25, Section 2]. This normal form
implies in particular that, microlocally near the characteristic cone, all contact 3D sub-Riemannian
Laplacians (associated with different metrics and/or measures) are equivalent.

Recall that the characteristic cone ¥ of —A,g is defined by (4), and is an embedded conic
submanifold of T* M which is parametrized by (g, s) € M x R. Note that ¥ depends on the metric
g but not on the volume form du (as well as the principal symbol op(—Agr), which is equal to
the co-metric). We define

5 = {(g,s04(q)) € T*M | 5 > 0},
Y7 ={(g,;504(q)) € T"M | s < 0} }.

Accordingly, ©* and ¥~ are positive conic submanifolds of T*M. For every ¢ € M, we denote by
Eflt the fiber in % above ¢, that is, the half line generated in % by ay(q).

Recall that (Mg, Apy) is the Heisenberg flat case considered in Section 3.1. The cotangent
space T* My is endowed with its canonical symplectic form. The characteristic cone X is defined
accordingly, as well as the positive cones Zfl.

Given k € NN {400} and given a smooth function f on T*M, the notation f = Ox(k) means
that f vanishes along ¥ at order k (at least). The word flat is used when k = +oo0.

In what follows we will work only with X%, the results for ¥~ being similar.

5.1 Classical normal form

Theorem 3. Let ¢ € M be arbitrary. There exist a conic neighborhood C, of E(‘]“ in (T*M,w) and a
homogeneous symplectomorphism x from Cy to (T*Mpy,wp), satisfying x(¢) = 0 and x(XTNC,) C
1, such that

op(=Amn)ox =0p(—=Asr) + Ox(c0).

The proof of Theorem 3 is quite long and is done in Sections 5.1.1, 5.1.2, 5.1.3 and 5.1.4. The
main steps are the following.

First of all, in Section 5.1.1, we endow R® with a symplectic form @, with an appropriate conic
structure, and with an Hamiltonian function Hs, such that, for any given contact structure and
any q¢ € M, there exists a homogeneous diffeomorphism x; from a conic neighborhood C; of E;’
to R such that

X0 =w+ Ox(1),
Hjox1=o0p(—Lsr).

In a second step, using a conic version of the Darboux-Weinstein lemma, we modify y; into a
homogeneous diffeomorphism x» such that

oW = w,
Hjoxo =o0p(—Lsr)+ O0x(3).
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In other words, we kill the remainder term in the pullback and thus we obtain a symplectomor-
phism, but at the price of adding a remainder term of order 3 along ¥ in the equality of symbols
(see Section 5.1.2).

In a third step, we improve the latter remainder to a flat remainder Ox(c0), by solving cohomo-
logical equations in the model (RS &) (see Section 5.1.3). This is the most technical and lengthy
part of the proof.

Using RS as a pivot space, we finally obtain the theorem (see Section 5.1.4).

5.1.1 Construction of the model

Preliminaries on the symplectic conic manifold ¥. We define the conic manifold W+ =
{(¢,s) | ¢ € M, s > 0} (of dimension 4). The conic structure is defined by A - (g,s) = (g, As)
for A > 0. We define the mapping i+ : W — Xt by iy+(q,8) = (q,504(q)), and my+ :
{(Q7p) € I"M | hZ(Qap) > 0} - Wt by 7TW+(Q7P) = (qth(qap)) Then’ Clearl}’a we have
iw+ o T+ s+ = idg+ and Ty + s+ 0 G+ = idyy+, and hence ¥F and W+ can be identified with
the charts defined by the diffeomorphisms i+ and 7+ |5+, in some conic neighborhood of >t.

Since we are in the contact case, the characteristic manifold ¥ is symplectic, which means that
the restriction wy; is symplectic. Recall that, writing Ty, (T*M) = Ty X @orth,,, (T X) at any point
¢ € ¥, the bilinear form (wx)y is defined as the restriction of wy, to TyX x T, X.

Endowing W with the symplectic form wy = a4 A ds — sdag, we claim that

-k
iy Wis = Wi

Indeed, taking local coordinates, we have w = dx A dp, + dy A dpy + dz Adp., and oy = a1 dx +
az dy + az dz. Then dog = dai A dz + daz A dy + daz A dz. Along ¥ ~ W, we have p; = sa; and
hence dp; = a; ds + s da;, and the claim follows.
Finally, note that we have
orth, (TY) = Span{i_ix, Fzy},

at any point ¢ € M, where (X,Y) is an arbitrary local g-orthonormal frame of D. Indeed, this
follows from the fact that
TY = kerdhx Nker dhy
={£eT(T*M) | dhx.§ = dhy.£ =0}
= {€ € T(T"M) | w(& hx) = w(E hy) = 0}

The canonical symplectic form w along ¥. We are going to compute the canonical symplectic
form w at any point of X.

Let ¥ = (q,p) be any point of X, identified with (g,s) € W with the chart described above
(s =hz(q,p)). Wehave T,(T*M) = Ty X @orth,,, (TyX), and we already know that the restriction
(wy)|1,x of the bilinear form wy, to TypX x TyX is (wy )1, = ag(¥) Ads — sdagy(y)). Let us now
compute the restriction (w¢)|0rth% (1,3 of the bilinear form wy, to orthy,, (Ty¥) x orthy,, (7).

Let (X,Y) be an arbitrary local g-orthonormal frame of D in a neighborhood of g.

For every £ € orth,, (TyX), we set & = Uhx (1) + Vhy (¢). Since w(hx,hy) = {hx,hy}o, the

matrix of the bilinear form (w¢)|orth% (1,x) in the basis (EX (¥), hy (1)) is

< 0 {hxahy}w(w))
—{hx,hy }o(¥) 0 '

According to (3), we have
{hx,hy}o = =hx,y] mod D = hz + Ox(1).
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Hence, since ¢ € ¥, we have {hx, hy }w (1) = hz (1), and therefore (wy)|orth,, () = hz(¥) AUADV .

Now, using the facts that dhx (1).€ = wy(hx (1), &) = Vwy(hx (), hy (1)) = Vhz(¥) and that,

similarly, dhy (). = —=Uhz(v)), it follows that hz(¢) dV = dhx (¢) and hz () dU = —dhy ().
At this step, we define the functions v and v on {(¢,p) € T*M | hz(q,p) # 0} by

hx(q,p) hy (q,p)

u(q,p) = ———, v(q,p) = ——. 9
@D = e P U ®)

Note that, since (X,Y, Z) is a local frame of T M, we have hz(q,p) # 0 for every (¢,p) € X with
p # 0. Note also that u and v are positively homogeneous of order 1/2 with respect to p. With
these notations, we get immediately that (wy ) orth,, (rx) = sign(hz (g, p)) du(q, p) A dv(q, p).

We conclude that, for any 1 = (q,p) € £1 with p # 0, we have

wy = ag(q) Ndhz(q,p) — hz(q,p)doy(q) + du(q,p) A dv(g, p). (10)

Construction of the diffeomorphism y;. We consider the positive symplectic cone P+ = R2,
with local coordinates denoted by (u,v), endowed with the symplectic form du A dv. Its conic
structure is defined by X - (u,v) = (v u, v Av) for A > 0.

The conic manifold W+ x PT, with local coordinates (g, s, u,v), is endowed with the symplectic
form W = ww + du A dv.

We define the mapping x1 : {(¢,p) € T*M | hz(q,p) # 0} = W x P by

x1(¢,p) = (¢, hz(q,p),u(q,p),v(q,p)), (11)

with the functions u and v defined by (9). It is clear that x1 is a local homogeneous diffeomorphism
in some conic neighborhood of any point (¢,p) € ¥, and that x; maps X" to W x {0}.
It follows from (10) and from the definition of x; that the symplectic forms xt& and w agree
along X1, that is, (x}@)y = wy for every ¢ € £+, In other words, we have x7& = w + Ox(1).
Note that, by definition of the functions v and v, the principal symbol of —A i can be written
in {(q,p) € T*M | hz(q,p) # 0} as

op(—Lsr)(q,p) = hx(q,p)* + by (¢,p)* = |hz(q,p)| (u(q,p)* +v(q,p)?) . (12)

In the Heisenberg flat case, we recover the factorization of op(—A4g) done in Section 3.1 (and in
that case we have exactly xJ& = w, without any remainder term).

Defining the Hamiltonian function Hy on W x P by Ha(q,s,u,v) = |s|(u? + v?), we have
op(—/sgr) = Hy o x1. Note that x1(g, A\p) = A - x1(q,p) for every A > 0. Hence, at this step, we
have obtained the following intermediate result.

Lemma 5. Let ¢ € M be arbitrary. We consider the symplectic positive cone W+ = {(gq,s) |
qg € M, s > 0}, with the conic structure defined by A - (q,s) = (g, As) for A > 0, endowed with
the symplectic form ww = oy Ads — sday. We also consider the symplectic two-dimensional
space PT = R?, with the conic structure defined by X - (u,v) = (VAu, V), endowed with the
symplectic form u A dv. The mapping x1 defined by (11) is a homogeneous diffeomorphism in a
conic neighborhood C; of E(‘]“ in (T*M,w) (for the canonical conic structure of T*M ), with values
in the conic manifold W+ x PT. Moreover, defining the symplectic form &, = ww + du A dv and
the Hamiltonian function Hy on W+ x PT by Ha(q, s,u,v) = |s|(u? + v?), we have

i@ = w+ O (1), (13)
and

op(—=Asr) = Hz 0 x1. (14)
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The diffeomorphism x; is almost symplectic, but there is a remainder term Ox(1) in (13). In
the Heisenberg flat case, there is no remainder term and hence y; is actually a symplectomorphism.
In the general case, we are going to modify slightly y; in order to obtain a homogeneous sym-
plectomorphism Yy, but this will be at the price of introducing a remainder term in the equality
(14) for the principal symbol. The method used to normalize the symplectic form is standard and
known as Darboux-Weinstein lemma.

5.1.2 Using the Darboux-Weinstein lemma

In order to remove the remainder term Ogx(1) in (13), we use a conic version of the Darboux-
Weinstein lemma. This version is stated in a general version, in Lemma 16 (see Appendix A.5).

It follows from that lemma (applied with N = T*M, P = ¥ and k = 1) that there exists a
homogeneous diffeomorphism f defined in a conic neighborhood of X7, such that f*(xi@) = w,
and such that f is tangent to the identity along X1, that is, such that f = id + Ox(2).

We define xo = x1 o f. Then xs is a local homogeneous diffeomorphism in some conic neigh-
borhood of any point (g,p) € 3, mapping ¥+ to W x {0}, and satisfying x3& = w (and thus ya
is a symplectomorphism).

Since f =id + Ox(2), we have

x2(¢,p) = x1((¢;p) + O=(2)) = (¢, hz(q,p),u(q,p),v(¢,p)) + Ox(2). (15)

Using (12), (15) and the fact that u Ox(2) = Ox(3) and v Ox(2) = Ox(3), we get that
Hyox2 =op(=LAsr) + O0s(3),

in any conic neighborhood of W,
Taking local Darboux coordinates for the contact structure on M, in which ¢ = (z,y, z) and
ag = xdy + dz, we get the following result.

Lemma 6. We consider the symplectic positive conic space RS, with local coordinates (z,y, z, 5, u, v),
endowed with the conic structure given by \- (x,y, 2, 5,u,v) = (x,y, 2, A\s, VAu, V\v), and with the

symplectic form &y = (zdy + dz) Ads — sdz A dy + du A dv. We define the Hamiltonian function

Hy on RS by Ha(z,y, 2, 8,u,v) = |s|(u® +v2). Let Xt C RS be the characteristic cone defined by

ot = {u=v =0, s >0} Then, for any ¢ € M, there exist a conic neighborhood C, of Z;r

in (T*M,w) and a homogeneous symplectomorphism xa2 from C, to R®, satisfying x2(q) = 0 and
x2(Xt N C,) € =, such that

Xow = w,
H2 0 X2 = Up(—ASR) + 02(3)

At this step, we have thus obtained (up to a homogeneous canonical transform) the normal
form with a remainder term Ox(3). In order to improve this normal form at the infinite order, we
are next going to solve a series of cohomological equations in (RS, ).

5.1.3 Cohomological equations
We consider the function H = op(—Asg) o Xgl defined on R®. According to Lemma, 6, we have
H = Hy + Os(3) = Hy + O((u? +0*)?), (16)

and H is homogeneous of order 2 with respect to the cone structure of R® under consideration in
that lemma.
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Our objective is to construct, near 0, a local symplectomorphism ¢ from (RS, &) into itself such
that
H o= Hy+ Og(00) = Hy + O((u? + v?)™).

The usual procedure, due to Birkhoff, consists in constructing ¢ iteratively, by composing flows at
time 1 associated with an appropriate Hamiltonian function (also called Lie transforms), chosen
by identifying the Taylor expansions at increasing orders, and by solving a series of (so-called)
cohomological equations in (R®,&). Then the canonical transform is constructed by using the
Borel theorem.

In the present setting, we have to adapt this general method and to define appropriate spaces
of homogeneous functions and polynomials, sharing nice properties in terms of Poisson brackets.
The procedure goes as follows.

Recall that we consider local coordinates (g, s,u,v) in R® with ¢ = (x,y, 2). Let C be a conic
neighborhood of (0,0,0,1,0,0) (that will be taken sufficiently small in the sequel). For every
integer 7, we denote by F; the set of functions g that are smooth in C' and homogeneous of order
j for the conic structure of R, meaning that g(q, As, vV u, vV v) = X - g(q, s,u,v), for all A > 0
and (g,s,u,v) € C. For every integer k, let F; ; be the subspace of functions g of F; that can be
factorized by an homogeneous (in the classical sense) polynomial of degree k in (u,v), i.e., such
that there exists a homogeneous polynomial @ of degree k and a function a (smooth in C') such
that g(q,s,u,v) = a(q, s)Q(u,v). Note that, by definition, we must have a € I';_ /2, where I, is
the set of functions of (g, s), smooth in C, satisfying a(g, As) = ANa(q, s) for every A > 0.

For every integer k, we set

27
Fjo’k = {g € Fik | / g(g,s, Rcos(#), Rsin(0))dd =0, V(g,s) € R* VR > 0} ,
0

jm,;’ = {(q,s,u,v) — alq, s)(u? —1—712)g | a€ Fj,k/g}.

The set ]-"0 ' is the subset of functions of F} ; with average 0 on circles. Using polar coordinates,
it is easy to prove that

Fin=F)®F",  and iV — {0} if k is odd. (17)

In the sequel, we denote by F; > (and accordingly, ]-'22 . and j‘“g i) the set of functions of F;
that can be factorized by a homogeneous polynomial of degree greater than or equal to k.

Note that Hy € F3% and that H € Fa>o.

In what follows, we organize the procedure in two steps, by solving cohomological equations,
first in F° modulo F™, and then in F™. This choice is due to the specific Poisson bracket
properties in those spaces, stated in the following lemma.

Lemma 7. For all integers j and k, we have
inv _ inv
{Ha, FiY}o = j+1 k29
{Hy, F. k}w = 3+1 r mod F J+1,k+2)
{Firs Firwto C Figjr—1hth—2 mod Fjqjr 1 pyn,
1nv inv inv
{ / k/}w fj‘i‘j’*l,k‘kk"

Proof. Throughout the proof, we assume that we are in XT, so that Hy = s(u? + v?). Recall
that © = ww + du A dv, that the coordinates v and v are symplectically conjugate, and that the
coordinates (g, s) and (u,v) are symplectically orthogonal. It follows that

{alg, s)P(u,v),b(q, 5)Q(u, v)}o = {a, b}uy PQ + ab(0.PO,Q — 9, P0.Q), (22)

18)
19)
20)

)

(
(
(
(21
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for all smooth functions a, b, Q.
Taking a(q,s) = s, P(u,v) = u2 + v2, and Q(u,v) = (u® + v?)3, (22) gives

k42

{Ha,b(q, 8)(u® +0%) 5 1o = {8, b}y (u® +07) 5

Assuming that bQ € Fi'V, we have b € I'j_i/2. By definition of wy, we have {s,b},,, = 0sb,

gk
where 5 is some coordinate symplectically conjugate to s, and then {s,b},,, € I'j_;/2. Hence
{8, b}y (U2 +02)5° € W k2. We have thus proved that {Ha, SV} C SJ%) ;.. To establish
k2

the equality, it suffices to consider c(u? + v?) = € Ji-ﬁ_VLkH, with ¢ € I';_j/2, and to note that
one can find b € T';_j,/ such that {s,b}.,, = c. We have thus proved (18).
Taking a(q, s) = s, P(u,v) = u? +v?, and Q homogeneous polynomial of degree k in (u,v) and
of average 0 on circles, (22) gives
)

{HQ’ b(Q7 S Q(ua v)}ii = {Sv b}ww (u2 + ’UZ)Q + 25()(’([,8@@ - UauQ)

Assuming that bQ € fj({k, we have b € I'j_j /2. Then, clearly, we have {s,b}.,, (u? +v2)Q €
'F_?+1,’f+2 and 2sb(u0,Q — v0,Q) € .7-"](»J+1,k (indeed, the polynomial ud,Q — v9,Q is, like @, ho-
mogeneous of degree k and of average 0 on circles by an obvious computation in polar coordi-
nates). We have proved that {Hg,quk} - .7:;-)4_1,,6 mod ‘7:;0+1,k+2' Let us prove the equality. Take
cR € .7:]Q+17k, with ¢ € I'j 1 _j/2 and R polynomial of degree k in (u,v), of average 0 on circles. We
set b = c/2s € I';_j,/2, and since R is of average 0 on circles, there exists () polynomial of degree
k in (u,v) such that R = ud,Q — v9,Q.* The equality follows. We have thus proved (19).

The inclusion (20) follows obviously from (22), noticing that, if a € I';_ /2 and b € T'ji_ps /9,
then {a,b},, € Ujij_kj2—prj2—1 and ab € T'j ;i _j/2_ps /2, and if P (resp., Q) is homogeneous
of degree k (resp., k) in (u,v), then {a,b}., PQ € Fjij—1 ki and ab(0,P0,Q — 0,P9,Q) €
Fitjr =1 k+k'—2-

To prove (21), it suffices to see that, in the latter argument, if moreover P(u,v) = (u2 + v2)?

and Q(u,v) = (u® + ”U2)k7l, then 0, P0,Q — 0,P0,Q = 0 and {a, b}, PQ € f}i%ffl,kwc“ O
Using (16), and since 3% = {0} (see (17)), we start with the fact that
H = Hy + OZ(OO) mod ]:2,;3 (23)

= Hy + Ox(00) mod (.7:3,23 @ §n§4) .

As said previously, we proceed in two steps, by first removing all terms in Fy, thus obtaining the
normal form H o ¢ = Hy + Ox(c0) mod 234, by using Lie transforms generated by appropriate
elements of Y. In a second step, we remove the (invariant) terms in (u? + v2)* by using Lie

inv

transforms generated by appropriate elements of Fj

First step. In the first step, our objective is to construct a symplectomorphism allowing us to
remove from (23) all terms in F3.

Lemma 8. There exist a conic neighborhood C of (0,0,0,1,0,0) in (R® &) and a homogeneous
symplectomorphism ¢ from C to RS such that, in C,

¢ =id + Ox(2), (24)

4Indeed, by linear algebra considerations, it is easily seen that the operator A = ud, — v, is an endomorphism
of the set of homogeneous polynomials of degree k, with the following properties. If k is odd then A is invertible, and
any homogeneous polynomials of degree k has average 0 on circles. If k£ is even then the range of A is of codimension
one, and coincides with the set of homogeneous polynomials of degree k, of average 0 on circles.
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and

Ho@=H;+ Og(c0) mod F3'Y,. (25)

Proof. We proceed by (strong) recurrence on k, starting at k = 3, by constructing, at each step, a
local homogeneous symplectomorphism ¢y, satisfying (24) and such that

Hopzo---op,=Hy+O0x(c0) mod (Fspi1 ®FYy),

and we search each @y in the form ¢, = @1 (1) = exp(F), where oy () = exp(tFL) is the flow at
time ¢ generated by an adequate Hamiltonian function F) ,g € ]—'R & (note that ¢y, is then symplectic,
as desired).

Before going to the recurrence, let us note that, for every k > 3, there exists a (small enough)
conic neighborhood Cy, of (0,0, 0, 1,0, 0) such that the flow ¢y, is well defined on [0, 1] x Cj; moreover,
since we are going to compose these symplectomorphisms, we choose C} such that ¢iy1 maps
Ciy1 to Ck, for every k > 3. Indeed, since F,S = Ox(k), we have pi(t) = id + fot F}S o pi(s)ds =
id + Ox(k — 1) uniformly with respect to ¢ on compact intervals, and the claim follows (as well as
the expansion (24)).

Let us now make the construction by recurrence.
For k = 3, we want to prove that there exists F§ € JF7 5 such that, setting @3 = exp(Fy), we

have H o p3 = Hy mod (]:8124 & §“§4) Using that & (H o p3(t)) = {F9, H}; o ¢3(t), and since
the flow is well defined on [0, 1] x C3, we have

2
Hogalt) = H + {7, 1)o + O (G H)adoo a0 (26)

on [0,1] x C3. Using (23), we have H = Hy + H) mod (FJ ., ® Fi'Y,), with HY € FJ ;. Hence,
taking ¢ = 1 in (26), using (19) and (20), we infer that
Hogs = Hy+ HY + {Fy, Hy}5 + Ox(c0) mod (F5 -, ®F3S,).
Therefore, we have to solve the cohomological equation
{Hy, F)}5; = HY + Ox(c0) mod (]:3724 <) §n§4) ,
which has a solution F € F3 3 by using (19).

Let us assume that we have constructed s, . . ., @r—1 such that Hopgo---0pr_1 = Ha+Ox(00)
mod (-7:8,219 @‘7:534)- We want to prove that there exists Fy € }“S’k such that, setting o) =

exp(F?), we have
Hopso---opr=Hy+ Og(oo) mod (.7:87>k+1 EB]:;,I;AL) .

Using that < (H o @z o---0@g(t)) = {F,Hopzo-0pr_1}s o ¢i(t), and since the flow ¢y, is
well defined on [0, 1] x C, we have

HO@SO"'oﬁok(t) :HOSDSO"'O‘Pkfl+{FIS’HOQD3O"'O(P/€71}®
2
+O (SUL IR Homo - opakals), (@D
on [0,1] x Ck. Using the recurrence assumption, we have

HOQOgO‘“OQDk_l = H2+H]8+OE(OO) mod (f20,>k+1 @.7:;71;4),
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for some HY € F3 .- Hence, taking t = 1 in (27), using (19) and (20), we infer that
Ho Y300 = H2 + ﬁg + {FIS’HQ}GJ + OE(OO) mod (fg,>k+l D én;4) .
Therefore, we have to solve the cohomological equation
{H27Fk(:)}t:) = ﬁl(c) + OE(OO) mod (fg,>k+1 @ ;1;4) )

which has a solution FY € fgk by using (19).
The recurrence is established.

By definition, ¢y is the flow at time 1 generated by the Hamiltonian function F € F;. By
definition of Fy, we have FY(\ - (¢, s,u,v)) = AF(q, s,u,v), that is, F{ is homogeneous for the
conic structure of R®. Then ¢}, is indeed homogeneous, as a consequence of the following general
lemma, that we recall for completeness.

Lemma 9. Let (N,w) be a conic symplectic manifold, with a conic structure x — X\ -z, for A >0
and x € N. Let H be a smooth Hamiltonian function on N, which is homogeneous, meaning that
H(\-x) = XH(z) for every A > 0 and every x € N. Then the associated Hamiltonian vector field

H is homogeneous, in the sense that H(\-z) = X+ H(z), and as a consequence, the generated flow
exp(tH) is homogeneous as well.

Proof of Lemma 9. By definition, the symplectic form w is conic, in the sense that wy.. (A - vy, A -
vg) = Mwg(v1,v2), for all A > 0, z € N and vy, vy € T, N. The Hamiltonian vector field H is defined

at any point x € N by w,(H(z),v) = dH(zx).v, for every v € T, N. Since H is homogeneous, by
differentiation we get that dH (X - x).(A - v) = AdH (z).v, for every v € T, N, and therefore,

wre(HN-2),A-v) = dH(\ - 2).(\-v) = MH (2).0 = Mg (H(z),0) = wre(X- H(z), X v),

from which it follows that H(\-z) = A - H(z). O

Let us finish the proof of Lemma 8.

We consider the formal infinite composition p3 o --- o0 ¢ --- in the Fréchet space of smooth
homogeneous mappings from R® to RS. By the Borel theorem®, there exists a smooth homogeneous
mapping ¢ that is the Borel summation of that formal composition, i.e., such that ¢ = ¢p30---0
¢k -+ + Ox(00). Clearly, ¢ is a local homogeneous diffeomorphism (because it is tangent to the
identity), and we have (24) and (25). Note that ¢ may not be a symplectomorphism, however,
by construction we have ¢*& = & + Ox(00). It is however possible to modify the homogeneous
diffeomorphism ¢, by composing it with a homogeneous diffeomorphism tangent to identity at
infinite order, so as to obtain exactly ¢*@ = @ (and thus, ¢ is a homogeneous symplectomorphism).
This is done thanks to Lemma 16 in Appendix A.5, applied with & = +co. O

At the end of this first step, we have therefore constructed, near (0,0,0,1,0,0), a local homo-
geneous symplectomorphism ¢ such that

+oo
Hop=Hy+» waul(g s)(u®+0v*)F +O((u® +v%)>), (28)
k=2

with war (g, 8) (u? +v?)F € Fiy, for every k > 2. We set H = H o ¢.

5Let n be a nonzero integer, let E be a Fréchet space, and let (aq)qene be a (multiindex) sequence in E. There
exists a smooth function f : R™ — FE whose infinite Taylor expansion at 0 is ZQEN" aqxr®. If E has a conic
structure, then f can be chosen to be homogeneous for that structure.
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Second step. In the second step, our objective is to construct a symplectomorphism allowing
us to remove from (28) all terms in F3"V.

Lemma 10. There exist a conic neighborhood C' of (0,0,0,1,0,0) in (RS &) and a homogeneous
symplectomorphism v from C' to RS such that (C') C C, and such that, in C’,

¢ =id + Ox(2), (29)

and 3
Hoypoy=Hot = Hs+ Ox(c0).

Although the proof of Lemma 10 is similar to the one of Lemma 8, there are several differences
and subtleties which make it preferable to write the whole proof in details.

Proof. As in the first step, we proceed by (strong) recurrence on k, starting at k = 1, by con-
structing, at each step, a local homogeneous symplectomorphism gy satisfying (29) and such
that '

Hogo- g = Hy + Ox(c0) mod .7:5?;%4_2,

and we search each 1oy, in the form thoy = thor(1) = exp(FiiY), where thor (t) = exp(tFhY) is the
flow at time ¢ generated by an adequate Hamiltonian function inr,é" € inﬁlk (note that gy will
indeed be homogeneous by Lemma 9). l

Before going to the recurrence, let us note that, as in the first step, for every k > 1, there
exists a (small enough) conic neighborhood C%, of (0,0,0,1,0,0) such that the flow 1 is well
defined on [0, 1] x C%,; moreover, since we are going to compose these symplectomorphisms, we
choose (5, such that ¢ yo maps C5, 5 to Oy, for every k > 1. Indeed, since Fiv = Ox(2k),
we have g (t) = id + fot FInv o 4hor(s) ds = id + Ox(2k — 1) = id + Ox (1) uniformly with respect
to t on compact intervals, and the claim follows. This argument is however not sufficient in order
to establish (29), because we start with k¥ = 1. To prove (29), we use temporarily the notation
r = (q,5,u,v) = (v1,...,26), and we consider the six functions 7;(z) = z; in R%, i = 1,...,6.
Writing Fitv(q, s,u,v) = az(gq, 8)(u? + v?)* with a € I'1_, and using (22), we infer that

d inv y i Sfw 2 2)k t:O 2 f<4,
aﬂ'iol/)zk(t) ={F, mites o Yar(t) _{ éazk T beow (M5 + 75)" 0 o (1) »(2) if2:5

and therefore m; o o, = m; + Ox(2), for i = 1,...,6. We conclude that 1o, = id + Ox(2).

Let us now make the construction by recurrence.
For k = 1, we want to prove that there exists F," € F7") such that, setting ¢ = exp(F3"),

we have H o1y = Hy mod »Ye. Using that %(fl 0 1hy(t)) = {Fi™, H}g 0 15(t), and since the
flow is well defined on [0, 1] x C%, we have

~ ~ . ~ 2 . . ~
Hoalt) = -+ (P )+ O (G A, (P )aa o va(0). (30)

on [0,1] x C%. Using (28), we have H = Hy+ H™ +Og(c0) mod >, With H™ ¢ FiY. Hence,
taking t = 1 in (30), using (18) and (21), we infer that

gO@[}Q :HQ—FI:[inV—F{FQmV,HQ}@—FOE(OO) mod ;,1§6
Therefore, we have to solve the cohomological equation

{Hy, FI™}; = H™ + Og(c0) mod F5'es
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which has a solution Fj™ € F3% by using (18).
It is important to note that, thanks to (21), the whole procedure done in this second step takes

inv

place in F3"3, (if terms in }"8722 were to appear again then our two-steps procedure would fail).
This kind of triangular stability is crucial.
Let us assume that we have constructed s, ..., %9 _o such that Ho Pg 0 - 0op_o = Ho

inv

mod F3Y,,. We want to prove that there exists Fiv e Fé?%’k such that, setting ¢op, = exp(ﬁé‘,;"),
we have R _
Hotgo- -0ty = Hy + Ox(co) mod F3So4 o

Using that %(f[ othy 0+ 0thar(t)) = {Fi, Ho g 0+~ 0thap_a}ty 0 e (t), and since the flow oy
is well defined on [0,1] x C%,., we have

Hotyo--othy(t) = Hotpyo - othor o+ {F3Y, Hotpyo - 0thar s}s
+0 (i{Fézva {F3 Hotpo---o 1/12k2}@}w) . (31)
on [0,1] x C%,. Using the recurrence assumption, we have
Hotgo- - 0toy_o=Hy+ ﬁ;;lfv + Ox(c0) mod ]:gg%m,
for some I;;,’CV € énzvk Hence, taking ¢ = 1 in (31), using (18) and (21), we infer that

Hotyo - oty =Hy+ Hy' + {Fip¥, Hy}o + Os(00) mod F5Yyy .
Therefore, we have to solve the cohomological equation

{Hy, F3i}o = Hyy' + Os(00) mod F3%op o,

inv

which has a solution Fitv € o5 Dy using (18).
The recurrence is established.

Considering, as in the first step, the formal infinite composition s o -+ - 019 - - -, by the Borel
theorem, there exists a smooth homogeneous mapping ¢ such that ¢ = g 0--- 019 - - + Ox(00).
By construction we have ¥*& = @ 4+ Ox(c0), and using again Lemma 16 (Appendix A.5), we
modify slightly 1, by composing it with a homogeneous diffeomorphism tangent to identity at
infinite order, so that ¥*@ = ©. Lemma 10 is proved. O

At the end of these two steps, setting x3 = 1~! o ¢! o xg, using (15) and Lemmas 8 and 10,
we have obtained the following result, improving Lemma 6.

Lemma 11. For every q € M, there exist a conic neighborhood Cy of Eg' in (T*M,w) and a
homogeneous symplectomorphism xs from Cy to (R® @), satisfying x3(q) = 0 and x3(XT N C,) C
2+, such that

x3(¢:p) = (¢, hz(q,p),u(q, p), v(q, p)) + Ox(2), (32)

where the functions u and v are defined by (9), and
op(=Asr) = Hz 0 x3 + Og(c0), (33)
where Ho(q, s,u,v) = |s|(u? + v?).

Remark 11. Note that, in the Heisenberg flat case (Section 3.1), there are no remainder terms
in (32) and (33) in Lemma 11 above.
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5.1.4 End of the proof of the normal form

To prove Theorem 3, it suffices to perform all the previous construction (in particular, we apply
Lemma 11) two times: we apply it to the manifold M on the one hand, and to the manifold My
(Heisenberg flat case) on the other hand. The conclusion follows easily.

5.2 Quantum normal form

By quantizing the Birkhoff normal form obtained in Theorem 3, we obtain the following quantum
normal form for the sub-Riemannian Laplacian. We use the notion of a pseudo-differential operator
that is flat along X.

Theorem 4. For every q € M, there exists a (conic) microlocal neighborhood U of ¥q in T*M such
that, considering all the following pseudo-differential operators operators as acting on functions
microlocally supported in U, we have

— Asr = R+ Vo + Ox(00), (34)
where
o Vo € U0 is a self-adjoint pseudo-differential operator of order 0,

o Rc V! is a self-adjoint pseudo-differential operator of order 1, with principal symbol
op(R) = |hz|+ Ox(2), (35)

Q€ V! is a self-adjoint pseudo-differential operator of order 1, with principal symbol

op(Q) = u® +v? + 0x(3), (36)
where the functions u and v are defined by (9),
o [R,Q] =0 mod U~
e exp(2in)) =id mod ¥—°.

Remark 12. In the flat Heisenberg case, there are no remainder terms in (34), (35) and (36), and
we recover the operators Ry and Qg defined in Section 3.1. The pseudo-differential operators R
and ) can be seen as appropriate perturbations of Ry and Qp, designed such that the last two
items of Theorem 4 are satisfied.

Remark 13. We stress that the last two items are valid only if we consider both sides as acting
on functions that are microlocally supported in U. If one wants to drop this assumption then all
the above operators have to be extended (almost arbitrarily) outside U, and then the equalities
hold only modulo remainder terms in Ox(c0).

Note that the operators R and 2 depend on the microlocal neighborhood U under consideration.
This neighborhood can then be understood as a chart in the manifold 7% M, in which the quantum
normal form is valid.

In the sequel we will call normal any (conic) microlocal neighborhood U in which the conclusions
of Theorem 4 hold true. We also speak of a normal chart in T*M.
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Proof of Theorem 4. Let ¢ € M be arbitrary. We have established in Theorem 3 the existence of
a local symplectomorphism

X:CqC(T*M,OJ) — CfC(T*MH,wH)
((Lp) — (qHapH)v

defined on a conic neighborhood C, of ¥, such that op(—=Apg) o x = op(—Lsr) + Ox(c0). Let
Uy be the unitary Fourier Integral Operator associated with the canonical transformation x (see
[12, 20]). Setting —A g = —Uy AUy, we have (generalized Egorov theorem)

op(—Asr) =op(—Apg)ox =0cp(—Lsr) + Ox(0).

Actually, since the sub-principal symbol of —/A gy vanishes, it follows from an argument due to
Weinstein that the sub-principal symbol of — AR vanishes as well. This argument is explained
in Proposition 6 in Appendix A.4. Using the Weyl quantization, it follows that, defining Vj =
—Agr + Asm we have Vy € ¥Y and Vj is clearly self-adjoint. Setting R = UyRuUy and Q=
UzQuUy, we have op(R) = op(Rpg) o x and op(Q) = op(Qp) o x. Denoting by xs (resp., by
X3) the local symplectomorphism from T*M to RS (resp., from T* My to R®), constructed in
Lemma 11, we have x3(q,p) = (q,hz(q,p),u(q,p),v(q,p)) + O=(2) by (32), and, using Remark
12, x5(qu,pr) = (qu, hzy (qu,pr), un (qu, pr ), v (qu, pr)) (where the functions uy and vy are
defined as in (9), in the Heisenberg flat case). Since y = (x5)~! o x3, (35) and (36) are easily

established. The rest follows from the corresponding relations in the Heisenberg flat case. O

Remark 14. It follows from the above proof and from the definition of R and 2 that
JP(R) o X:;l(q’ S, U, U) = JP(RH) o (Xé)_l(qv S, U, U) = |s|v

and
UP(Q) o X;l(q7 S,U,’U) = UP(QH) © (Xé)_l(qv S,’U,7’U) = U2 + 02'
Note also that, using (33), we have

CTP(*ASR) :UP(Q)O'P(R) +O§;(OO). (37)

6 The variance estimate

In this section, we are going to establish the following result (from which Theorem 1 follows).

Proposition 3. For every pseudo-differential operator A € U9 whose principal symbol vanishes
on X7, we have V(A — Ay) =0, where

A=ty = [ alg.ayle)dn (38)
M

and 11y is a pseudo-differential operator whose principal symbol is equal to 1 in a conical neigh-
borhood of ¥+ and equal to 0 in a conical neighborhood of X~

Similarly, for every A € W0 whose principal symbol vanishes on ¥, we have V(A4 — /AL) =0,
with similar notations. This can be inferred directly from Proposition 3 by using (6) (already used
in the proof of Lemma 3: this is because ¢, is real-valued).

Admitting temporarily Proposition 3, let us prove Theorem 1. As explained in the introduction,
in order to establish the QE property, it suffices to prove that, for every pseudo-differential operator
A € U9 we have

V(A —aid) =0,
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where we have set

a—= %/M (a(q, ag(q)) + alg, —ag(q))) dv.

In order to prove that fact, we write A = A, + A_, with the principal symbol of A, (resp., of
A_) vanishing on X_ (resp., on ¥, ). Using the above results, we have V(A — a;I1;) = 0 and

V(A_ —a_T1_) =0. Since V(A— A, —A_) <2 (V(A+ A+ V(A - A,)), we infer that

V(A—a, Iy —a_II_) = 0. Besides, noting that IT; +II_ = id 4+ Ox(1) and that a = 3(a4 +a-),
we have ) R

~ ~ _ . ay —a—

a+H++a_H_ :a1d+02(1)+ T(H-F *H_),
and using again (6), we get that V(II;. —II_) = 0. Indeed, the principal symbol of I, —II_ is odd
with respect to X, which implies that ((ILy — II_)¢,, ¢,,) = o(1). Using Lemma 1, we conclude
that V(A — aid) = 0.

The proof of Proposition 3 is done in Section 6.3. We first establish in Sections 6.1 and 6.2 two
useful preliminary lemmas.

6.1 Averaging in a normal chart

Given A € UY according to Corollary 1, V(A) depends only on the restriction ay; (where a =
o,(A) € 8Y), in the sense that, if the principal symbols of two pseudo-differential operators A; and
Ay of order 0 agree on X, then V(A; — As) = 0. This property gives us the possibility to modify
A without changing a5, and we can use this latitude to impose the extra condition [4,§] = 0
mod ¥,

Lemma 12. Let A € U° be supported in a normal chart U and let Q be given by Theorem /J (in the
microlocal neighborhood U ). Assuming U small enough, the pseudo-differential operator defined by

2

B exp(isQ) A exp(—isQ) ds,

= % )
is in WY, is microlocally supported in U, and satisfies

op(B) = 0,(A) + Os(1),
[B,Q] =0 mod ¥~

Proof. The proof follows an argument introduced by Weinstein in [37] (see also [6]). For every
s € [0,27], we set By = exp(isQ)Aexp(—isQ). By the Egorov theorem, we have B, € ¥° and
op(Bs) = a o exp(sw), where w = op(2) and exp(sw) is the flow generated by the Hamiltonian
vector field W associated with the Hamiltonian function w. Here, the microlocal neighborhood U
in which this construction is performed must be chosen small enough, so that it is invariant under
the flow exp(sw), for s € [0,2n]. This is possible because, using (36), we have w = Ox(2), and
therefore exp(sw) s, = id. Moreover, we infer that op(Bs))s = as.

Setting B = ;- fOQTr B, ds € U, we have op(B)x = ). By Theorem 4, we have exp(2ir(2) =
id mod ¥~°°, and thus By, = By mod ¥~°°. Now, since %BS = i[QQ, Bs], integrating over [0, 27
yields [B,Q] =0 mod ¥~°. O
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6.2 The main lemma

The following lemma may be seen as a substitute for the invariance properties with respect to the
geodesic flow, that are used in the proof of the classical Shnirelman theorem.

Lemma 13. Let B € V° whose principal symbol is supported in a normal chart U. We consider
the pseudo-differential operators Q and R given by Theorem 4 (in the microlocal neighborhood U ).
If [B,Q) =0 mod ¥~ then V([B,R]) =0.

Proof. In order to prove that V([B, R]) = 0, it suffices to prove that ([B, R]¢y, ¢n) — 0 asn — +oo.
For every n € N*, we have

<[B>R]¢n7¢n> = <BR¢n7¢n> - (RB¢na¢n>
1

= = (BROw ~urba) = - (RB(-=Dun)n, 6n)

because —A pdn = An¢n. Now, using (34), we have —Azr = RQ + Vo + C, with Vy € U0 and
C = Ox(o0). Note that C' € ¥? and that C is self-adjoint (but we cannot say that C € W' because
of the remainder term in (37)). It follows that

<[B7 R]¢na ¢n> =I,+J,+ Kn;

with
1 1
I, = ~ (BR¢,,, RQd,) — o (RBROQ ¢, dn) ,
1 1
In = )\7 <BR¢R7 V()¢n> - )\7 <RBVO¢VL7 ¢n> )
1 1
Kn = )\7 <BR¢717 C¢n> - )\7 <RBC¢7M ¢n> .
Since R and () are self-adjoint, we have
1 1 1

Since [R,Q] = 0 mod ¥~ and [B,] = 0 mod ¥~*°, we infer that [Q2, RBR] =0 mod ¥~°°,
and hence I,, = o(1) as n — +o0.
Let us now focus on the second term. Since Vj is self-adjoint, this term can be written as

1 1

The two pseudo-differential operators Vy[B, R] and [V, RB] are of order 0 and therefore are
bounded. Since A, — +00 as n — 400, it follows that J,, = o(1) as n — +oc.
Finally, the third term can be written as

In

Ky = 5 ((C1B, R + €, RB))6. 60) = 3 (Db, 62).

with D = C[B, R] + [C, RB]. Clearly, we have D € ¥? and D = Ox(o0). Therefore, by Lemma 17
(see Appendix A.6), there exists D; € WO, with D; = Ox(00), such that D = —D;A,g. It follows
from this factorization that K, = (D1¢n, ¢n), with op(D1)x = 0.

We conclude from the study of these three terms that

([B; Rl¢n, ¢n) = (D1, ¢n) + o(1),

as m — +o0, and hence V([B, R]) = V(D;). Since D; € ¥° has a principal symbol vanishing along
¥, it follows from Corollary 1 that V/(D;) = 0. The conclusion follows. O
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6.3 Proof of Proposition 3

Let A € W0 whose principal symbol a vanishes in ¥~. The objective is to prove that V(A—A+) =0.
We consider the pseudo-differential operator |Z| = Op"Y(|hz|) € ¥!. Tt is globally well defined.
For every t € R, we define A; € U° by

Ay = exp(it| Z]) A exp(—it| Z|). (39)

Its principal symbol a; € S° satisfies a; = a o p; along ¥ (where p; is defined in Section 2.4), and
vanishes in X~. For every T > 0, we set Ap = % fOT Ay dt. The principal symbol a7 € 8% of Ay is
_ T

ar = Jo acdt.

Remark 15. Alternatively, we could take any A; € ¥° whose principal symbol a; € S° satisfies
a; = a o p; along . We also note that, since ag = a vanishes in X7, the operator A; defined by

(39) is equal to A; = exp(itZ)Aexp(—itZ), for which we also have A;f = A(foR_;) o Ry, for
every f € L?(M, u), where R; is the Reeb flow.

Our objective is to prove that V(A — /Lr) = 0. The proof goes in two steps:

1. Prove that V(A — A;) = 0 for every ¢, and hence that V (A - flT) = 0 (this step does not
require any ergodicity assumption);

2. Using the ergodicity of the Reeb flow and the Von Neumann mean ergodic theorem, prove
that limp_ oo V (AT - A+) —0.

First step: V(A — A7) = 0.
Lemma 14. For everyt € R, we have V (%At) =0.

Proof. Let us fix a normal chart U. There exist V C U and € > 0 such that, for any A € ¥ that
is microlocally supported in V, the pseudo-differential operator A; defined by (39) is microlocally
supported in U for every ¢ € [—¢,¢]. Following Section 6.1, we define

1 2
B = — / exp(isQ2) Ay exp(—isQ) ds,
27 0

for every t € [—¢, €]. Here, we consider the pseudo-differential operators 2 and R given by Theorem
4 (in the microlocal neighborhood U). According to Lemma 12, B; € ¥° is microlocally supported
in U, and we have op(B;)|s = 0p(As)s and [B;, Q] =0 mod W™, for every ¢ € [0,¢]. Lemma
13 implies that V([Bg, R]) = 0.

Now, since op (%At)‘z = op (%Bt)‘z, we have V (%At — %Bt) = 0, and therefore, using
Lemma 1, we infer that V' (%At) =V (%Bt).

By definition of 4;, we have £ A, = i[|Z|, A;], and hence

d i ,
&Bt = %/0 exp(isQ)[|Z], A¢] exp(—isQ) ds
. 2 . 27
=L exp(isQ)[R, Ai] exp(—isQY) ds + L/ exp(is)[|Z] — R, Ai] exp(—isQ) ds.
2 0 21 0

On the one part, since [R,2] =0 mod ¥~>°, we have

27 27
/ exp(isQ)[R, At] exp(—isQ) ds = [R,/ exp(isQ) Ay exp(—isQ) ds| mod U™,
0 0
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On the other part, using (35), the principal symbol of the second integral term is Ox(1). We
conclude that

d
7B = iR B +0x(1) mod T~

Using Corollary 1, we infer that V (4 B,) = V([R, B]) = 0.
At this step, we have proved that V (£ A4;) = 0, for every ¢t € [—¢,]. By compactness and
using a partition of unity, we get the property for every ¢t € R. O

Using this lemma we find as a corollary the following proposition.

Proposition 4. Let Ay € VO whose principal symbol vanishes on X~ and let Ay and Ar be
defined as above. Then, for any time t, we have V(A — Ay) = 0, and as a consequence, for every

T >0, V(A—AT):O
t/dA
A-A nyPn) = — n d,
(A= aonon) == [ (L6n00) ds

for every time ¢, and hence, by the Cauchy-Schwarz inequality,

dAs

Summing with respect to n, and since all terms are non-negative, we get that V(A — A;) <
tfg Vv (%AS) ds. By Lemma 14, we infer that V(A — A;) = 0, for every t € R.
Let us now prove that V(A — A7) = 0, with A7 = % fOT Ay dt. We have, by the Fubini theorem,

Proof. We start from

2

(A= A)gn, 60) <t /

T

for every 1nteger n. Using again the Jensen inequality, and summing with respect to n, we get
V(A-Ar)< 7 fo V(A — Ay)dt. Tt follows that V(A — Ap) =0 . O

Second step: V(AT7A+) — 0asT — +oo. Here, we are going to use the ergodicity assumption
on the Reeb flow.

Using (5), we have V(A — AL) < E((Ar — Ay )*(Ap — Ay)), and it follows from Theorem 2
(microlocal Weyl law) that

_ . _ . 1 K X
B((Ar = A0 (Ar = A0) = 5 [ Jar —a, P i,

with ar = % fOT a o pydt and a, defined by (38). Since the flow p; of 7 (which is the lift to 31 of
the flow of Z) is ergodic on (21, 21), it follows from the Von Neumann mean ergodic theorem (see,
e.g., [30]) that ap converges to a in L2(Xy,71) as T — +oc. Therefore V(Ap — A, ) converges to
0as T — 4oo0.

Using the inequality V(A — A,) < 2 (V(A —Ap) +V(Ap — /ALF)), and the results of the two
steps above, we conclude the proof of Proposition 3.
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A Appendix

A.1 Complex-valued eigenbasis, and the non-orientable case

Complex-valued eigenbasis, with D oriented. We can extend Theorem 1 to the case of a
complex-valued eigenbasis, to the price of requiring that the principal symbol a of A satisfies the
evenness condition

a(q, ay(q)) = alq, —ay(q)), (40)

for every ¢ € M. The proof is the same.

D not orientable. Let us assume that the subbundle D is not orientable. Then there exists
a double covering M of M with an involution J, so that we can lift all data to M, and then
the subbundle D of T'M is orientable. The Reeb vector field Z on M is odd with respect to the

involution.

Definition 3. The Reeb dynamics is ergodic if every measurable subset of M which is invariant
under Z and invariant under J is of measure 0 or 1.

Theorem 5. We assume that the Reeb dynamics is ergodic. Then we have QE for any eigenbasis
Of ASR'

The proof is an adaptation of the orientable case. Note that X \ {0} is connected. We can
remove the assumption that the eigenfunctions are real-valued: indeed, any eigenfunction on M,
real-valued or complex-valued, is lifted to M to an even function. Moreover, denoting by Vi (resp.,
by V) the variance on M (resp., on M), we have Vi (A) = V,7(A), with A even with respect to
the involution J. In particular, the principal symbol of A satisfies (40) along 3.

A.2 Pseudo-differential operators flat on X

Let us define the notion of flatness that we needed, within the following lemma.

Lemma 15. Let (qo,po) € T*M with pg # 0, let d > 0, and let A € W% be arbitrary. The following
properties are equivalent:

e For any oscillatory function u(q) = b(q)e'™5D with dS(qo) = po, with b a smooth function
on M, we have Au(qp) = O(7~>°).

e For any local canonical coordinate system around qo, the full left (or right, or Weyl) symbol
of A is flat at (o, po)-

Moreover, if such a property is satisfied, and if Uy, is an elliptic Fourier Integral Operator associated
with a canonical transformation x, then the same properties are satisfied as well for Ux_lAUX at

x (40, po)-

Proof. Using the classical formulas permitting to pass from one quantization to another one (see,
e.g., [11]), it is clear that the flatness property does not depend on the quantization. Now, the first
item implies the second one, by taking u(q) = 74?0, The second item implies the first one by a
stationary phase argument. The invariance under Fourier Integral Operators (see [20]) follows as
well from a stationary phase argument.

Definition 4. For k € NN {oo}, we use the notation Ox(k) for a smooth function on T*M that
vanishes on X up to order k. The word flat is used when k = +o0.
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If the full (left, or right, or Weyl) symbol of A € V% is flat on ¥ (i.e., at any point of X),
then we say that the pseudo-differential operator A is flat on ¥, and we write A € Ox(00). The
set of pseudo-differential operators that are flat on X is a bilateral ideal in the algebra of classical
pseudo-differential operators on M.

A.3 A proof of the local Weyl law

We assume that we are in the conditions of Section 1 (3D contact case). We have the following
result, called the local Weyl law.

Proposition 5. Let f be a continuous function on M. Then

S [ fouPau= TR0 o) [ pa (41)

An <A
as A\ — +oo.

As already said in Remark 7, this result is already known in several contexts. The sketch of
proof that we give below follows arguments of [3].

Proof. We denote by A, , is the sR Laplacian associated with the measure p. Since —A, ,, is
hypoelliptic and nonnegative, and using the maximum principle for hypoelliptic operators (see
[4]), the sub-Riemannian heat semi-group e*“s» has, for t > 0, a positive symmetric Schwartz
kernel of class C* (see [34]), and thus is of trace-class. We use the heat equation method, which
consists in studying the asymptotic behavior, as t — 07, of the integrals fM f@ea,, (t,q,q)du(q),
where ea, ,(t,q1,¢2) is the sR heat kernel, that is the Schwartz kernel of etPon

Thanks to the gauge transform introduced in Remark 5 (see Section 2.1), we can actually
assume that p is the Popp measure and the operator is now A popp + Wid, where W is a smooth
potential. We have then

en, . (t,q,q)dp = e, oo, +wia(t, q,q) dP. (42)

Given a local g-orthonormal frame (X,Y) of D, the triple (X,Y, Z) (where Z is the Reeb vector
field) is a local frame of TM. Let (vx,vy,vz) be the dual basis of (X,Y, Z) (this means that vx
is the 1-form defined by vx(X) = 1, vx(Y) = vx(Z) = 0, and similarly for the other 1-forms vy
and vz). Then the Popp measure is given by dP = |dvx A dvy Advg| (see [1]). In the Heisenberg
flat case (studied in Section 3.1), we have then dP = |dz dy dz|, the Lebesgue volume.

Tt is a standard fact (see, e.g., [29]) that, around any point ¢ € M, there exist local coordinates
(called privileged coordinates) in which ¢ = 0 and in which the frame (X, Y") is a perturbation of the
so-called nilpotent approximation (X , Y), in the following precise sense. For every s > 0, we define
the dilation mapping &5 by d,(,y, z) = (s, sy, s°z), in the privileged coordinates. Moreover, the
privileged coordinates can be chosen such that X = 9, and ¥ = 0y — 20, (Heisenberg flat case,
studied in Section 3.1).

We define A, = 265 (Ag popp + W), and Ay = —XX*—YY* Ttis easy to see that the heat
kernel e*(t, q1,q2) of A, satisfies the scaling relation

e“(t,q1,q2) = €4€Ag,p0pp+Wid(€2t, 0:q1,0:q2),

in a local chart. Moreover, we have A, = Ay + O(g?). From the Duhamel formula, we infer that,
for t > 0 fixed, e!®: = e!2# 4+ O(e?), and then,

e€(t7q1aQQ) = eH(taQMQQ) + 0(52),
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where ey (t,q1,g2) is the heat kernel associated with Ag. In particular, in the local coordinates
around q = 0, taking e = /7 and t = 1, we get

1 1
€, popp+Wid (7, 0,0) = ;eﬁ(l,o,o) = 5 (en(1,0,0)+ O(7)) .

Note that the constant e (1,0,0) is positive.
Since the point ¢ was arbitrary, we have proved, at this step, that

es(1,0,0
cappmpimiat.a) = 200 04 o), (13)

as t — 0T, for every ¢ € M. Note that the remainder term in (43) is uniform with respect to
g € M. Tt is also important to note that the constant ey (1,0,0) does not depend on the point
g under consideration, and this, because we have considered the Popp measure, given in local
coordinates by the Lebesgue measure, which itself does not depend on gq.

Let f be a continuous function on M, and let A be the operator on L?(M,dP) of multiplication
by f. Without loss of generality, we assume that f is nonnegative. The operator Ae!®on is of
trace-class, and we have, using (42),

Aemg,u):ioe—w/ f|¢n|2du=/ f@ea,, (t ¢, q)du(q)
P v o g

- / F(@)en, oy s wia(t ¢, 0) AP(q).
M

Note that the latter integral is done with respect to the Popp measure dP = P(M)dv, which
coincides with the Lebesgue measure at the origin of any local chart with privileged coordinates.
Using (43) and the dominated convergence theorem, it follows that

1,0, 0
Ze” [ stonfan = ZEELD 0 o) [ gan
as t — 0. We infer from the Karamata tauberian theorem (see [22]) that

P(M)en(1,0,0)
S [ o= SEEESD

A (1 +o(1))/Mfdz/.

An <A

The constant é(1,0,0) can be fitted to é(1,0,0) = 1/16 by using the Weyl formula for the Heisen-
berg quotients given in Section 3.1. O

A.4 The Weinstein argument

We provide here an argument of Weinstein given in [36], leading to the following result.

Proposition 6. Let X be a smooth manifold. Let A be a pseudo-differential operator defined in
some cone C C T*X. We denote by p the principal symbol of A, and we assume that the sub-
principal symbol of A vanishes. Let x : C — C' C T*Y be a canonical transformation, where Y is
another smooth manifold. Then, there exists a microlocally unitary Fourier Integral Operator U,,,
associated with x, such that UAU* = B, where B is a pseudo-differential operator in C' whose
principal symbol is po x~1 (general Egorov theorem) and whose sub-principal symbol vanishes.
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Proof. The proof uses in a strong way the symbolic calculus of Fourier Integral Operators, for
which we refer to the book [12] or to the paper [36]. Let us sketch the argument. We choose
the Fourier Integral Operator U, associated with the canonical transformation x such that its
principal symbol is constant of modulus 1 and U is microlocally unitary, i.e., U*U = id in the
cone C. This is possible as follows: we choose a first Uy with only the prescription of the principal
symbol, then U3Uy = id + A where A is a self-adjoint pseudo-differential operator in ¥=1(C). If
D = (id + A)~Y2 in C, then we take U = Uy D.

Denoting by K(x,y) the Schwartz kernel of Uy, if B = UAU*, the relation BU — UA ~ 0 is
written as

(A; ®idy —idx ® By) K ~ 0.

The distribution K is a Lagrangian distribution associated with a submanifold of C' x C’ which
is the graph of x. If we assume that the principal symbol of U, is a constant of modulus 1, then
the sub-principal symbol of the right-hand side, which is 0, is the sum of Lie derivatives of the
principal symbol of K, which vanish due to the choice of U, and of the product of the sub-principal
symbol of idx ® B, by the non-vanishing symbol of U,,. This implies that the latter vanishes. This
is the argument of Weinstein. We have only to take care of the fact that tensor products are
pseudo-differential operators only in some cones of the product of the cotangent spaces where &£
and 7 are of comparable sizes. O

A.5 Darboux-Weinstein lemma

We have the following easy generalization of the well-known Darboux-Weinstein lemma (see [35]).

Lemma 16. Let N be a manifold endowed with two symplectic forms wi and ws, and let P be
a compact submanifold of N along which wy = wa + Op(k), for some k € N* U {+oc0}. Then
there exist open neighborhoods U and V of P in N and a diffeomorphism f : U — V such that
f=1dn+O0p(k+1) and f*ws = wy. Moreover, if N has a conic structure, then the diffeomorphism
f can be chosen to be homogeneous with respect to that conic structure.

The most usual statement of that lemma is when k& = 1, and then the usual conclusion is that
f =idy+0p(1); actually, already in that case we have the better conclusion that f = idy+Op(2)
(as is well known, and as it is proved for instance in [23, Lemma 43.11 p. 462]), i.e., df (q) = id for
every q¢ € N, or in other words, f is tangent to the identity.

Proof. We follow the standard argument (see, e.g., [21]). We define the closed two-form w(t) =
w1 +t(we —wy), for every ¢ € [0,1]. Let U be a neighborhood of P in which w(t) is nondegenerate for
every t. By the relative Poincaré lemma, since w; and ws agree along P, shrinking U if necessary,
there exists a one-form 7 on U such that w; — wy = dn, with n, = 0 for every x € P. Since
w1 = wy + Op(k), we have actually n = Op(k + 1). Note that, as it is well known in the relative
Poincaré lemma, we can choose n = Q(w; — ws), where @ is defined by Qw = fol p(t) Ly (pyw dt,
where Y (t), at the point y = p(¢,z), is the vector tangent to the curve p(s,z) at s = ¢, and
(p(t))o<t<a is a smooth homotopy from the local projection onto P (in a tubular neighborhood of
P) to the identity, fixing P.

The diffeomorphism f is then constructed by the Moser trick. The time-dependent vector
field X (-) defined for every t by tx)w(t) = 1 generates the time-dependent flow f(-) (satisfying

f(t) =X()o f(t), f(0) =idn), and we have

ST () = FO Lxow®) + F(0"0(6) = F0) dlexp(®) —m) =0,

whence w1 = f(1)*w2. We set f = f(1).
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Since tx#w(t) = n = Op(k + 1), it follows that X () = Op(k + 1) and hence f(t) = idy +
fg X(s)o f(s)ds =idy + Op(k + 1) for every t € [0,1]. The lemma is proved.

Let us now prove that, if N is conic, with a conic structure = +— A -, for A > 0 and z € N,
then f is homogeneous. The two-form w = w; —ws is then conic, meaning that wy., (A-v1, A\ vg) =
Aw, (v1,v2), for all A > 0, x € N and vy,ve € T, N. It is easy to see that the homotopy operator @
considered above can be chosen to be homogeneous. Then 1 = Qw is homogeneous as well. It easily
follows that the time-dependent vector field X (-) of the Moser trick is homogeneous (meaning that
X(t, A -x) =X X(t,z)) and hence that its flow is homogeneous. The conclusion follows. O

A.6 A factorization lemma

The following lemma is required in Section 6.2.

Lemma 17. If C € U™ is flat along X, then there exists C; € W™ 2, which is flat along X, such
that C = AygrCh mod ¥,

Proof. Let ¢ be the quotient of the principal symbol of C' by ¢* = op(—Asg). Then ¢ is flat
along ¥ and the operator C’ = Op(c’) is flat along ¥, and C = A,gC’ + Ry with Ry € U™~ 1 flat
along ¥ (because AspC’ is flat along 3). Then we iterate the construction on Rj. O

A.7 Globalization of the normal and the sub-Riemannian geodesic flow
dynamics

In this section, we describe a semi-global version of the Birkhoff normal form derived in Section
5. We will then show that this normal form has strong consequences on the spiraling behavior of
some geodesics around the Reeb trajectories.

Let us first note that we have a semi-global normal form which is stated as follows. We denote
by war : T*M — M the canonical projection.

Theorem 6. We assume that the horizontal bundle D is trivial in some open subset & of M.
Then there exist a conical neighborhood U of ¥ = X N WIT/Il(Q) and a homogeneous canonical
transformation x : U — X x R2 | such that

U,V
—+oo

g ox =3 1w’ + ) + Os(oo),
j=1

with rj : Yo — R homogeneous of degree 2 — j.
Remark 16. The fiber bundle D is trivial on M in any of the following situations:

e The Reeb flow is Anosov. Indeed by using the stable and unstable directions, we get a
continuous trivialization of D which can by smoothened.

e M = S*X, with (X,h) an orientable Riemannian surface with the contact distribution
induced by the Liouville form pdg. A possible trivialization is (e1, es), where e1(g,p) is the
horizontal lift of the direct normal to v, which is the Legendre transform of p, and es is the
generator of the S'-action on the fibers of S*X — X.

e M is the principal bundle associated with a non-vanishing magnetic field on a surface X
where the horizontal distribution is the horizontal distribution of the magnetic connection.
Then the bundle D is trivial on any open set Q = 7/ (U) with U C X and the Euler
characteristic of U vanishes.
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e The flat Heisenberg manifold.

Moreover, the fiber bundle D is trivial on € if € is a small tubular neighborhood of a curve
(open or closed). Let us note moreover that the triviality of D is structurally stable and remains
valid under continuous deformation.

The proof of Theorem 6 follows the proof given in Section 5, Step 1, but one cannot perform
Step 2 (i.e., remove the invariant part), because the corresponding cohomological equation, which
is of the form Zu = f, where f is given, cannot be solved in u without having strong properties
for the right-hand side f.

In the next statement, we denote by (o, u, v) the local coordinates in ¥ x R2 and we use the
notation I = u? + v2. '

Theorem 7. We consider an integral trajectory v : [0,+00) — M of the Reeb flow, which lives
in a compact subset K of Q. Let oy = 4(0), where 7 is the lift of v to ¥1. We denote by p(t) the
image of the geodesic flow by x. Then, for every integer N, there exists €y such that, for every
e € (0,¢0], if In < € then p(t)(co, ug,v0) € x(U) and |I1(t) — Iy| < &N, for every t € (0,7 ).

Moreover, denoting by po(t) the flow of the normal form, for every t € [0,C|loge|/e] we have
1p(t)(00, w0, vo) — po(t)(00, o, vo)|| < ™.

The proof of that result follows the arguments given in [31, Section 3]. We do not provide any
details.

The first statement says that the geodesic flow has an approximate first integral over a long
horizon of time if the initial data are close enough to 3, and this integral enforces the geodesics to
remain close to the Reeb flow. The second statement describes the way in which the orbits spiral
around the Reeb trajectories over a logarithmic time horizon. This logarithmic time cannot be
improved in general due to the possible instability of the Reeb dynamics.

Remark 17. If v(t) stays in 2 ounly for ¢ € (0,T), then we get a similar result over an horizon of
time of the order of T'/e.
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