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A descriptor Takagi-Sugeno approach to frequency weighted nonlinear model reduction

Benoît Marx

Abstract—In this note, the problem of frequency weighted nonlinear model reduction is addressed. It consists in approximating a given $n^{th}$-order nonlinear system by a $k^{th}$-order nonlinear system, where $k < n$. The goal is to compute the reduced order system minimizing the $L_2$-gain from the input to the difference between the outputs of the original and the reduced systems. For this purpose the nonlinear system generating the approximation error is written under the descriptor Takagi-Sugeno formalism and is studied with the use of a multiple Lyapunov function, based on the descriptor approach. The obtained results are expressed in terms of Linear Matrix Inequalities (LMI) and the matrices defining the reduced order system are obtained as a result of LMI problem.

I. INTRODUCTION

Given an original system (of order $n$), the goal of model order reduction (MOR) is to find a system with a reduced order (of order $k$, with $k < n$) that suitably approximates the original system, according to a given norm criterion to be minimized. In general, a reduced order model is sought in order to be analyzed, simulated, or with the objective to design a controller (of reasonable order) for a complex process.

Different methods have arisen in the field of MOR, they can be roughly casted into three families: Krylov subspace method, truncated balanced realization (TBR) and $H_\infty$ approach. Krylov subspace based methods are based on the series expansion at a point of the matrix transfer of the system, see [4]. These methods became popular in high dimension circuit simulation where the same structure is repeated (e.g. a transmission line model identical RLC cells, see [9]) and thus can be projected in a vector base of limited dimension. The main drawback of this method is that the reduced model approximates well the original transfer mainly around a specified frequency. Krylov MOR are extended to the nonlinear case via linearization around some points [17], [9], [10]. Another group of MOR methods, appeared after [8], is based on Hankel norm approximation and TBR [23], [11] and is suitable for LTI systems. Roughly speaking, the minimization of the Hankel norm of the approximation error can be seen as the truncation of the least controllable and observable modes. The advantages of TBR methods are numerous: upper and lower bounds of the approximation error are known [8], [6], stability is preserved, frequency weighting functions can be introduced [3], [23], but the high computational cost is a limiting factor. The last set of MOR is based on $H_\infty$-optimization and is derived from the $H_\infty$-control theory. Adopting this approach, the reduced order model is seen as a controller designed in order to minimize the $H_\infty$-gain of the transfer from the control input to the approximation error. In the case of LTI systems, [7] provides necessary and sufficient conditions for the existence of reduced systems. Since the obtained rank conditions are not linear, an iterative procedure is proposed. In [2] it is proved that the lower bound of the approximation error provided by $H_\infty$ method is the same than with TBR and a two-step MOR procedure is proposed. This procedure is improved in [5]. Due to the popular LMI formalism, $H_\infty$ model reduction have been extended to several classes of systems: singular systems [19], [21], switched LPV systems [20], switched systems with delay [18].

In this article, an extension of the MOR to nonlinear systems is proposed based on the $L_2$-approach and on the Takagi-Sugeno (TS) formalism. Since [12], TS systems are extensively investigated due to their approximation properties: indeed, any nonlinear system can be exactly written (i.e. with a zero approximation error) as a TS system on a compact set of $\mathbb{R}^n$ [15]. This property motivates the choice of the TS approach. Beside the approximation property, one of the main advantages of the TS formalism is its closeness to linear formulation. In fact, a TS system is a time varying blending of LTI submodels. Consequently, numerous borrowings from the linear theory are possible [15]. As stated in the section II, the approximation error is quantified by the $L_2$-gain of the error system. Frequency weighted MOR problem is treated in section IV. The results are illustrated in section V, before concluding.

II. PROBLEM FORMULATION AND PRELIMINARIES

Let a nonlinear system be described by the TS model

\begin{align}
\dot{x}(t) &= \sum_{i=0}^{r} h_i(z(t))(A_ix(t) + B_iu(t)) \tag{1a} \\
y(t) &= \sum_{i=1}^{r} h_i(z(t))(C_ix(t) + D_iu(t)) \tag{1b}
\end{align}

where $A_i$, $B_i$, $C_i$, $D_i$ are matrices of appropriate dimensions, $h_i$ are weighting functions and $z(t) = [x(t), u(t)]$.
where \( x(t) \in \mathbb{R}^n, u(t) \in \mathbb{R}^p, y(t) \in \mathbb{R}^m \) and \( z(t) \in \mathbb{R}^q \) are respectively the state vector, the control input, the measured output and the decision variable. Each weighting function \( h_i(\cdot) \) quantifies the relative importance of the \( i^{th} \) submodel \((A_i, B_i, C_i, D_i)\) in the global nonlinear system (1). These functions satisfy the convex sum properties

\[
\sum_{i=1}^r h_i(z(t)) = 1 \quad \text{and} \quad 0 \leq h_i(z(t)) \leq 1, \quad \forall t \geq 0 \tag{2}
\]

**Notations.** The notation \(*\) is used for the blocks induced by symmetry, for any square matrix \( M, S(M) \) is defined by \( S(M) = M + M^T \), \( I_n \) is the \( n \times n \) identity matrix, \( 0_n \) (resp. \( 0_{n \times m} \)) is the \( n \times n \) (resp. \( n \times m \)) null matrix. The matrix \( M = \text{diag}(M_1, M_2, \ldots, M_q) \) is a block diagonal matrix with the blocks \( M_1, M_2, \ldots, M_q \) on its diagonal entries. For any sets of matrices \( X_i \) \((i = 1, \ldots, r)\) and \( Y_{ij} \) \((i = 1, \ldots, r \text{ and } j = 1, \ldots, r)\), the polytopic matrices \( X_h \) and \( X_{hh} \) are respectively defined by

\[
X_h = \sum_{i=1}^r h_i(z(t))X_i \quad \text{and} \quad X_{hh} = \sum_{i=1}^r \sum_{j=1}^r h_i(z(t))h_j(z(t))Y_{ij}
\tag{3}
\]

In the remaining of the paper, the activating functions are denoted \( h_i(t) \) instead of \( h_i(z(t)) \). Similarly to [13], the two following assumptions are made in the remaining of this note.

(A1) the decision variable \( z(t) \) is real time accessible (e.g. known exogenous signal, input signal).

(A2) the weighting functions satisfy \( |h_i(z(t))| \leq \Phi_i, \forall t > 0 \) and \( i \in \{1, \ldots, r - 1\} \).

The MOR problem can be formulated as finding the reduced order TS system, sharing the same input and decision variable that (1) such that the output of the reduced order system, denoted \( y' \) \((t)\), is as close as possible to \( y(t) \), the output of the original system. The numbers of submodels in both the reduced and the original models are equal to \( r \). In fact, the complexity reduction comes from the choice of a vector state of lower dimension than the one of (1). The reduced system is defined by

\[
\dot{x}'(t) = A_i'x'(t) + B_i'u(t) \tag{4a}
\]

\[
y'(t) = C_i'x'(t) + D_i'u(t) \tag{4b}
\]

with \( x'(t) \in \mathbb{R}^k \) with \( k < n \) and \( y'(t) \in \mathbb{R}^m \). In order to quantify the distance between the two model outputs, the approximation error system is defined by the difference between the outputs of (1) and (4): \( e(t) = y(t) - y'(t) \). It is readily given by

\[
\dot{x}(t) = \bar{A}_hx(t) + \bar{B}_hu(t) \tag{5a}
\]

\[
e(t) = C_h\dot{x}(t) + D_hu(t) \tag{5b}
\]

where \( \dot{x}'(t) = [x'(t), \dot{x}^T(t)] \), \( \bar{A}_h = \text{diag}(A_i, A_i') \), \( \bar{B}_h = [B_i' \; (B_i')^T] \), \( \bar{C}_h = [C_i' \; -C_i] \) and \( \bar{D}_h = D_i - D_i' \). The approximation error system can be written as a descriptor system

\[
E\dot{x}_a(t) = A_h^2x_a(t) + B_h^2u(t)
\]

\[
e(t) = C_h^2x_a(t) + D_h^2u(t) \tag{6}
\]

where \( x_a^2(t) = [\dot{x}(t), \dot{x}^T(t)] \), \( E = \text{diag}(I_{n+k}, 0_{n+k}) \), \( C^*_h = [C_i' \; 0_{m \times (n+k)}] \), \( D^*_h = D_i \) and

\[
A^*_h = \begin{pmatrix}
A_i & 0_{n+k}\\
I_{n+k} & -I_{n+k}
\end{pmatrix}, \quad B^*_h = \begin{pmatrix}
B_i \end{pmatrix}
\tag{7}
\]

As discussed in [14], the interest of the descriptor approach is to introduce some degree of freedom (DOF) in the optimization problem. It must be pointed out, that no impulsive behavior is introduced since the restriction of \( \sum_{i=1}^r h_i(z(t))A_i \) in the right kernel of \( E \) is invertible. The approximation error is given by the \( L_2 \)-gain of (6) from \( u(t) \) to \( e(t) = y(t) - y'(t) \), that is to say the upper bound of the ratio of the energy of these signals. It is well known (e.g. [11]) that the \( L_2 \)-gain from \( u \) to \( e \) is upper bounded by \( \gamma > 0 \) if there exists a Lyapunov function \( V(x_a) \) verifying

\[
\dot{V}(x_a(t)) + e^T(t)e(t) - \gamma^2u^T(t)u(t) < 0, \quad \forall t > 0 \tag{8}
\]

The MOR problem reduces to find the matrices \( A_i', B_i', C_i' \) and \( D_i' \) \((i \in \{1, \ldots, r\})\) minimizing the \( L_2 \)-gain of the approximation error system (5) or (6). This minimization is based on the Lyapunov function defined by

\[
V(x_a(t)) = x_a^T(t)E^T(X_h)^{-1}x_a(t) \tag{9}
\]

with \( X_h^T E = EX_h \geq 0 \) for \( i = 1, \ldots, r \), proposed in [14].

Before detailing the main results, useful lemmas, taken from [16] and [24] respectively, are recalled.

**Lemma 1:** For any \( h_i \) satisfying (2), the inequality \( X_{hh} < 0 \) holds if the following inequalities are satisfied

\[
X_{ii} < 0, \quad \text{for } 1 \leq i \leq r \tag{10}
\]

\[
\frac{1}{r - 1}X_{ii} + \frac{1}{2}(X_{ij} + X_{ji}) < 0, \quad \text{for } 1 \leq i \neq j \leq r \tag{11}
\]

**Lemma 2:** For any scalar \( \tau > 0 \) and matrices \( X, \Sigma(t), Y \) of appropriate dimensions with \( \Sigma^T(t)\Sigma(t) \leq 1 \), it follows

\[
X^T\Sigma^T(t)Y + Y^T\Sigma(t)X \leq \tau X^T X + \tau^{-1}Y^TY \tag{12}
\]

### III. DESIGN OF THE REDUCED ORDER SYSTEM

Adopting the \( L_2 \)-approach, the MOR problem is reduced to an \( L_2 \)-controller design where the reduced order system is considered as the controller, designed in order to control the approximation error. The result proposed here is based on the relaxed stability conditions given in [14] and also on the relaxation introduced by [16]. In this section, the MOR problem for TS systems is expressed as a problem of minimization under LMI constraints. Once the minimization problem is solved, some of the obtained LMI variables are used to compute the gains of the reduced order system. This method does not provide any *apriori* information on the \( L_2 \)-gain of the approximation error (no lower or upper bound like in TBR methods for linear models), but the gain is obtained simultaneously with the matrices defining the reduced order model as a result of the optimization process. With this quantitative indicator, it can be appreciated whether the order of the reduced system is sufficiently large to have a precise approximation of the original system.
**Theorem 1:** There exists a reduced system (4) of order \( k < n \) approximating the system (1) (i.e., minimizing the \( L_2 \)-gain from \( u(t) \) to \( e(t) \) in (5)), if there exist matrices \( X_{11} = X_{11}^{(1)} \), \( X_{11} \) and \( X_{33}^{(2)} \), matrices \( X_{12} \) and \( X_{13} \) and \( X_{22} \) and \( X_{23} \), matrices \( X_{11} \) and \( X_{12} \), matrices \( X_{13} \) and \( X_{23} \), matrices \( C_1^* \) and \( C_2^* \), matrices \( B_1^* \) and \( B_2^* \), matrices \( D_1^* \) and \( D_2^* \), matrices \( C_3^* \) and \( C_4^* \), matrices \( B_3^* \) and \( B_4^* \), matrices \( D_3^* \) and \( D_4^* \), matrices \( C_5^* \) and \( C_6^* \), matrices \( B_5^* \) and \( B_6^* \), matrices \( D_5^* \) and \( D_6^* \), matrices \( C_7^* \) and \( C_8^* \), matrices \( B_7^* \) and \( B_8^* \), matrices \( D_7^* \) and \( D_8^* \), matrices \( C_9^* \) and \( C_{10}^* \), matrices \( B_9^* \) and \( B_{10}^* \), matrices \( D_9^* \) and \( D_{10}^* \), matrices \( C_{11}^* \) and \( C_{12}^* \), matrices \( B_{11}^* \) and \( B_{12}^* \), matrices \( D_{11}^* \) and \( D_{12}^* \), matrices \( C_{13}^* \) and \( C_{14}^* \), matrices \( B_{13}^* \) and \( B_{14}^* \), matrices \( D_{13}^* \) and \( D_{14}^* \), matrices \( C_{15}^* \) and \( C_{16}^* \), matrices \( B_{15}^* \) and \( B_{16}^* \), matrices \( D_{15}^* \) and \( D_{16}^* \), matrices \( C_{17}^* \) and \( C_{18}^* \), matrices \( B_{17}^* \) and \( B_{18}^* \), matrices \( D_{17}^* \) and \( D_{18}^* \), matrices \( C_{19}^* \) and \( C_{20}^* \), matrices \( B_{19}^* \) and \( B_{20}^* \), matrices \( D_{19}^* \) and \( D_{20}^* \), matrices \( C_{21}^* \) and \( C_{22}^* \), matrices \( B_{21}^* \) and \( B_{22}^* \), matrices \( D_{21}^* \) and \( D_{22}^* \), matrices \( C_{23}^* \) and \( C_{24}^* \), matrices \( B_{23}^* \) and \( B_{24}^* \), matrices \( D_{23}^* \) and \( D_{24}^* \), matrices \( C_{25}^* \) and \( C_{26}^* \), matrices \( B_{25}^* \) and \( B_{26}^* \), matrices \( D_{25}^* \) and \( D_{26}^* \), matrices \( C_{27}^* \) and \( C_{28}^* \), matrices \( B_{27}^* \) and \( B_{28}^* \), matrices \( D_{27}^* \) and \( D_{28}^* \), matrices \( C_{29}^* \) and \( C_{30}^* \), matrices \( B_{29}^* \) and \( B_{30}^* \), matrices \( D_{29}^* \) and \( D_{30}^* \), matrices \( C_{31}^* \) and \( C_{32}^* \), matrices \( B_{31}^* \) and \( B_{32}^* \), matrices \( D_{31}^* \) and \( D_{32}^* \), matrices \( C_{33}^* \) and \( C_{34}^* \), matrices \( B_{33}^* \) and \( B_{34}^* \), matrices \( D_{33}^* \) and \( D_{34}^* \), matrices \( C_{35}^* \) and \( C_{36}^* \), matrices \( B_{35}^* \) and \( B_{36}^* \), matrices \( D_{35}^* \) and \( D_{36}^* \), matrices \( C_{37}^* \) and \( C_{38}^* \), matrices \( B_{37}^* \) and \( B_{38}^* \), matrices \( D_{37}^* \) and \( D_{38}^* \), matrices \( C_{39}^* \) and \( C_{40}^* \), matrices \( B_{39}^* \) and \( B_{40}^* \), matrices \( D_{39}^* \) and \( D_{40}^* \), matrices \( C_{41}^* \) and \( C_{42}^* \), matrices \( B_{41}^* \) and \( B_{42}^* \), matrices \( D_{41}^* \) and \( D_{42}^* \), matrices \( C_{43}^* \) and \( C_{44}^* \), matrices \( B_{43}^* \) and \( B_{44}^* \), matrices \( D_{43}^* \) and \( D_{44}^* \). The time derivative of (9) is

\[
\dot{V}(t) = x_d^T(t)E^TE_d^{-1}x_a(t) + S(x_d^T(t)E^TX_h^{-1}x_a(t))
\]  
(21)

From (20) and (7), it follows \( EX_i = X_i^TE^T \). With the positive definiteness of the matrices \( h_i(t) \), (13) ensures

\[
E^TE_h^{-1} = (X_h)^{-1}E \geq 0
\]  
(22)

Moreover, derivating (2) it follows that \( \sum_{i=1}^{r} \dot{h}_i(t) = 0 \), which results in \( h_i(t) = -\sum_{i=1}^{r} \dot{h}_i(t) \), the second term in (21) can be developed as

\[
\frac{d}{dt}(X_h)^{-1} = -(X_h)^{-1} \left( \sum_{i=1}^{r} \frac{d}{dt}h_i(t)X_i \right)(X_h)^{-1}
\]

\[
= -(X_h)^{-1} \left( \sum_{i=1}^{r-1} \dot{h}_i(t)(X_i - X_i^T) \right)(X_h)^{-1}
\]  
(23)

With (6), (22) and (23), the derivative of (9) becomes

\[
\dot{V}(t) = -x_h^T(t)X_h^T \left( \sum_{i=1}^{r} \dot{h}_i(t)E(X_i - X_i^T) \right)X_h^{-1}x_a(t)
\]

\[
+ S \left( (A_i^*x_a(t) + B_i^*u(t))^T(X_h)^{-1}x_a(t) \right)
\]  
(24)

Let denote \( \Gamma(t) = \dot{V}(x_a(t)) + c^T(t)e(t) - \gamma^2 u^T(t)u(t) \), the left hand side of (8) is given by \( \Gamma(t) = \xi^T(t)M(t)\xi(t) \) where \( \xi(t) = [x_d^T(t) u^T(t)] \) and \( M(t) \) is defined by

\[
M(t) = \begin{bmatrix} M_1(t) & M_2(t) \\ M_3(t) & M_4(t) \end{bmatrix}
\]  
(25)

with

\[
M_1(t) = -\dot{(x_h(t))}^T \left( \sum_{i=1}^{r} \dot{h}_i(t)(E(X_i - X_i^T)) \right)X_h^{-1}
\]

\[
+ S \left( (X_h)^{-1}A_i^* \right) \]  
(26)

\[
M_2(t) = (X_h)^{-2}B_i^* + (C_i^{*T})^TD_h^*
\]

\[
M_3(t) = (D_h^*)^TD_h^* - \gamma^2 I_p
\]

The inequality (8) is satisfied if and only if \( M(t) < 0 \). Applying a Schur complement, \( M(t) < 0 \) is equivalent to

\[
\begin{bmatrix}
M_{1\alpha}(t) & * & * \\
B_h^*E_h^{-1} & \gamma^2 I_p & * \\
D_h^* & -I_m & * 
\end{bmatrix} < 0
\]  
(27)

with

\[
M_{1\alpha}(t) = -x_h^T(t) \left( \sum_{k=1}^{r} \dot{h}_k(t)(E(X_k - X_k^T)) \right)X_h^{-1}
\]

\[
+ S \left( X_h^{-1} A_i^* \right)
\]

Pre- and post-multiplying (26) by \( T = diag((X_h)^T, I_p, I_{n+k}) \) and \( TT^T \) respectively, it follows

\[
\begin{bmatrix}
M_{1\alpha}(t) & * & * \\
B_h^*E_h^{-1} & \gamma^2 I_p & * \\
D_h^* & -I_m & * 
\end{bmatrix} < 0
\]  
(28)

\[
M_{1\beta}(t) = \left( \sum_{k=1}^{r} \dot{h}_k(z(t))E(X_k - X_k^T) \right)X_h^{-1} + S(A_i^*X_h)
\]
The inequality (14) is equivalent to $E(X_k - X_r) \leq 0$. With $|\dot{h}_k(z(t))| \leq \Phi_k$, it follows

$$- \sum_{k=1}^{r-1} \dot{h}_k(t) E(X_k - X_r) \leq - \sum_{k=1}^{r-1} \Phi_k E(X_k - X_r) \tag{29}$$

From (27) and (29), it follows that the $L_2$-gain of the approximation error is bounded by $\gamma$ (i.e. (8) is satisfied) if $M_{kh} < 0$ holds with

$$M_{ij} = \begin{bmatrix} M_{11} & \ast & \ast \\ B_{12} & -\gamma^2 I_p & \ast \\ C_{1i} X_j & D_r & -I_m \end{bmatrix} \tag{30}$$

where $M_{11} = -\sum_{k=1}^{r-1} \Phi_k E(X_k - X_r) + S(A_i^T X_j)$. Using the lemma 1, sufficient conditions are given by

$$M_{ii} < 0, \ 1 \leq i \leq r \tag{31a}$$

$$\frac{1}{r-1} M_{ii} + \frac{1}{2} (M_{ij} + M_{ji}) < 0, \ 1 \leq i \neq j \leq r \tag{31b}$$

These inequalities are not linear in the sought matrices $X_i$, $A_i^r$ and $C_i^r$. In order to obtain LMI, the following variable changes are defined by $\bar{\gamma} = \gamma^2$ and

$$[A_i^r \bar{A}_2^r] = A_i^r \left[ X_1^{2T} \ X_2^{22} \right] \tag{32}$$

$$[C_i^r \bar{C}_2^r] = C_i^r \left[ X_1^{2T} \ X_2^{22} \right] \tag{33}$$

With the definition of $X_i$ given by (20) and the variable changes defined by (32-33) it follows

$$A_i^r X_j = \begin{bmatrix} A_i X_{11}^r & A_i X_{12}^r & \ast & \ast \\ A_i X_{21}^r & A_i X_{22}^r & 0 & 0 \\
X_{11}^{2T} - X_{31}^{23} & X_{12}^{2T} - X_{32}^{23} & X_{33}^{23} - X_{34}^{23} & X_{34}^{23} \\
X_{12}^{2T} - X_{31}^{23} & X_{22}^{2T} - X_{32}^{23} & X_{33}^{23} - X_{34}^{23} & X_{34}^{23} \end{bmatrix} \tag{34}$$

Thus, with (34), the inequality (31) becomes (15). Since the matrices $X_i$ are non singular, the matrix $[X_1^{2T} \ X_2^{22}]$ is full row rank and thus $A_i^r$ and $C_i^r$ can be obtained by right pseudo inversion of $[X_1^{2T} \ X_2^{22}]$ in (32) and (33) and are given by (18) and (19), achieving the proof.

IV. MOR WITH FREQUENCY WEIGHTING

Frequency weighting functions can be introduced in the MOR procedure if this procedure appears to be too conservative to be tractable. Such functions may be a mean to relax the specifications in some frequency range(s) of less interest since the requirement on the approximation accuracy is not the same at the whole frequency range [22]. In order to do so, it suffices to chose a weighting function with a gain significantly less than 1 in the frequency range(s) of less interest. In this case, the criterion to be minimized is the $L_2$-gain from the input $u(t)$ to the filtered approximation error $e^f(t)$, where $e^f(t)$ is the output of the state space system $(A_i^f, B_i^f, C_i^f, D_i^f)$ of order $n_f$, fed with $e(t)$ defined in (5b). The system matrices $A_i^f$, $B_i^f$, $C_i^f$ and $D_i^f$ are chosen by the user in order to put an emphasis on prescribed frequency ranges while relaxing the $L_2$-gain constraints in the remaining. In this case, the approximation error becomes

$$\ddot{e}(t) = \bar{A}_i^f \bar{e}(t) + \bar{B}_i^f u(t) \tag{35a}$$

$$e^f(t) = \bar{C}_i^f \bar{e}(t) + \bar{D}_i^f u(t) \tag{35b}$$

with $\bar{e}(t) = [x^{2T}(t) \ x^{2T}(t) \ x^{2T}(t)]$, $\bar{C}_i^f = [C_i^f \ D_i^f C_i^r - D_i^f C_i^r]$ and

$$\bar{A}_i^f = \begin{bmatrix} A_i^f & B_i^f C_i^r & -B_i D_i^f \\ 0 & A_i^r & 0 \\ 0 & 0 & A_i^r \end{bmatrix} \tag{36}$$

The following theorem detials the computation of the reduced order system $(A_i^r, B_i^r, C_i^r, D_i^r)$ of order $k$ for given frequency weighting system $W^f(s)$.

Theorem 2: There exists a reduced system (4) of order $k < n$ optimally approximating the system (35) (i.e. minimizing the $L_2$-gain from $u(t)$ to $e^f(t)$ in (35), if there exist matrices $X_{11}^r = X_{11}^{1T}$, $X_{12}^r$ and $X_{44}^r \in \mathbb{R}^{n_f \times k}$, matrices $X_{12}^{12}$, $X_{12}^{22}$ and $X_{35}^r \in \mathbb{R}^{n_f \times n}$, matrices $X_{33}^r$, $X_{43}^{2T}$ and $X_{44}^r \in \mathbb{R}^{n_f \times k}$, matrices $X_{32}^{2T}$, $X_{52}^r$ and $X_{55}^r \in \mathbb{R}^{n_f \times n}$, matrices $X_{33}^{12}$, $X_{53}^r$ and $X_{56}^r \in \mathbb{R}^{n_f \times k}$, matrices $X_{33}^{2T}$, $X_{63}^r$ and $X_{66}^r$ and $A_{3i}^K \in \mathbb{R}^{k \times k}$, matrices $X_{51}^r$ and $X_{54}^r \in \mathbb{R}^{k \times n}$, matrices $X_{51}^r$, $X_{54}^r$ and $A_{1i}^r \in \mathbb{R}^{k \times k}$, matrices $X_{52}^r$, $X_{65}^r$ and $A_{2i}^r \in \mathbb{R}^{k \times n}$, matrices $C_{1i}^r$, $C_{2i}^r \in \mathbb{R}^{m \times n_f}$, $C_{1i}^r, C_{2i}^r \in \mathbb{R}^{m \times k}$) matrices $B_i^r \in \mathbb{R}^{k \times p}$ and matrices $D_i^r \in \mathbb{R}^{m \times k}$, minimizing $\gamma$ under the LMI constraints (37-40).

$$\begin{bmatrix} X_{11}^{12} & X_{12}^{12} & X_{13}^{12} \\ X_{12}^{13} & X_{12}^{22} & X_{12}^{23} \\ X_{13}^{23} & X_{13}^{33} & X_{13}^{34} \end{bmatrix} > 0, \ 1 \leq i \leq r \tag{37}$$

$$\begin{bmatrix} X_{11}^{12} & X_{12}^{12} & X_{13}^{12} \\ X_{12}^{13} & X_{12}^{22} & X_{12}^{23} \\ X_{13}^{23} & X_{13}^{33} & X_{13}^{34} \end{bmatrix} \leq 0, \ 1 \leq i \leq r - 1 \tag{38}$$

$$\Theta_{ii} < 0, \ 1 \leq i \leq r \tag{39}$$

where $\Theta_{ij}$ is defined by

$$\Theta_{ij} = \begin{bmatrix} \Theta_{11}^{ij} & \ast & \ast \\ \ast & \ddots & \ast \\ \ast & \ast & \Theta_{88}^{ij} \end{bmatrix} \tag{41}$$

with

$$\Theta_{11}^{ij} = \text{S}(A_i X_{11}^r + B_i^T C_i X_{12}^{2T} - B_i C_i^r) - \sum_{k=1}^{r-1} \Phi_k (X_{11}^{11} - X_{11}^{11})$$

$$\Theta_{21}^{ij} = A_i X_{12}^{2T} + (A_i^r X_{12}^{1T} + B_i^T C_i^r X_{22}^{2T} - B_i C_i^r) X_{22}^{2T}$$

$$- \sum_{k=1}^{r-1} \Phi_k (X_{12}^{12} - X_{12}^{12})$$

$$\Theta_{22}^{ij} = \text{S}(A_i X_{12}^{2T} - \sum_{k=1}^{r-1} \Phi_k (X_{22}^{12} - X_{22}^{12}$$

$$\Theta_{31}^{ij} = A_i^r X_{12}^{12} + (A_i^r X_{12}^{12} + B_i C_i X_{23}^{23} - B_i C_i^r) X_{23}^{23}$$

$$- \sum_{k=1}^{r-1} \Phi_k (X_{23}^{12} - X_{23}^{12})$$
The $L_2$-gain from $u(t)$ to $e^f(t)$ is given by $\gamma = \sqrt{\tau}$ and the matrices $A^f_i$ and $C^f_i$ are respectively obtained by

$$A^f_i = \left( \sum_{k=1}^{3} A^f_{ik} X^{ki} \right) \left( \sum_{k=1}^{3} X^{k3T} X^{k3} \right)^{-1}$$

$$C^f_i = \left( \sum_{k=1}^{3} C^f_{ik} X^{ki} \right) \left( \sum_{k=1}^{3} X^{k3T} X^{k3} \right)^{-1}$$

**Proof:** Following the proof of theorem 1, the system (35) is written as the descriptor system (6) with

$$X_{o}(t) = \left[ \dot{x}^T(t) \ x^T(t) \right], C^f_i = [C^f_i 0], D^f_i = D^f_i, E = diag(I_{n_2+n+k},0_{n_2+n+k})$$

$$A^f_i = \left[ \begin{array}{cc} A^f_{i} & 0_{n_2+n+k} \\ I_{n_2+n+k} & -I_{n_2+n+k} \end{array} \right], B^f_i = \left[ \begin{array}{c} B^f_i \end{array} \right]$$

$$C^f_i = \left[ \begin{array}{ccc} D^f_i C^f_i & 0 & 0 & -D^f_i C^f_i \end{array} \right]$$

The Lyapunov function $V(x_o(t))$ is defined by (9) with

$$X_i = \left( \begin{array}{cccc}
X_i^{11} & X_i^{12} & X_i^{13} & 0 & 0 & 0 \\
X_i^{12T} & X_i^{22} & X_i^{23} & 0 & 0 & 0 \\
X_i^{13T} & X_i^{23T} & X_i^{33} & 0 & 0 & 0 \\
X_i^{41} & X_i^{42} & X_i^{43} & X_i^{44} & X_i^{45} & X_i^{46} \\
X_i^{51} & X_i^{52} & X_i^{53} & X_i^{54} & X_i^{55} & X_i^{56} \\
X_i^{61} & X_i^{62} & X_i^{63} & X_i^{64} & X_i^{65} & X_i^{66} \\
\end{array} \right)$$

It can be shown that the matrices $X_i$ are positive definite with similar arguments to those given in the previous proof. From (38), the function $V(x_o(t))$ is positive definite. As seen previously, the $L_2$-gain of the approximation error is bounded by $\gamma$ if $M_{sh} < 0$ holds with (30). Using the system matrices defined in (44) and the Lyapunov function defined by (9) and (45), $M_{ij}$ in (30) becomes $\Theta_{ij}$, defined by (41) and the LMI conditions (14-16) of theorem 1 become (38-40), following the same steps than in the proof of theorem 1 and using the variable changes $\gamma = \sqrt{\tau}$ and

$$[A^s_i \ A^s_{2i} \ A^s_{3i}] = A^s_f \left[ X^{13T} \ X^{23T} \ X^{33} \right]$$

$$[C^s_i \ C^s_{2i} \ C^s_{3i}] = C^s_f \left[ X^{13T} \ X^{23T} \ X^{33} \right]$$

**V. NUMERICAL EXAMPLE**

The results presented in Theorem 2 are applied in order to compute a second order nonlinear system approximation a fifth order nonlinear system with $r = 3$ subsystems, $m = 1$ output and $p = 2$ inputs, defined by (1) with

$$D_1 = [0.005 0.005] \text{ and } D_2 = [0.004 0.002]$$

$$A_1 = \left[ \begin{array}{ccc}
-12 & -32 & 38 & -38 & 0 \\
1.67 & -26 & -2.33 & -1.67 & 0 \\
-1.33 & -24 & -6.33 & 1.33 & 8 \\
-4.33 & -8 & 40.67 & -45.67 & 8 \\
1.67 & -25 & -2.33 & -1.67 & -1 \end{array} \right]$$

$$B_1 = \left[ \begin{array}{ccc}
0.57 & 0.41 & 0.667 \\
-0.11 & -0.037 & 0 \\
0.98 & 0.45 & 1.33 \\
0.28 & 0.08 & 0 \end{array} \right]$$

The input signals are depicted on Figure 1. The weighting, functions, depending on the input signals, are defined by $w_1(t) = (tanh(u_1(t)u_2(t))/6) + 1$, $w_2(t) = (tanh((u_1(t) + u_2(t))/6) + 1$, $w_3(t) = (tanh((u_1(t) - u_2(t))/6) + 1$ and $h_i(t) = (w_i(t))/\sum_{k=1}^{3} w_k(t)$. The weighting functions are depicted on figure 2. The bound on the norm of the derivative of the weighting functions are $\Phi_k = 0.3$. Without frequency weighting, the solution of the LMI problem given by (13-16) is a minimum $L_2$-gain from $u(t)$ to $e(t) = (y(t) - y_r(t)$ given by $\gamma = 0.14$. The original...
and reduced system outputs are depicted on Figure 3. The obtained results can be improved with the use of a frequency weighting function in order to relax the $L_2$-gain constraint on some frequency ranges. The frequency weighting function is chosen to be a bandpass filter with a passband from $10^{-2}$ to $10^2$ rad/s, its transfer function is

$$W_f(s) = \frac{0.0625(s + 0.005)^2(s + 2000)^2}{(s + 0.02)^2(s + 500)^2}$$

Solving the LMI optimization problem given by (37-40), the minimum $L_2$-gain from $u(t)$ to $e^f(t)$ is $\gamma = 0.08$ and the reduced order system is defined by (4) with

$$A_r^1 = \begin{bmatrix} -1.03 & -1.12 \\ -0.178 & -8.08 \end{bmatrix}, \quad C_r^T = \begin{bmatrix} -0.57 \\ -0.31 \end{bmatrix}$$

$$B_r^1 = \begin{bmatrix} -0.43 & -0.12 \\ 0.044 & -0.32 \end{bmatrix}, \quad D_r^T = \begin{bmatrix} 0.02 \\ 0.02 \end{bmatrix}$$

$$A_r^2 = \begin{bmatrix} -17.84 & 17.47 \\ -17.39 & -17.57 \end{bmatrix}, \quad C_r^T = \begin{bmatrix} -0.31 \\ 0.13 \end{bmatrix}$$

$$B_r^2 = \begin{bmatrix} 0.19 & 0.047 \\ 0.078 & 0.017 \end{bmatrix}, \quad D_r^T = \begin{bmatrix} 0.03 \\ 0.02 \end{bmatrix}$$

$$A_r^3 = \begin{bmatrix} -0.699 & -1.11 \\ 1.11 & 5.15 \end{bmatrix}, \quad C_r^T = \begin{bmatrix} -0.47 \\ -0.35 \end{bmatrix}$$

$$B_r^3 = \begin{bmatrix} -0.31 & -0.21 \\ 0.18 & 0.16 \end{bmatrix}, \quad D_r^T = \begin{bmatrix} -0.002 \\ -0.004 \end{bmatrix}$$

The system output $y(t)$ can be compared to the output of the reduced system $y_r(t)$, both depicted on Figure 4.
VI. CONCLUSION

In this note, LMI conditions have been proposed to design a reduced order Takagi-Sugeno system that approximates a nonlinear system of higher order. The optimal reduced order system is found by minimizing the approximation error, quantified by the $L_2$-gain from the input to the difference of the outputs of the original and reduced systems. Nonquadratic Lyapunov functions are used here, with the help of descriptor approach, in order to introduce slack variables to reduce the conservatism of the proposed results. Frequency weighting transfer functions are introduced in order to highlight a particular operating frequency range in which the original system should be precisely approximated. These weighting functions allow to prevent from imposing to hard constraints on the whole frequency range, indeed it may not be necessary to have an accurate approximation of the system outside of its useful bandwidth.

It should be mentioned that, due to the numbers of LMI conditions and scalar decision variables, the method exposed here is not suited for the model order reduction of high dimension systems. It should be rather used to decrease the state dimension of nonlinear systems to design observer / controller of reasonable order. Nevertheless, it should be mentioned that model order reduction and reduced order design of observer / controller are not trivial tasks.

Future works should be devoted to extend the presented results to discrete time nonlinear systems with some specific tools adapted to these systems.
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