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#### Abstract

In this paper, we propose a new scheme for the numerical integration of the Landau-Lifschitz-Gilbert (LLG) equations in their full complexity, in particular including stray-field interactions. The scheme is consistent up to order 2 (in time), and unconditionally stable. It combines a linear inner iteration with a non-linear renormalization stage for which a rigorous proof of convergence of the numerical solution toward a weak solution is given, when both space and time stepsizes tend to 0 . A numerical implementation of the scheme shows its performance on physically relevant test cases. We point out that to the knowledge of the authors this is the first finite element scheme for the LLG equations which enjoys such theoretical and practical properties.


Mathematics Subject Classification $35 \mathrm{~K} 55 \cdot 65 \mathrm{M} 12 \cdot 65 \mathrm{M} 60$

## 1 Introduction

In 1935 Landau and Lifschitz proposed a model for the description of the evolution of the magnetization in a ferromagnetic material [15]: Suppose that the three dimensional ferromagnetic sample under consideration occupies some domain $\Omega \subset \mathbb{R}^{3}$ and let

[^0]$\mathbf{m}$ be the direction of the magnetization. The model, namely the Landau-LifschitzGilbert (LLG) equations, reads as follows
\[

\left[$$
\begin{array}{ll}
\partial_{t} \mathbf{m}-\alpha \mathbf{m} \times \partial_{t} \mathbf{m}=-\gamma_{0} M_{s} \mathbf{m} \times \mathbf{H}_{\text {eff }} \quad \text { in } \Omega  \tag{1}\\
\partial_{n} \mathbf{m}=0 & \text { on } \partial \Omega
\end{array}
$$\right.
\]

(As above, vectorial quantities will be denoted in bold letters in the sequel to avoid ambiguity). The parameters in the equation are the damping parameter $\alpha$, the gyromagnetic constant $\gamma_{0}$ and the saturation magnetization $M_{s}$. The so-called effective field $\mathbf{H}_{\text {eff }}$, measured in units of $M_{s}$, is given by the functional derivative of the micromagnetic (free) energy $\mathcal{E}$, more precisely

$$
\begin{equation*}
\mathbf{H}_{\mathrm{eff}}(\mathbf{m})=-\frac{\partial \mathcal{E}}{\partial \mathbf{m}}=d^{2} \Delta \mathbf{m}+\mathbf{H}_{\mathrm{d}}(\mathbf{m})+\mathbf{H}_{\mathrm{ext}}+Q(\mathbf{e} \cdot \mathbf{m}) \mathbf{e} \tag{2}
\end{equation*}
$$

where the energy $\mathcal{E}$ (see $[10,13,15]$ ) is given by

$$
\begin{align*}
\mathcal{E}(\mathbf{m})= & \frac{1}{2}\left(d^{2} \int_{\Omega}|\nabla \mathbf{m}|^{2} \mathrm{~d} \mathbf{x}-\int_{\Omega} \mathbf{H}_{\mathrm{d}}(\mathbf{m}) \cdot \mathbf{m} \mathrm{d} \mathbf{x}\right. \\
& \left.-2 \int_{\Omega} \mathbf{H}_{\mathrm{ext}} \cdot \mathbf{m} \mathrm{~d} \mathbf{x}-Q \int_{\Omega}(\mathbf{e} \cdot \mathbf{m})^{2} \mathrm{~d} \mathbf{x}\right) . \tag{3}
\end{align*}
$$

The four contributions to the effective field in (2) and the energy in (3), respectively, correspond to the so-called exchange, stray-field, applied and anisotropy field or energy, respectively. The material constants in (2) and (3) are the exchange constant $d$, the anisotropy constant $Q$ and the anisotropy direction $\mathbf{e}$ (also called the easy axis). Furthermore, the vector field $\mathbf{H}_{\text {ext }}$ models an applied magnetic field. We will also use the notation $\mathbf{H}_{\text {aniso }}=Q(\mathbf{e} \cdot \mathbf{m}) \mathbf{e}$. The stray field $\mathbf{H}_{\mathrm{d}}(\mathbf{m})$ is the magnetic field induced by the magnetization distribution $\mathbf{m}$ via the following (subset of) static Maxwell equations

$$
\left[\begin{array}{l}
\operatorname{curl} \mathbf{H}_{\mathrm{d}}(\mathbf{m})=0 \quad \text { in } \mathbb{R}^{3}  \tag{4}\\
\operatorname{div}\left(\mathbf{H}_{\mathrm{d}}(\mathbf{m})+\mathbf{m}\right)=0 \quad \text { in } \mathbb{R}^{3} .
\end{array}\right.
$$

Notice that in the equation above, all fields are measured in units of $M_{s}$. Below the Curie temperature, the magnetization can be described by a directional field that we rescale to unit length. It is straightforward to check that the magnitude of the magnetization

$$
\begin{equation*}
|\mathbf{m}(\mathbf{x}, t)|=1 \tag{5}
\end{equation*}
$$

is formally conserved by the dynamics (1). Take note that the gyromagnetic term is a conservative term while the damping term leads to the following energy dissipation law

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}(\mathbf{m}(t))=-\frac{\alpha}{\gamma_{0} M_{S}} \int_{\Omega}\left|\partial_{t} \mathbf{m}\right|^{2} \mathrm{~d} \mathbf{x} \tag{6}
\end{equation*}
$$

In the mathematical analysis, most of the physical constants can be normalized to one by rescaling. For example, rescaling time and redefining $\alpha$ allows to assume that $\gamma_{0} M_{s}=1$. However, in the last section of this paper, where the proposed numerical scheme is tested in physical situations, it is more appropriate to go back to the original scaling.

The numerical approximation of solutions to (1) is an important issue in applications. Nowadays, numerous strategies exist in the literature-though among them only few reliable ones [11]. Classical schemes are based on finite differences that are, as usual, well adapted to Cartesian grids. On the other hand, finite element approximations will suit complex geometries and weak solutions, with the drawback that they are difficult to analyze in practice. In particular, proving the convergence of a finite element solution towards a solution of (1) as the space and time steps tend to zero turns out to be quite difficult and has probably been first established in [5]. This result was further improved in [8] and [1] for the case in which only the exchange term is present, and in [3] for the general case. Such formulations are now in use in the physics literature [16]. We hereafter study a further generalization of the scheme proposed in [1]: a second order (in time) variant. We point out that despite the fact that LLG equation is highly non-linear, our scheme still uses an inner iteration which requires a linear and positive definite system to be solved. Numerical tests support the performance of the method. Notice also that convergent order 2 schemes, based for instance on midpoint approximations have previously been proposed in [9] with the drawback of needing to solve a non-linear inner iteration.

Let us start with a brief outline of our paper. In Sect. 2 we first recall the notion of weak solutions. Section 3 introduces the finite-element spaces. Section 4 restates the first order scheme proposed in [1]. The non-linearity of the LLG equation calls for recurrent renormalization of the time-discrete approximation, an issue discussed in Sect. 5. Section 6 finally provides a derivation of our new scheme, the main convergence result together with the proof. Section 7 finally covers some numerical examples.

## 2 Notion of weak solutions to LLG

Let us recall the notion of a weak solution to (1) from [6] and [18].

Definition 1 Consider an initial magnetization, i.e., a vector field $\mathbf{m}_{0} \in H^{1}(\Omega)^{3}$ that is a.e. of unit length. A vector field $\mathbf{m}$ is called a weak solution to (1) with initial data $\mathbf{m}_{0}$ if for all times $T>0$ there holds

1. $\mathbf{m} \in H^{1}\left(\Omega_{T}\right)^{3}$ with $\Omega_{T}=\Omega \times(0, T)$, and $|\mathbf{m}|=1$ a.e.
2. For all test functions $\in \mathbf{H}^{\mathbf{1}}\left(\Omega_{\mathbf{T}}\right)^{\mathbf{3}}$

$$
\begin{align*}
& \int_{\Omega_{T}} \partial_{t} \mathbf{m} \cdot \Psi \mathrm{~d} \mathbf{x} \mathrm{~d} t-\alpha \int_{\Omega_{T}}\left(\mathbf{m} \times \partial_{t} \mathbf{m}\right) \cdot \Psi \mathrm{d} \mathbf{x} \mathrm{~d} t \\
& \quad=d^{2} \sum_{i=1}^{d} \int_{\Omega_{T}}\left(\mathbf{m} \times \partial_{x_{i}} \mathbf{m}\right) \cdot \partial_{x_{i}} \Psi \mathrm{~d} \mathbf{x} \mathrm{~d} t  \tag{7}\\
& \quad-\int_{\Omega_{T}} \mathbf{m} \times\left(\mathbf{H}_{\mathrm{d}}(\mathbf{m})+\mathbf{H}_{\mathrm{ext}}+\mathbf{H}_{\text {aniso }}(\mathbf{m})\right) \cdot \Psi \mathrm{d} \mathbf{x} \mathrm{~d} t
\end{align*}
$$

3. The magnetization initially satisfies $\mathbf{m}(\mathbf{x}, 0)=\mathbf{m}_{0}(\mathbf{x})$ in the trace sense, and
4. The energy decreases according to

$$
\begin{equation*}
\mathcal{E}(\mathbf{m}(T))+\alpha \int_{\Omega_{T}}\left|\partial_{t} \mathbf{m}\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t \leq \mathcal{E}(\mathbf{m}(0)) \tag{8}
\end{equation*}
$$

## 3 The finite element scheme

As in [5], our discretization relies on piecewise linear finite elements in space combined with a linear interpolation in time. The domain $\Omega$ is discretized by a conformal triangulation $\mathcal{T}_{h}$ of mesh size $h$ with vertices $\left(\mathbf{x}_{i}^{h}\right)_{1 \leq i \leq N_{h}}$. Let us denote by $\left(\phi_{i}^{h}\right)_{1 \leq i \leq N_{h}}$ the set of associated piecewise linear basis functions that satisfy $\phi_{i}^{h}\left(\mathbf{x}_{j}^{h}\right)=\delta_{i, j}$ at the vertices $\mathbf{x}_{j}^{h}$ for $1 \leq i, j \leq N_{h}$, where $\delta_{i, j}$ denotes the Kronecker symbol. This amounts to a standard $P^{1}\left(\mathcal{T}_{h}\right)$-discretization. Based on the scalar basis $\left(\phi_{i}^{h}\right)_{1 \leq i \leq N_{h}}$ we construct the vector-valued finite element space as

$$
V_{h}=\left\{\mathbf{u}^{h}=\sum_{i} \mathbf{u}_{i} \phi_{i}^{h}, \text { s.t. } \forall i, \mathbf{u}_{i} \in \mathbb{R}^{3}\right\} .
$$

Due to the unit-length constraint (5), the solution to (7) is sought in the subset

$$
M_{h}=\left\{\mathbf{u}^{h} \in V_{h}, \text { s.t. } \forall i, \mathbf{u}_{i} \in \mathbb{S}^{2}\right\} \subset V_{h}
$$

Let us also introduce the tangent space to $\mathbf{m}^{h}=\sum_{i} \mathbf{m}_{i} \phi_{i}^{h} \in M_{h}$, denoted by

$$
K_{\mathbf{m}}=\left\{\mathbf{v}^{h}=\sum_{i} \mathbf{v}_{i} \phi_{i}^{h}, \text { s.t. } \forall i, \mathbf{v}_{i} \cdot \mathbf{m}_{i}=0\right\} .
$$

Furthermore, the classical nodal interpolation operator is given by

$$
\begin{align*}
\mathcal{I}_{h}: \mathcal{C}^{0}\left(\Omega, \mathbb{R}^{3}\right) & \rightarrow V_{h} \\
\mathbf{u} & \mapsto \sum_{i} \mathbf{u}\left(\mathbf{x}_{i}^{h}\right) \phi_{i}^{h} . \tag{9}
\end{align*}
$$

To simplify notations, the index $h$ of the ansatz functions will be neglected from now on most of the times, i.e., we write $\mathbf{u}, \mathbf{v}$, etc. instead of $\mathbf{u}^{h}, \mathbf{v}^{h}$, respectively, in case this does not lead to any ambiguities.

## 4 Revisiting the $\boldsymbol{\theta}$-scheme

The finite element scheme proposed in [5] relies on the observation that the LLG Eq. (1) -with the notation $\mathbf{v}=\partial_{t} \mathbf{m}$-can be rewritten in the following weak form

$$
\begin{align*}
& \alpha \int_{\Omega} \mathbf{v} \cdot \Psi \mathrm{d} \mathbf{x}+\alpha \int_{\Omega} \mathbf{m} \times \mathbf{v} \cdot \Psi \mathrm{d} \mathbf{x} \\
& \quad=-d^{2} \int_{\Omega} \nabla \mathbf{m} \cdot \nabla \Psi \mathrm{d} \mathbf{x}+\int_{\Omega}\left(\mathbf{H}_{\mathrm{d}}(\mathbf{m})+\mathbf{H}_{\mathrm{ext}}+\mathbf{H}_{\mathrm{aniso}}(\mathbf{m})\right) \cdot \Psi \mathrm{d} \mathbf{x} . \tag{10}
\end{align*}
$$

Equation (10) holds for every test function $\Psi \in H^{1}\left(\Omega, \mathbb{R}^{3}\right)$ that satisfies $\Psi(\mathbf{x}) \cdot \mathbf{m}(\mathbf{x})=$ 0 for a.e. $\mathbf{x}$ in $\Omega$. The reformulation of (1) in the form of (10) motivated the following $\theta$-scheme introduced in [1]:

Algorithm 1 Given an initial $\mathbf{m}^{0} \in M_{h}$ choose $\theta \in[0,1]$ and a time step size $k=\frac{T}{N}$ with $N \in \mathbb{N}$. For $n=0,1, \ldots, N$
a) Find $\mathbf{v}^{n} \in K_{\mathbf{m}^{n}}$ such that for all test functions $\Psi \in K_{\mathbf{m}^{n}}$
$\alpha \int_{\Omega} \mathbf{v}^{n} \cdot \Psi \mathrm{~d} \mathbf{x}+\int_{\Omega} \mathbf{m}^{n} \times \mathbf{v}^{n} \cdot \Psi \mathrm{~d} \mathbf{x}=-d^{2} \int_{\Omega} \nabla\left(\mathbf{m}^{n}+\theta k \mathbf{v}^{n}\right) \cdot \nabla \Psi \mathrm{d} \mathbf{x}$
$+\int_{\Omega}\left(\mathbf{H}_{\mathrm{d}}\left(\mathbf{m}^{n}\right)+\mathbf{H}_{\mathrm{ext}}+\mathbf{H}_{\text {aniso }}\left(\mathbf{m}^{n}\right)\right) \cdot \Psi \mathrm{d} \mathbf{x}$
b) Set $\mathbf{m}^{n+1}=\sum_{i} \mathbf{m}_{i}^{n+1} \phi_{i}^{h}$, where $\forall i, \mathbf{m}_{i}^{n+1}=\frac{\mathbf{m}_{i}^{n}+k \mathbf{v}_{i}^{n}}{\left|\mathbf{m}_{i}^{n}+k \mathbf{v}_{i}^{n}\right|}$.

It is noteworthy that this procedure requires the solution of a linear equation in each time step only. Moreover, due to the fact that the symmetric part of the underlying matrix is positive definite, existence and uniqueness of a solution to (11) is guaranteed.

The time discrete solution constructed via algorithm (11) at time-steps $N=\left[\frac{T}{k}\right]$ is interpolated as follows:

Definition 2 In each time interval $t \in[n k,(n+1) k)$ with $n \in\{0, \cdots, N\}$ we set

$$
\begin{aligned}
\mathbf{m}_{h, k}(\mathbf{x}, t) & =\frac{t-n k}{k} \mathbf{m}^{n+1}(\mathbf{x})+\frac{(n+1) k-t}{k} \mathbf{m}^{n}(\mathbf{x}), \\
\mathbf{m}_{h, k}^{-} & =\mathbf{m}^{n}(\mathbf{x}), \mathbf{v}_{h, k}=\mathbf{v}^{n}(\mathbf{x})
\end{aligned}
$$

Our notational convention is thus that $\mathbf{m}_{h, k}, \mathbf{m}_{h, k}^{-}$and $\mathbf{v}_{h, k}$ refer to suitable time interpolants of the time discrete approximation $\mathbf{m}^{n}$ and $\mathbf{v}^{n}$. Notice that $\mathbf{m}_{h, k}$ is piecewise linear in time whereas $\mathbf{m}_{h, k}^{-}$and $\mathbf{v}_{h, k}$ are piecewise constant. (The introduction of the piecewise constant magnetization will be useful in the convergence proof). Based on this discretization, weak convergence of the constructed approximation was established in [1]. Both the proof of this result and the proof in case of our new scheme consist of the following two main "classical" steps: as a first step establishing an energy estimate which guarantees the convergence (sufficiently strong) of the sequence constructed and then in a second step verifying that the limit indeed satisfies the equation. As far as the first step is concerned, the following section addresses the fact that the energy behaves well under renormalization-in principle a strongly nonlinear modification of the flow.

## 5 Renormalization decreases the energy

The influence of the renormalization on the exchange energy was for instance investigated in [2] in the continuous case. More precisely, it was shown that for maps $\mathbf{w} \in H^{1}\left(\Omega, \mathbb{R}^{3}\right)$ with $|\mathbf{w}(\mathbf{x})| \geq 1$ a.e. $\mathbf{x} \in \Omega$ one has

$$
\begin{equation*}
\int_{\Omega}\left|\nabla \frac{\mathbf{w}}{|\mathbf{w}|}\right|^{2} \mathrm{~d} \mathbf{x} \leq \int_{\Omega}|\nabla \mathbf{w}|^{2} \mathrm{~d} \mathbf{x} \tag{12}
\end{equation*}
$$

Hence, the renormalization step is expected to be energy decreasing-at least as far as the Dirichlet energy is concerned. Applications more related to finite element approximation of micromagnetic configurations can be found in [4]. The discrete version of (12) was proved by Bartels in [7]:

Theorem 1 [7] If the basis functions of the $P^{1}$-approximation satisfy

$$
\begin{equation*}
\forall i \neq j, \int_{\Omega} \nabla \phi_{i}^{h} \cdot \nabla \phi_{j}^{h} \mathrm{~d} \mathbf{x} \leq 0 \tag{13}
\end{equation*}
$$

then for all $\mathbf{v}=\sum_{i} \mathbf{v}_{i} \phi_{i}^{h} \in V_{h}$ such that $\forall i \in\left\{1, \ldots, N_{h}\right\},\left|\mathbf{v}_{i}\right| \geq 1$ it holds that

$$
\begin{equation*}
\int_{\Omega}\left|\nabla \mathcal{I}_{h}\left(\frac{\mathbf{v}}{|\mathbf{v}|}\right)\right|^{2} \mathrm{~d} \mathbf{x} \leq \int_{\Omega}|\nabla \mathbf{v}|^{2} \mathrm{~d} \mathbf{x} \tag{14}
\end{equation*}
$$

In 3d, the condition (13)—and hence (14)—is for instance satisfied provided all dihedral angles of the tetrahedra of the mesh are smaller than $\pi / 2$, see [17].

## 6 The new (almost) order 2 -scheme

Consider an exact solution $\mathbf{m}(n k)$ at time $n k$. As remarked in [1], it is a priori not sufficient to choose $\theta=\frac{1}{2}$ in (11) to achieve quadratic order. Indeed, the renormalization stage inherently introduces an order 2 term due to the expansion

$$
\begin{equation*}
\mathbf{m}_{n+1}:=\frac{\mathbf{m}(n k)+k \mathbf{v}}{|\mathbf{m}(n k)+k \mathbf{v}|}=\mathbf{m}(n k)+k \mathbf{v}-\frac{k^{2}}{2}|\mathbf{v}|^{2} \mathbf{m}(n k)+O\left(k^{3}\right) . \tag{15}
\end{equation*}
$$

Hence, in order to have $\mathbf{m}_{n+1}=\mathbf{m}((n+1) k)+O\left(k^{3}\right)$, it is necessary to take this term into account in the variational formulation that defines $\mathbf{v}$. We hence modify the time-discrete approximation of the magnetization $\mathbf{m}$ which we heuristically derive in the following. It is well known that the midpoint rule is exact up to cubic error, i.e.,

$$
\begin{aligned}
\mathbf{m}((n+1) k) & =\mathbf{m}(n k)+k \mathbf{m}_{t}\left(\left(n+\frac{1}{2}\right) k\right)+O\left(k^{3}\right) \\
& =\mathbf{m}(n k)+k\left(\mathbf{m}_{t}(n k)+\frac{k}{2} \mathbf{m}_{t t}(n k)\right)+O\left(k^{3}\right) .
\end{aligned}
$$

Now, setting

$$
\begin{align*}
\mathbf{v} & =P_{\mathbf{m}^{\perp}}\left(\mathbf{m}_{t}(n k)+\frac{k}{2} \mathbf{m}_{t t}(n k)\right) \\
& =\mathbf{m}_{t}(n k)+\frac{k}{2} P_{\mathbf{m}^{\perp}} \mathbf{m}_{t t}(n k), \tag{16}
\end{align*}
$$

where $P_{\mathbf{m}^{\perp}}$ denotes the projection onto the orthogonal component of $\mathbf{m}(n k)$, and noticing that $\mathbf{v} \cdot \mathbf{m}(n k)=0$, a Taylor expansion up to cubic order reveals

$$
\begin{aligned}
\frac{\mathbf{m}(n k)+k \mathbf{v}}{|\mathbf{m}(n k)+k \mathbf{v}|}= & \mathbf{m}(n k)+k \mathbf{v}-\frac{k^{2}}{2}|\mathbf{v}|^{2} \mathbf{m}(n k)+O\left(k^{3}\right) \\
= & \mathbf{m}(n k)+k \mathbf{m}_{t}(n k)+\frac{k^{2}}{2} P_{\mathbf{m}^{\perp}}\left(\mathbf{m}_{t t}(n k)\right) \\
& -\frac{k^{2}}{2}\left|\mathbf{m}_{t}(n k)\right|^{2} \mathbf{m}(n k)+O\left(k^{3}\right) \\
= & \mathbf{m}(n k)+k \mathbf{m}_{t}(n k)+\frac{k^{2}}{2} \mathbf{m}_{t t}(n k)+O\left(k^{3}\right) \\
= & \mathbf{m}((n+1) k)+O\left(k^{3}\right) .
\end{aligned}
$$

Notice that we have made use in the above computation that, due to the unit length constraint, one has

$$
\begin{aligned}
\mathbf{m}_{t t}(n k) & =P_{\mathbf{m}^{\perp}}\left(\mathbf{m}_{t t}(n k)\right)+\left(\mathbf{m}_{t t}(n k) \cdot \mathbf{m}(n k)\right) \mathbf{m}(n k) \\
& =P_{\mathbf{m}^{\perp}}\left(\mathbf{m}_{t t}(n k)\right)-\left|\mathbf{m}_{t}(n k)\right|^{2} \mathbf{m}(n k) .
\end{aligned}
$$

We therefore propose to modify the original first order scheme by replacing the tangential update with the higher order approximation (16).

We will use the simplifying shorthand notation $\mathbf{m}=\mathbf{m}(n k)$ and $\mathbf{m}_{t}=\mathbf{m}_{t}(n k)$. Let us proceed with the derivation of the equation that is satisfied by $\mathbf{v}=\mathbf{m}_{t}(n k)+$ $\frac{k}{2} P_{\mathbf{m}^{\perp}} \mathbf{m}_{t t}(n k)$, i.e. the counterpart to (10). The equation will be inferred from the differentiated LLG equation which we restate as

$$
\begin{equation*}
\alpha \mathbf{m}_{t}+\mathbf{m} \times \mathbf{m}_{t}=\mathbf{H}_{\mathrm{eff}}(\mathbf{m})-\left(\mathbf{H}_{\mathrm{eff}}(\mathbf{m}) \cdot \mathbf{m}\right) \mathbf{m} \tag{17}
\end{equation*}
$$

by multiplying (1) with $\mathbf{m} \times$.
Remark 1 Although the midpoint rule is of order 2, our scheme is only almost of order 2-as the section's title suggests and as we will see in the sequel. This is due to a regularizing term that is introduced in order to obtain the necessary estimates in the convergence proof. This term prevents the scheme from being of order 2, in the sense that the consistency error is not of order $O\left(k^{3}\right)$ but only $O\left(k^{3-\epsilon}\right)$ for any $\epsilon>0$. On the other hand, this regularization approach allows for unconditional convergence of the scheme. The approximation in space is still of order 1. Indeed, only piecewise linear functions ( $P^{1}$ Lagrange finite elements) are used in order to ensure condition (13). It is well known that this condition, which for the time being is mandatory to prove the convergence of the scheme, does not hold for higher order finite elements.

To begin with, the differentiation of (17) w.r.t. time yields

$$
\begin{align*}
\alpha \mathbf{m}_{t t}+\mathbf{m} \times \mathbf{m}_{t t}= & \frac{\partial \mathbf{H}_{\mathrm{eff}}}{\partial \mathbf{m}}\left(\mathbf{m}_{t}\right)-\left(\frac{\partial \mathbf{H}_{\mathrm{eff}}}{\partial \mathbf{m}}\left(\mathbf{m}_{t}\right) \cdot \mathbf{m}\right) \mathbf{m} \\
& -\left(\mathbf{H}_{\mathrm{eff}}(\mathbf{m}) \cdot \mathbf{m}_{t}\right) \mathbf{m}-\left(\mathbf{H}_{\mathrm{eff}}(\mathbf{m}) \cdot \mathbf{m}\right) \mathbf{m}_{t}, \tag{18}
\end{align*}
$$

where

$$
\frac{\partial \mathbf{H}_{\mathrm{eff}}}{\partial \mathbf{m}}\left(\mathbf{m}_{t}\right)=d^{2} \Delta \mathbf{m}_{t}+\mathbf{H}_{\mathrm{d}}\left(\mathbf{m}_{t}\right)+Q\left(\mathbf{e} \cdot \mathbf{m}_{t}\right) \mathbf{e}
$$

and where we once again used the unit length constraint (5). Now, we compute from (17) and (18).

$$
\begin{aligned}
\alpha \mathbf{v}+\mathbf{m} \times \mathbf{v} & =\alpha \mathbf{m}_{t}+\mathbf{m} \times \mathbf{m}_{t}+\frac{k}{2}\left(\alpha P_{\mathbf{m}^{\perp}} \mathbf{m}_{t t}+\mathbf{m} \times P_{\mathbf{m}^{\perp}} \mathbf{m}_{t t}\right) \\
& =P_{\mathbf{m}^{\perp}}\left(\alpha \mathbf{m}_{t}+\mathbf{m} \times \mathbf{m}_{t}+\frac{k}{2}\left(\alpha \mathbf{m}_{t t}+\mathbf{m} \times \mathbf{m}_{t t}\right)\right) \\
& =P_{\mathbf{m}^{\perp}}\left(\mathbf{H}_{\mathrm{eff}}(\mathbf{m})+\frac{k}{2} \frac{\partial \mathbf{H}_{\mathrm{eff}}}{\partial \mathbf{m}}\left(\mathbf{m}_{t}\right)-\frac{k}{2}\left(\mathbf{H}_{\mathrm{eff}}(\mathbf{m}) \cdot \mathbf{m}\right) \mathbf{m}_{t}\right)
\end{aligned}
$$

that we write in weak form

$$
\begin{aligned}
\int_{\Omega} \alpha \mathbf{v} \cdot \Psi+\mathbf{m} \times \mathbf{v} \cdot \Psi \mathrm{d} \mathbf{x}= & \int_{\Omega} \mathbf{H}_{\mathrm{eff}}(\mathbf{m}) \cdot \Psi \mathrm{d} \mathbf{x}+\frac{k}{2} \int_{\Omega} \frac{\partial \mathbf{H}_{\mathrm{eff}}}{\partial \mathbf{m}}\left(\mathbf{m}_{t}\right) \cdot \Psi \mathrm{d} \mathbf{x} \\
& -\frac{k}{2} \int_{\Omega}\left(\mathbf{H}_{\mathrm{eff}}(\mathbf{m}) \cdot \mathbf{m}\right) \mathbf{m}_{t} \cdot \Psi \mathrm{~d} \mathbf{x}
\end{aligned}
$$

for any test function $\Psi$ with $\Psi \cdot \mathbf{m}=0$. Observe that $\mathbf{m}_{t}(n k)=\mathbf{v}+O(k)$, cf. (16). Therefore up to higher order terms

$$
\begin{align*}
& \int_{\Omega}\left(\alpha+\frac{k}{2}\left(\mathbf{H}_{\mathrm{eff}}(\mathbf{m}) \cdot \mathbf{m}\right)\right) \mathbf{v} \cdot \Psi+\mathbf{m} \times \mathbf{v} \cdot \Psi \mathrm{d} \mathbf{x}-\frac{k}{2} \int_{\Omega} \frac{\partial \mathbf{H}_{\mathrm{eff}}}{\partial \mathbf{m}}(\mathbf{v}) \cdot \Psi \mathrm{d} \mathbf{x} \\
& \quad=\int_{\Omega} \mathbf{H}_{\mathrm{eff}}(\mathbf{m}) \cdot \Psi \mathrm{d} \mathbf{x}+O\left(k^{2}\right) \tag{19}
\end{align*}
$$

where we remind that $\mathbf{m}=\mathbf{m}(n k)$ and $\mathbf{m}_{t}=\mathbf{m}_{t}(n k)$. Observe that, if we neglect the residual term, the latter equation is (at first sight surprisingly) linear in $\mathbf{v}$. However, its well-posedness is non-obvious since both the first and the last contributions on the l.h.s. of (19) potentially affect the definiteness of the symmetric part of the operator. In order to guarantee solvability and uniqueness we proceed with higher order modifications that will finally lead to a well posed formulation. We address the first contribution and define (see Fig. 1)

$$
\tilde{\varphi}_{M}(x)= \begin{cases}\alpha+\frac{k}{2} \min (x, M) & \text { for } x \geq 0  \tag{20}\\ \frac{\alpha}{1+\frac{k}{2 \alpha} \min (-x, M)} & \text { for } x<0\end{cases}
$$

Notice that $\tilde{\varphi}_{M}(x)=\alpha+\frac{k}{2} \min (x, M)+O\left(k^{2} M^{2}\right)$. By abuse of notation we define

$$
\begin{equation*}
\varphi_{M}(\mathbf{m})=\tilde{\varphi}_{M}\left(\mathbf{H}_{\mathrm{eff}}(\mathbf{m}) \cdot \mathbf{m}\right) . \tag{21}
\end{equation*}
$$

As long as $\mathbf{H}_{\text {eff }}(\mathbf{m}) \cdot \mathbf{m}$ is uniformly bounded, we derive from (19) by plugging in (21) that

$$
\begin{align*}
& \int_{\Omega} \varphi_{M}(\mathbf{m}) \mathbf{v} \cdot \Psi+\mathbf{m} \times \mathbf{v} \cdot \Psi \mathrm{d} \mathbf{x}-\frac{k}{2} \int_{\Omega} \frac{\partial \mathbf{H}_{\mathrm{eff}}}{\partial \mathbf{m}}(\mathbf{v}) \cdot \Psi \mathrm{d} \mathbf{x} \\
& \quad=\int_{\Omega} \mathbf{H}_{\mathrm{eff}}(\mathbf{m}) \cdot \Psi \mathrm{d} \mathbf{x}+O\left(k^{2}\right) \tag{22}
\end{align*}
$$



Fig. 1 The regularizing cut-off function $\tilde{\varphi}_{M}(x)$

Replacing $\mathbf{H}_{\text {eff }}$ and $\frac{\partial \mathbf{H}_{\text {eff }}}{\partial \mathbf{m}}$ by their very definition, we obtain the counterpart to (10) for our new second order scheme:

$$
\begin{align*}
& \int_{\Omega} \varphi_{M}(\mathbf{m}) \mathbf{v} \cdot \Psi+\mathbf{m} \times \mathbf{v} \cdot \Psi \mathrm{d} \mathbf{x}+\frac{k}{2} \int_{\Omega} d^{2} \nabla \mathbf{v} \cdot \nabla \Psi-\mathbf{H}_{\mathrm{d}}(\mathbf{v}) \cdot \Psi-Q(\mathbf{e} \cdot \mathbf{v})(\mathbf{e} \cdot \Psi) \mathrm{d} \mathbf{x} \\
& \quad=\int_{\Omega}-d^{2} \nabla \mathbf{m} \cdot \nabla \Psi+\mathbf{H}_{\mathrm{d}}(\mathbf{m}) \cdot \Psi+Q(\mathbf{e} \cdot \mathbf{m})(\mathbf{e} \cdot \Psi)+\mathbf{H}_{\mathrm{ext}} \cdot \Psi \mathrm{~d} \mathbf{x} \tag{23}
\end{align*}
$$

We introduce only one further, final modification which implements the strategy delineated in Remark 1: In order to maintain unconditional convergence we additionally modify the second highest order term on the r.h.s. in the following way

$$
\frac{k}{2} \int_{\Omega} d^{2} \nabla \mathbf{v} \cdot \nabla \Psi \mathrm{~d} x \rightsquigarrow \frac{k}{2} \int_{\Omega}(1+\rho(k)) d^{2} \nabla \mathbf{v} \cdot \nabla \Psi \mathrm{~d} \mathbf{x},
$$

where $\rho(k) \rightarrow 0$ as $k \rightarrow 0$. Take note that for $\rho$ decreasing at least linearly, quadratic order is conserved. However, only in case that $\rho$ is slightly sublinear, for example $\rho(k)=k|\ln (k)|$, do we in fact achieve unconditional convergence.

Adopting Algorithm 1, we arrive at the following scheme:
Algorithm 2 Given an initial $\mathbf{m}^{0} \in M_{h}$ choose a time step size $k=\frac{T}{N}$ with $N \in \mathbb{N}$ and appropriate $\rho(k)$ and $M$, cf. Theorem 2 . For $n=0,1, \ldots, N$

$$
\left[\begin{array}{l}
\text { a) Find } \mathbf{v}^{n} \in K_{\mathbf{m}^{n}} \text { such that for all test functions } \Psi \in K_{\mathbf{m}^{n}} \\
\int_{\Omega} \varphi_{M}\left(\mathbf{m}^{n}\right) \mathbf{v}^{n} \cdot \Psi+\mathbf{m}^{n} \times \mathbf{v}^{n} \cdot \Psi \mathrm{~d} \mathbf{x}  \tag{24}\\
\quad+\frac{k}{2} \int_{\Omega}(1+\rho(k)) d^{2} \nabla \mathbf{v}^{n} \cdot \nabla \Psi-\mathbf{H}_{\mathrm{d}}\left(\mathbf{v}^{n}\right) \cdot \Psi-Q\left(\mathbf{e} \cdot \mathbf{v}^{n}\right)(\mathbf{e} \cdot \Psi) \mathrm{d} \mathbf{x} \\
=\int_{\Omega}-d^{2} \nabla \mathbf{m}^{n} \cdot \nabla \Psi+\left(\mathbf{H}_{\mathrm{d}}\left(\mathbf{m}^{n}\right)+\mathbf{H}_{\mathrm{ext}}+\mathbf{H}_{\text {aniso }}\left(\mathbf{m}^{n}\right)\right) \cdot \Psi \mathrm{d} \mathbf{x} . \\
\text { b) Set } \mathbf{m}^{n+1}=\sum_{i} \mathbf{m}_{i}^{n+1} \phi_{i}^{h}, \text { where } \forall i, \mathbf{m}_{i}^{n+1}=\frac{\mathbf{m}_{i}^{n}+k \mathbf{v}_{i}^{n}}{\left|\mathbf{m}_{i}^{n}+k \mathbf{v}_{i}^{n}\right|} .
\end{array}\right.
$$

The appropriate choice of $\rho$ and $M$ can be inferred from our convergence result, see Theorem 2.

Let us sum up: the new scheme replaces the search of $\mathbf{v}$ as solution to (11) by the search of $\mathbf{v}$ as a solution to (24). Besides this substitution, the algorithm outlined in Sect. 4 remains as before in the sense that the renormalization and the interpolation w.r.t. time are left unchanged. Since Eq. (24) is linear in $\mathbf{v}$, our algorithm is very favorable in practice.

Before we state our theorem about the convergence let us explicitly make a statement about its order.

Proposition 1 Consider a smooth (in space and time) solution $\mathbf{m}$ to (1) at time $t=n k$ and a semi-discrete time-approximation to $m$ at time $t+k$ on the basis of (24). More precisely, given $\mathbf{m}$ at time $t=n k$ determine $\mathbf{v}$ as a solution to the variational formulation (24) with $\rho(k)=0$ and $M(k)$ sufficiently large and set

$$
\tilde{\mathbf{m}}(\mathbf{x}, t+k)=\frac{\mathbf{m}(\mathbf{x}, t)+k \mathbf{v}(\mathbf{x}, t)}{|\mathbf{m}(\mathbf{x}, t)+k \mathbf{v}(\mathbf{x}, t)|} \quad \text { for all } \mathbf{x} \in \Omega
$$

Then $\tilde{\mathbf{m}}(t+k)$ approximates $\mathbf{m}(t+k)$ up to cubic error in $k$.
Argument for Proposition 1 The proof is a direct consequence of the Taylor expansion performed in (16).

Remark 2 The smoothness of solutions to (1) has been widely studied during the past years. In general, the formation of singularities cannot be ruled out and we can usually not assume that a solution to the initial value problem will be regular. Our statement about the order of the approximation is thus only a first little step on the way to a proof of the order of convergence, which is way beyond the scope of this paper. Let us insist on the fact that, to the knowledge of the authors, there does not yet exist any numerical scheme for LLG equations for which an order of convergence can be proven.

Let us now turn to the convergence result.
Theorem 2 Let $\mathbf{m}_{0} \in H^{1}\left(\Omega, S^{2}\right)$. Suppose $\mathbf{m}^{0} \rightarrow \mathbf{m}_{0}$ in $H^{1}(\Omega)$ as $h \rightarrow 0$. If the regular sequence of conformal triangulations $\left(\mathcal{T}_{h}\right)_{h>0}$ satisfies condition (13), then the approximation $\left(\mathbf{m}_{h, k}\right)$ of the sequence constructed via Algorithm 2 and interpolated according to Definition 1 converges (up to the extraction of a subsequence) weakly in $H^{1}\left(\Omega_{T}\right)$ to a weak solution $\mathbf{m}$ of (1) as $h$ and $k$ tend to 0 provided $\rho(k) \rightarrow_{k \rightarrow 0} 0$ and one of the two following conditions hold:

- $k^{-1} \rho(k) \rightarrow_{(h, k) \rightarrow 0} \infty$ and $k M \rightarrow_{(h, k) \rightarrow 0} 0$ or
$-\rho \equiv 0$ and $k h^{-1} \rightarrow 0$ as $(h, k) \rightarrow 0$.
Proof of Theorem 2 As stated before, the proof consists of two main steps: establishing estimates which guarantee the existence of a sufficiently strong converging subsequence, then proving that the latter converges indeed to a solution (which satisfies the energy estimate). Several arguments in the proof have already been used in e.g. $[1,3,8]$, but we restate them for the self-consistency of the paper. We will need the following classical estimate from elliptic regularity theory, namely

$$
\begin{equation*}
\left\|\mathbf{H}_{\mathrm{d}}(\mathbf{m})\right\|_{L^{p}(\Omega)} \leq C\|\mathbf{m}\|_{L^{p}(\Omega)}, \tag{25}
\end{equation*}
$$

for all $p \in(1,+\infty)$ and a positive constant $C$ which depends only on $p$.

Bounds on the sequence As we have already observed, the variational formulation in the iteration of (23) has a unique solution $\mathbf{v}^{n}$. We test the equation with $\Psi=\mathbf{v}^{n}$ itself to find that

$$
\begin{align*}
& \int_{\Omega} \varphi_{M}\left(\mathbf{m}^{n}\right)\left|\mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x}+\frac{k}{2} \int_{\Omega}(1+\rho(k)) d^{2}\left|\nabla \mathbf{v}^{n}\right|^{2}-\mathbf{H}_{\mathrm{d}}\left(\mathbf{v}^{n}\right) \cdot \mathbf{v}^{n}-Q\left(\mathbf{v}^{n} \cdot e\right)^{2} \mathrm{~d} \mathbf{x} \\
& =\int_{\Omega}-d^{2} \nabla \mathbf{m}^{n} \cdot \nabla \mathbf{v}^{n}+\mathbf{H}_{\mathrm{d}}\left(\mathbf{m}^{n}\right) \cdot \mathbf{v}^{n}+Q\left(\mathbf{e} \cdot \mathbf{m}^{n}\right)\left(\mathbf{e} \cdot \mathbf{v}^{n}\right)+\mathbf{H}_{\mathrm{ext}} \cdot \mathbf{v}^{n} \mathrm{~d} \mathbf{x} . \tag{26}
\end{align*}
$$

Since we assume that the triangulation $\mathcal{T}_{h}$ satisfies the angle condition (13) we have that

$$
\begin{aligned}
\int_{\Omega}\left|\nabla \mathbf{m}^{n+1}\right|^{2} \mathrm{~d} \mathbf{x} & \leq \int_{\Omega}\left|\nabla\left(\mathbf{m}^{n}+k \mathbf{v}^{n}\right)\right|^{2} \mathrm{~d} \mathbf{x} \\
& \leq \int_{\Omega}\left|\nabla \mathbf{m}^{n}\right|^{2} \mathrm{~d} \mathbf{x}+2 k \int_{\Omega} \nabla \mathbf{m}^{n} \cdot \nabla \mathbf{v}^{n} \mathrm{~d} \mathbf{x}+k^{2} \int_{\Omega}\left|\nabla \mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} .
\end{aligned}
$$

Using (26) we obtain that

$$
\begin{align*}
d^{2} \int_{\Omega}\left|\nabla \mathbf{m}^{n+1}\right|^{2} \mathrm{~d} \mathbf{x} \leq & d^{2} \int_{\Omega}\left|\nabla \mathbf{m}^{n}\right|^{2} \mathrm{~d} \mathbf{x}-2 k \int_{\Omega} \varphi_{M}\left(\mathbf{m}^{n}\right)\left|\mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} \\
& +k^{2} \int_{\Omega}\left(\mathbf{H}_{\mathrm{d}}\left(\mathbf{v}^{n}\right) \cdot \mathbf{v}^{n}+Q\left(\mathbf{e} \cdot \mathbf{v}_{n}\right)^{2}\right) \mathrm{d} \mathbf{x} \\
& +2 k \int_{\Omega}\left(\mathbf{H}_{\mathrm{d}}\left(\mathbf{m}^{n}\right)+\mathbf{H}_{\text {aniso }}\left(\mathbf{v}^{n}\right)+\mathbf{H}_{\mathrm{ext}}\right) \cdot \mathbf{v}^{n} \mathrm{~d} \mathbf{x} \\
& -k^{2} \rho(k) d^{2} \int_{\Omega}\left|\nabla \mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} . \tag{27}
\end{align*}
$$

Before we move on, let us just rewrite the latter estimate as

$$
\begin{align*}
d^{2} \int_{\Omega}\left|\nabla \mathbf{m}^{n+1}\right|^{2} \mathrm{~d} \mathbf{x} \leq & d^{2} \int_{\Omega}\left|\nabla \mathbf{m}^{n}\right|^{2} \mathrm{~d} \mathbf{x}-2 k \int_{\Omega} \varphi_{M}\left(\mathbf{m}^{n}\right)\left|\mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} \\
& +k^{2} \int_{\Omega} \frac{\partial \overline{\mathbf{H}}_{\mathrm{eff}}}{\partial \mathbf{m}}\left(\mathbf{v}^{n}\right) \cdot \mathbf{v}^{n} \mathrm{~d} \mathbf{x}+2 k \int_{\Omega} \overline{\mathbf{H}}_{\mathrm{eff}}\left(\mathbf{m}^{n}\right) \cdot \mathbf{v}^{n} \mathrm{~d} \mathbf{x} \\
& -k^{2} \rho(k) d^{2} \int_{\Omega}\left|\nabla \mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} . \tag{28}
\end{align*}
$$

We partially neglect the negative contributions on the r.h.s. of (28)-those which are quadratic in $\mathbf{v}^{n}$-and use (25) to obtain

$$
\begin{align*}
d^{2} \int_{\Omega}\left|\nabla \mathbf{m}^{n+1}\right|^{2} \mathrm{~d} \mathbf{x} \leq & d^{2} \int_{\Omega}\left|\nabla \mathbf{m}^{n}\right|^{2} \mathrm{~d} \mathbf{x}-2 k \int_{\Omega} \varphi_{M}(\mathbf{m})\left|\mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} \\
& +2 k| | \overline{\mathbf{H}}_{\mathrm{eff}}\left(\mathbf{m}^{n}\right)\left\|_{L^{2}}\right\| \mathbf{v}^{n} \|_{L^{2}}-k^{2} \rho(k) d^{2} \int_{\Omega}\left|\nabla \mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} \\
\leq & d^{2} \int_{\Omega}\left|\nabla \mathbf{m}^{n}\right|^{2} \mathrm{~d} \mathbf{x}-2 k \int_{\Omega} \varphi_{M}(\mathbf{m})\left|\mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} \\
& +C k| | \mathbf{v}_{n} \|_{L^{2}}-k^{2} \rho(k) d^{2} \int_{\Omega}\left|\nabla \mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} \tag{29}
\end{align*}
$$

where the generic constant $C$ depends on $Q$ and $|\Omega|$. Due to Young's inequality, we have that $C k\left\|\mathbf{v}_{n}\right\|_{L^{2}(\Omega)} \leq k \beta\left\|\mathbf{v}_{n}\right\|_{L^{2}(\Omega)}^{2}+\frac{k C^{2}}{4 \beta}$ for $\beta>0$. Using the uniform bound

$$
\varphi_{M}(\mathbf{m}) \geq \beta=\frac{\alpha}{1+\frac{k}{2} M}
$$

we find by rewriting (29) that

$$
\begin{align*}
& d^{2} \int_{\Omega}\left|\nabla \mathbf{m}^{n+1}\right|^{2} \mathrm{~d} \mathbf{x}+\beta k| | \mathbf{v}^{n}| |_{L^{2}(\Omega)}^{2}+k^{2} \rho(k) d^{2} \int_{\Omega}\left|\nabla \mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} \\
& \leq d^{2} \int_{\Omega}\left|\nabla \mathbf{m}^{n}\right|^{2} \mathrm{~d} \mathbf{x}+\frac{k C^{2}(Q,|\Omega|)}{4 \beta} \tag{30}
\end{align*}
$$

Summing up in (30) over the time steps we find that

$$
\begin{align*}
& d^{2} \int_{\Omega}\left|\nabla \mathbf{m}^{N}\right|^{2} \mathrm{~d} \mathbf{x}+\beta k \sum_{n=0}^{N-1} \int_{\Omega}\left|\mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x}+k^{2} \rho(k) d^{2} \int_{\Omega}\left|\nabla \mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} \\
& \quad \leq C\left(T, d^{2} \int_{\Omega}\left|\nabla \mathbf{m}_{0}\right|^{2} \mathrm{~d} \mathbf{x}, \beta, Q, \mathbf{H}_{\text {aniso }}\right) \tag{31}
\end{align*}
$$

From now on, most of the arguments follow the same line as in [1]. It holds that

$$
\left|\frac{\mathbf{m}_{i}^{n+1}-\mathbf{m}_{i}^{n}}{k}\right| \leq\left|\mathbf{v}_{i}^{n}\right|, \text { for all } n \leq N, \quad \text { and } \quad i \in\left\{1, \cdots, N_{h}\right\} .
$$

Moreover, there exists $c>0$ such that for all $1 \leq p<+\infty$ and all $\phi_{h} \in V_{h}$ there holds

$$
\begin{equation*}
\frac{1}{c}\left\|\phi_{h}\right\|_{L^{p}(\Omega)}^{p} \leq h^{d} \sum_{i}\left|\phi_{h}\left(x_{i}^{h}\right)\right|^{p} \leq c\left\|\phi_{h}\right\|_{L^{p}(\Omega)}^{p} \tag{32}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left\|\frac{\mathbf{m}^{n+1}-\mathbf{m}^{n}}{k}\right\|_{L^{2}} \leq c^{2}\left\|\mathbf{v}^{n}\right\|_{L^{2}} \tag{33}
\end{equation*}
$$

Hence we obtain from the energy estimate (31) using (33) the following bounds

$$
\begin{array}{r}
\mathbf{m}_{h, k} \text { is uniformly bounded in } H^{1}\left(\Omega_{T}\right), \\
\mathbf{v}_{h, k} \text { is uniformly bounded in } L^{2}\left(\Omega_{T}\right) . \tag{35}
\end{array}
$$

Due to (34) and (35), there exist $\overline{\mathbf{m}} \in H^{1}\left(\Omega_{T}\right)$ and $\mathbf{v} \in L^{2}\left(\Omega_{T}\right)$ such that up to the extraction of subsequences

$$
\begin{align*}
& \mathbf{m}_{h, k} \rightharpoonup_{(h, k) \rightarrow 0} \overline{\mathbf{m}} \text { weakly in } H^{1}\left(\Omega_{T}\right),  \tag{36}\\
& \mathbf{m}_{h, k} \rightarrow_{(h, k) \rightarrow 0} \overline{\mathbf{m}} \text { strongly in } L^{2}\left(\Omega_{T}\right),  \tag{37}\\
& \mathbf{v}_{h, k} \rightharpoonup_{(h, k) \rightarrow 0} \mathbf{v} \text { weakly in } L^{2}\left(\Omega_{T}\right) . \tag{38}
\end{align*}
$$

In addition, we have from (31) that

$$
\sum_{n=0}^{N-1} k^{2} \rho(k) \int_{\Omega}\left|\nabla \mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x}=k \rho(k) \int_{0}^{T} \int_{\Omega}\left|\nabla \mathbf{v}_{h, k}\right|^{2} \mathrm{~d} \mathbf{x} \leq C<+\infty
$$

If $\rho$ decreases only sublinearly, i.e. $k^{-1} \rho(k) \rightarrow_{k \rightarrow 0}+\infty$, we deduce that

$$
\begin{equation*}
k\|\nabla \mathbf{v}\|_{L^{2}\left(\Omega_{T}\right)} \rightarrow_{(h, k) \rightarrow 0} 0 \tag{39}
\end{equation*}
$$

If $\rho$ decreases linearly or faster we have to resort to the inverse estimate $\|\nabla \mathbf{v}\|_{L^{2}\left(\Omega_{T}\right)} \lesssim$ $\frac{1}{h}\|\mathbf{v}\|_{L^{2}\left(\Omega_{T}\right)}$ so that (39) holds true if $k h^{-1} \rightarrow 0$ when both $(h, k) \rightarrow 0$.

Preliminary estimates We want to prove that $\overline{\mathbf{m}}$ satisfies (7) and follow the strategy of [1]. To begin with, we restate some further estimates from [1] and derive some necessary statements about convergence. Observe that for all $n=0, \cdots, J$ and all $t \in[n k,(n+1) k)$

$$
\left|\mathbf{m}_{h, k}(\mathbf{x}, t)-\mathbf{m}_{h, k}^{-}(\mathbf{x}, t)\right|=\left|(t-n k)\left(\frac{\mathbf{m}^{n+1}(\mathbf{x})-\mathbf{m}^{n}(\mathbf{x})}{k}\right)\right| \leq k\left|\partial_{t} \mathbf{m}_{h, k}(\mathbf{x}, t)\right|
$$

Therefore

$$
\left\|\mathbf{m}_{h, k}-\mathbf{m}_{h, k}^{-}\right\|_{L^{2}\left(\Omega_{T}\right)} \leq k\left\|\partial_{t} \mathbf{m}_{h, k}\right\|_{L^{2}\left(\Omega_{T}\right)} \rightarrow_{(h, k) \rightarrow 0} 0
$$

which entails that

$$
\mathbf{m}_{h, k}^{-} \rightarrow(h, k) \rightarrow 0 \overline{\mathbf{m}} \text { strongly in } L^{2}\left(\Omega_{T}\right)
$$

Moreover, on any tetrahedron $K$ of $\mathcal{T}_{h}$, and for any $\mathbf{u} \in M_{h}$, and any vertex $\mathbf{x}_{i}^{h}$ of $K$, one has

$$
\left||\mathbf{u}(\mathbf{x})|-\left|\mathbf{u}\left(\mathbf{x}_{i}^{h}\right)\right|\right|^{2} \leq C h^{2}|\nabla \mathbf{u}|^{2}
$$

(recall that $\nabla \mathbf{u}$ is constant on $K$ ), from which one deduces (since $\left|\mathbf{m}_{h, k}^{-}\left(\mathbf{x}_{i}^{h}\right)\right|=1$ )

$$
\int_{\Omega_{T}}\left|1-\left|\mathbf{m}_{h, k}^{-}\right|\right|^{2} \mathrm{~d} \mathbf{x} \leq C h^{2}\left\|\nabla \mathbf{m}_{h, k}^{-}\right\| \|_{L^{2}\left(\Omega_{T}\right)}^{2}
$$

This shows that $|\overline{\mathbf{m}}(\mathbf{x}, t)|=1$ a.e. $(\mathbf{x}, t) \in \Omega_{T}$.
Eventually, from the fact that at each vertex $\forall i \in\left\{1, \ldots, N_{h}\right\}$

$$
\begin{equation*}
\left|\mathbf{m}_{i}^{n+1}-\mathbf{m}_{i}^{n}-k \mathbf{v}_{i}^{n}\right|=\left|\mathbf{m}_{i}^{n}+k \mathbf{v}_{i}^{n}\right|-1 \leq \frac{1}{2} k^{2}\left|\mathbf{v}_{i}^{n}\right|^{2} \tag{40}
\end{equation*}
$$

we derive

$$
\left|\frac{\mathbf{m}_{i}^{n+1}-\mathbf{m}_{i}^{n}}{k}-\mathbf{v}_{i}^{n}\right| \leq \frac{1}{2} k\left|\mathbf{v}_{i}^{n}\right|^{2} .
$$

Appealing to (32) the latter entails that

$$
\left\|\partial_{t} \mathbf{m}_{h, k}-\mathbf{v}_{h, k}\right\|_{L^{1}\left(\Omega_{T}\right)} \leq c^{2} k\left\|\mathbf{v}_{h, k}\right\|_{L^{2}\left(\Omega_{T}\right)}^{2} \rightarrow_{(h, k) \rightarrow 0} 0
$$

This is sufficient to conclude that $\mathbf{v}=\partial_{t} \overline{\mathbf{m}}$ in (38).
General properties of interpolation operator Before we start with the penultimate step of proving convergence, let us state some general properties of the nodal interpolation operator which we repeatedly use in the sequel. Up to dimension three, there holds for any function $\varphi \in H^{2}(\Omega) \subset \mathcal{C}^{0}(\bar{\Omega})$

$$
\begin{equation*}
\left\|\varphi-\mathcal{I}_{h}(\varphi)\right\|_{H^{1}(\Omega)} \leq C h\left\|\nabla^{2} \varphi\right\|_{L^{2} \Omega} . \tag{41}
\end{equation*}
$$

Since the basis functions are linear on each triangle one can deduce from (41) that

$$
\begin{equation*}
\left\|\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}-\mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right)\right\|_{L^{2}\left([0, T], H^{1}\right)} \leq C h| | \mathbf{m}_{h, k}^{-}\left\|_{H^{1}\left(\Omega_{T}\right)}\right\| \Psi \|_{W^{2, \infty}} \tag{42}
\end{equation*}
$$

see [1, p.7].
Convergence to a solution of the LLG equation Having established the preliminary results above, we are now ready to proceed with the proof of convergence. We recall
that $\mathcal{I}_{h}$ is the nodal interpolation, cf. (9), and test (24) with $\Psi=\mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right)$ where $\tilde{\Psi} \in C_{0}^{\infty}\left(\Omega_{T}\right)^{3}$. After suitable integration in time we get

$$
\begin{align*}
& \int_{\Omega_{T}} \varphi_{M}\left(\mathbf{m}_{h, k}^{-}\right) \mathbf{v}_{h, k} \cdot \mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right) \mathrm{d} \mathbf{x} \mathrm{~d} t+\int_{\Omega_{T}} \mathbf{m}_{h, k}^{-} \times \mathbf{v}_{h, k} \cdot \mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right) \mathrm{d} \mathbf{x} \mathrm{~d} t \\
& \quad+\frac{k}{2} \int_{\Omega_{T}}(1+\rho(k)) d^{2} \nabla \mathbf{v}_{h, k} \cdot \nabla \mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right)-\mathbf{H}_{\mathrm{d}}\left(\mathbf{v}_{h, k}\right) \cdot \mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right) \\
& \quad-Q\left(\mathbf{e} \cdot \mathbf{v}_{h, k}\right)\left(\mathbf{e} \cdot \mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right)\right) \mathrm{d} \mathbf{x} \mathrm{~d} t \\
& =\int_{\Omega_{T}}-d^{2} \nabla \mathbf{m}_{h, k}^{-} \cdot \nabla \mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right)+\mathbf{H}_{\mathrm{d}}\left(\mathbf{m}_{h, k}\right) \cdot \mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right) \\
& \quad+Q\left(\mathbf{e} \cdot \mathbf{m}_{h, k}\right)\left(\mathbf{e} \cdot \mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right)\right)+H_{\mathrm{ext}} \cdot \mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right) \mathrm{d} \mathbf{x} \mathrm{~d} t \tag{43}
\end{align*}
$$

Our goal is to pass to the limit $(k, h) \rightarrow 0$ in the latter equation (43) to recover the LLG equation (10). As we shall see, the first and the third term on the l.h.s. and the first term on the r.h.s. are a little bit subtle and have to be treated with caution. The remaining contributions behave well under the established convergence; this is particularly due to the fact that $\mathbf{H}_{\mathrm{d}}$ is $L^{2}$-continuous. For the second contribution on the l.h.s. one further uses that the $L^{\infty}$ bound on $\mathbf{m}^{-}$improves (37) to strong convergence in any $L^{p}$ with $1<p<+\infty$.

Observing that $\left|\varphi_{M}\right|$ is uniformly bounded, and that $\left|\varphi_{M}-\alpha\right| \leq \frac{k M}{2}$, as long as $k M \rightarrow 0$ for both $(h, k) \rightarrow 0$ the strong convergence of $\mathbf{m}_{h, k}^{-}$is sufficient to conclude that

$$
\begin{equation*}
\int_{\Omega_{T}} \varphi_{M}\left(\mathbf{m}_{h, k}^{-}\right) \mathbf{v}_{h, k} \cdot \mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right) \mathrm{d} \mathbf{x} \mathrm{~d} t \rightarrow_{(h, k) \rightarrow 0} \alpha \int_{\Omega_{T}} \mathbf{v} \cdot(\overline{\mathbf{m}} \times \tilde{\Psi}) \mathrm{d} \mathbf{x} \mathrm{~d} t . \tag{44}
\end{equation*}
$$

Indeed, using the triangle inequality we find that

$$
\begin{align*}
& \left|\int_{\Omega_{T}} \varphi_{M}\left(\mathbf{m}_{h, k}^{-}\right) \mathbf{v}_{h, k}^{n} \cdot \mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right) \mathrm{d} \mathbf{x} \mathrm{~d} t-\alpha \int_{\Omega_{T}} \mathbf{v} \cdot(\overline{\mathbf{m}} \times \tilde{\Psi}) \mathrm{d} \mathbf{x} \mathrm{~d} t\right| \\
& \quad \leq\left|\int_{\Omega_{T}} \varphi_{M}\left(\mathbf{m}_{h, k}^{-}\right) \mathbf{v}_{h, k} \cdot\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right) \mathrm{d} \mathbf{x} \mathrm{~d} t-\alpha \int_{\Omega_{T}} \mathbf{v} \cdot(\overline{\mathbf{m}} \times \tilde{\Psi}) \mathrm{d} \mathbf{x} \mathrm{~d} t\right| \\
& \quad+\left|\int_{\Omega_{T}} \varphi_{M}\left(\mathbf{m}_{h, k}^{-}\right) \mathbf{v}_{h, k} \cdot\left(\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right)-\mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right)\right) \mathrm{d} \mathbf{x} \mathrm{~d} t\right| \tag{45}
\end{align*}
$$

The first term tends to zero since

$$
\begin{array}{lc}
\varphi_{M}\left(\mathbf{m}^{-}\right)_{(h, k) \rightarrow 0} \alpha & \text { in } L^{\infty}(\Omega), \\
\mathbf{m}_{h, k}^{-} \rightarrow_{(h, k) \rightarrow 0} \overline{\mathbf{m}} \text { in } & L^{2}\left(\Omega_{T}\right), \text { and } \\
\mathbf{v}_{h, k} \rightarrow_{(h, k) \rightarrow 0} \mathbf{v}=\frac{\partial \overline{\mathbf{m}}}{\partial t} & \text { in } L^{2}\left(\Omega_{T}\right)
\end{array}
$$

as $h, k \rightarrow 0$.
Since $\varphi_{M}\left(\mathbf{m}_{h, k}^{-}\right)$is uniformly bounded, we can evoke (42) to obtain that the second contribution tends to zero. This establishes (44).

Let's turn to the next term in (43). Convergence here essentially relies upon the estimate (39). In fact, appealing once again to (42) we see that instead of establishing

$$
\begin{equation*}
\frac{k}{2} d^{2} \int_{\Omega_{T}}(1+\rho(k)) \nabla \mathbf{v}_{h, k} \cdot \nabla \mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right) \mathrm{d} \mathbf{x} \rightarrow_{(h, k) \rightarrow 0} 0 \tag{46}
\end{equation*}
$$

it suffices to show

$$
\begin{equation*}
\frac{k}{2} d^{2} \int_{\Omega_{T}}(1+\rho(k)) \nabla \mathbf{v}_{h, k} \cdot \nabla\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right) \mathrm{d} \mathbf{x} \rightarrow_{(h, k) \rightarrow 0} 0 \tag{47}
\end{equation*}
$$

which obviously follows from (39) by Young's inequality.
Finally, the convergence of the last term in (45) follows from the orthogonality property of the cross product and (36), (37) by once again appealing to (42) since

$$
\begin{align*}
& \frac{k}{2}\left|\int_{\Omega_{T}} \nabla \mathbf{m}_{h, k}^{-} \cdot \nabla \mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right) \mathrm{d} \mathbf{x} \mathrm{~d} t-\int_{\Omega_{T}} \nabla \overline{\mathbf{m}} \cdot \overline{\mathbf{m}} \times \nabla \tilde{\Psi} \mathrm{d} \mathbf{x} \mathrm{~d} t\right| \\
& \quad \leq \frac{k}{2}\left|\int_{\Omega_{T}} \nabla \mathbf{m}_{h, k}^{-} \cdot \nabla\left(\mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right)-\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right)\right) \mathrm{d} \mathbf{x} \mathrm{~d} t\right| \\
& \quad+\frac{k}{2}\left|\int_{\Omega_{T}} \nabla \mathbf{m}_{h, k}^{-} \cdot \nabla\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right)-\nabla \overline{\mathbf{m}} \cdot \overline{\mathbf{m}} \times \nabla \tilde{\Psi} \mathrm{d} \mathbf{x} \mathrm{~d} t\right| \\
& \quad=\frac{k}{2}\left|\int_{\Omega_{T}} \nabla \mathbf{m}_{h, k}^{-} \cdot \nabla\left(\mathcal{I}_{h}\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right)-\left(\mathbf{m}_{h, k}^{-} \times \tilde{\Psi}\right)\right) \mathrm{d} \mathbf{x} \mathrm{~d} t\right| \\
& \quad+\frac{k}{2}\left|\int_{\Omega_{T}} \nabla \mathbf{m}_{h, k}^{-} \cdot\left(\mathbf{m}_{h, k}^{-} \times \nabla \tilde{\Psi}\right)-\nabla \overline{\mathbf{m}} \cdot(\overline{\mathbf{m}} \times \nabla \tilde{\Psi}) \mathrm{d} \mathbf{x} \mathrm{~d} t\right| \tag{48}
\end{align*}
$$

Energy estimate We finally establish the energy estimate. From (27) we deduce that $\forall n \in\left\{0, \cdots, N_{h}\right\}$

$$
\begin{align*}
\mathcal{E}\left(\mathbf{m}^{n+1}\right)-\mathcal{E}\left(\mathbf{m}^{n}\right) \leq & -k \int_{\Omega} \varphi\left(\mathbf{m}^{n}\right)\left|\mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x}+k \int_{\Omega} \overline{\mathbf{H}}_{\mathrm{eff}}\left(\mathbf{m}^{n}\right) \cdot \mathbf{v}^{n} \mathrm{~d} \mathbf{x} \\
& +\frac{k^{2}}{2} \int_{\Omega} \frac{\partial \overline{\mathbf{H}}_{\mathrm{eff}}}{\partial \mathbf{m}}\left(\mathbf{v}^{n}\right) \cdot \mathbf{v}^{n} \mathrm{~d} \mathbf{x}-\frac{k^{2}}{2} \rho(k) d^{2} \int_{\Omega}\left|\nabla \mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} \\
& -\frac{1}{2} \int_{\Omega} \overline{\mathbf{H}}_{\mathrm{eff}}\left(\mathbf{m}^{n+1}+\mathbf{m}^{n}\right) \cdot\left(\mathbf{m}^{n+1}-\mathbf{m}^{n}\right) \mathrm{d} \mathbf{x} \tag{49}
\end{align*}
$$

cf. (3). Let us introduce the shorthand $\overline{\mathbf{H}}_{\text {eff }}^{n}=\overline{\mathbf{H}}_{\text {eff }}\left(\mathbf{m}^{n}\right)$ for the remaining effective field. We consider the contributions in (49) separately and start with the observation that

$$
\begin{aligned}
& k \int_{\Omega} \overline{\mathbf{H}}_{\mathrm{eff}}^{n} \cdot \mathbf{v}^{n} \mathrm{~d} \mathbf{x}-\frac{1}{2} \int_{\Omega}\left(\overline{\mathbf{H}}_{\mathrm{eff}}^{n+1}+\overline{\mathbf{H}}_{\mathrm{eff}}^{n}\right) \cdot\left(\mathbf{m}^{n+1}-\mathbf{m}^{n}\right) \mathrm{d} \mathbf{x} \\
& \quad=\int_{\Omega} \overline{\mathbf{H}}_{\mathrm{eff}}^{n} \cdot\left(\mathbf{m}^{n+1}-\mathbf{m}^{n}-k \mathbf{v}^{n}\right) \mathrm{d} \mathbf{x}+\frac{1}{2} \int_{\Omega}\left(\overline{\mathbf{H}}_{\mathrm{eff}}^{n+1}-\overline{\mathbf{H}}_{\mathrm{eff}}^{n}\right) \cdot\left(\mathbf{m}^{n+1}-\mathbf{m}^{n}\right) \mathrm{d} \mathbf{x} .
\end{aligned}
$$

Hence due to (33) and (40) combined with (32)

$$
\begin{align*}
& \left|k \int_{\Omega} \overline{\mathbf{H}}_{\mathrm{eff}}^{n} \cdot \mathbf{v}^{n} \mathrm{~d} \mathbf{x}-\frac{1}{2} \int_{\Omega}\left(\overline{\mathbf{H}}_{\mathrm{eff}}^{n+1}+\overline{\mathbf{H}}_{\mathrm{eff}}^{n}\right) \cdot\left(\mathbf{m}^{n+1}-\mathbf{m}^{n}\right) \mathrm{d} \mathbf{x}\right| \\
& \quad \leq C k^{2}\left(\left\|\mathbf{v}^{n}\right\|_{L^{2}}\left\|\mathbf{v}^{n}\right\|_{L^{4}}+\left\|\mathbf{v}^{n}\right\|_{L^{2}}^{2}\right) \tag{50}
\end{align*}
$$

The stray-field contribution can be bounded with the help of (25) with $p=4$. The contributions in the second line on the r.h.s. of (49) are of higher order in $k$. The first term can be easily bounded using Young's inequality:

$$
\begin{equation*}
\left|\int_{\Omega} \frac{\partial \overline{\mathbf{H}}_{\mathrm{eff}}}{\partial \mathbf{m}}\left(\mathbf{v}^{n}\right) \cdot \mathbf{v}^{n} \mathrm{~d} \mathbf{x}\right| \leq C\left\|\mathbf{v}^{n}\right\|_{L^{2}}^{2} . \tag{51}
\end{equation*}
$$

Plugging in (50) and (51) into (49) yields that

$$
\begin{aligned}
& \mathcal{E}\left(\mathbf{m}^{n+1}\right)-\mathcal{E}\left(\mathbf{m}^{n}\right)+k \int_{\Omega} \varphi\left(\mathbf{m}^{n}\right)\left|\mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} \\
& \quad \leq C k^{2}\left(\left\|\mathbf{v}^{n}\right\|_{L^{2}}+\left\|\mathbf{v}^{n}\right\|_{L^{2}}^{2}+\left\|\mathbf{v}^{n}\right\|_{L^{2}}\left\|\mathbf{v}^{n}\right\|_{L^{4}}+\rho(k) d^{2}\left\|\nabla \mathbf{v}^{n}\right\|_{L^{2}}^{2}\right) \\
& \quad \leq C^{\prime} k^{2}\left(\left\|\mathbf{v}^{n}\right\|_{L^{2}}+\left\|\mathbf{v}^{n}\right\|_{L^{2}}^{2}+\left\|\mathbf{v}^{n}\right\|_{L^{2}}\left\|\nabla \mathbf{v}^{n}\right\|_{L^{2}}+\rho(k)\left\|\nabla \mathbf{v}^{n}\right\|_{L^{2}}^{2}\right),
\end{aligned}
$$

where $C$ denotes a generic constant. Here we made use of the classical Sobolev embedding

$$
\left\|\mathbf{v}^{n}\right\|_{L^{4}} \leq C\left\|\nabla \mathbf{v}^{n}\right\|_{L^{2}} .
$$

Summing from $n=0$ to $N-1$ leads to

$$
\begin{aligned}
& \mathcal{E}(\mathbf{m}(N k))-\mathcal{E}(\mathbf{m}(0))+\int_{\Omega_{T}} \varphi_{M}\left(\mathbf{m}_{h, k}^{-}\right)\left|\mathbf{v}_{h, k}\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t \\
& \quad \leq C k\left(\left\|\mathbf{v}_{h, k}\right\|_{L^{2}}+\left\|\mathbf{v}_{h, k}\right\|_{L^{2}}^{2}+\left\|\mathbf{v}_{h, k}\right\|_{L^{2}}\left\|\nabla \mathbf{v}_{h, k}\right\|_{L^{2}}+\rho(k)\left\|\nabla \mathbf{v}_{h, k}\right\|_{L^{2}}^{2}\right) .
\end{aligned}
$$

We are now ready to pass to the limit. Noticing once again that $k\left\|\nabla \mathbf{v}^{n}\right\|_{L^{2}\left(\Omega_{T}\right)}$ is uniformly bounded from (39) we derive that

$$
\begin{equation*}
\mathcal{E}(\mathbf{m}(N k))-\mathcal{E}(\mathbf{m}(0))+\alpha \int_{\Omega_{T}}\left|\mathbf{v}^{n}\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t \leq 0 \tag{52}
\end{equation*}
$$

## 7 Numerical results

In this section, we report on two numerical experiments designed to test the scheme. The first one is intended to confirm the order of the scheme (expected to be nearly 2 ); the second one investigates the effect of overdamping i.e. taking $\rho$ as suggested in Theorem 2. In both cases, we refer to numerical test cases that are well-known in the physics literature of ferromagnetic materials (see for instance [12]).

### 7.1 Testing the order of the scheme

In submicron Permalloy dots, the two main contributions to the effective field $\mathbf{H}_{\text {eff }}(\mathbf{m})$ are the exchange field $\mathbf{H}_{\mathrm{ex}}(\mathbf{m})$ and the demagnetizing field $\mathbf{H}_{\mathrm{d}}(\mathbf{m})$, solution to (4). In our finite element code "feeLLGood", $\mathbf{H}_{\mathrm{d}}(\mathbf{m})$ is computed by the FMM [14].

The first study mentioned above addresses the dynamical relaxation of the magnetization towards equilibrium in a flat cylindrical dot which is 200 nm wide and 20 nm thick. Typical material parameters are $A=1.0 \times 10^{-11} \mathrm{Jm}^{-1}$ and $M_{s}=$ $8.0 \times 10^{5} \mathrm{Am}^{-1}$ corresponding to an exchange length

$$
d=\left(2 A \mu_{0}^{-1} M_{s}^{-2}\right)^{1 / 2}=5 \mathrm{~nm}
$$

The damping factor $\alpha$ in the Landau-Lifschitz equation is set to 0.05 , and we have taken $\gamma_{0}=2.21 \times 10^{5} \mathrm{~mA}^{-1} \mathrm{~s}^{-1}$ [(cf. (1)].

The initial state is a vortex whose core is displaced in the $x$-direction. Writing in complex variables and renormalizing the radius of the dot to 1 , the initial magnetization

Fig. 2 Initial vortex distribution in a unit disk with $a=c=0.5$

distribution is then given by

$$
\left\{\begin{align*}
m_{x}+i m_{y} & =\frac{2 w}{1+|w|^{2}}  \tag{53}\\
m_{z} & =\frac{1-|w|^{2}}{1+|w|^{2}}
\end{align*} \quad \text { where } \quad w=\frac{f(\mathfrak{z})}{\max (1,|f(\mathfrak{z})|)}\right.
$$

with the complex function $f(\mathfrak{z})=\frac{i}{c} \frac{\mathfrak{z}-a}{1-a \overline{\mathfrak{z}}}$ and $\mathfrak{z}=x+i y$. Parameters $a \in[0,1)$ and $c \in \mathbb{R}$ respectively specify the displacement of the vortex core from the sample's center and the characteristic size of the vortex. Our simulation uses $a=c=0.5$. The corresponding initial magnetization distribution is depicted in Fig. 2.

Notice that our construction ensures a distribution locally tangent to the circular boundary. It is well known that the stray-field energy strongly penalizes non-tangential configurations in thin films and thus, at least over short times, the nucleation of further vortices. The simulations were performed on a tetrahedral mesh of 46,016 elements ( 8,355 nodes) with an in-plane mesh-size $h=4 \mathrm{~nm}<d$. The final simulation time is $T=10 \mathrm{~ns}$, while the bound $M\left[(\mathrm{cf} .(20)]\right.$ is set s.t. $k M(2 \alpha)^{-1}=0.1$.

Figure 3 shows the time evolution of the average magnetization components and monitors the convergence of the scheme as the time step tends to 0 . At large time the vortex turns as expected around the dot's center at a characteristic frequency of $f=$ 0.62 GHz in agreement with the analytical value given by Guslienko's ferromagnetic resonance model [12] within a physically acceptable error of about $10 \%$.

During its first rotation, the vortex core dilates, dissipating excess energypredominantly exchange energy. The rotation and core expansion combined altogether cause fast magnetization variations, as observed in Fig. 3 at short times.

We performed simulations with a range of time steps to study the order of the scheme. A $\log -\log$ plot of the energy gap of the solution at the intermediate time $t=0.7 \mathrm{~ns}$ and an estimation corresponding to $k \rightarrow 0$ is presented in Fig. 4. The gap follows a quadratic power law, confirming the presumed quadratic order.


Fig. 3 Temporal evolution of the average magnetization


Fig. 4 Energy gap versus time step following almost a quadratic law

### 7.2 Influence of $\rho$ on stability

We now consider a Permalloy dot with an elliptic $120 \mathrm{~nm} \times 75 \mathrm{~nm}$ cross section and 2.5 nm thickness. It is discretized into 23,862 tetrahedral elements (4,732 nodes). The material parameters are the same as in the preceding experiment.

Starting from a saturated magnetization state along the [110] direction, the system relaxes to its equilibrium configuration: a symmetric distribution roughly aligned with the long axis of the ellipse. Again, the magnetization tends to be tangent to the ellipse boundary, in order to minimize the demagnetizing energy.

In order to test the effect of the (slight) overdamping induced by the parameter $\rho$, we performed two simulations with the same time step $k=1 \mathrm{ps}$ but with different values for $\rho$ :

1. $\rho=0$, and
2. $\rho(k)=\frac{k}{\tau}\left|\ln \frac{k}{\tau}\right| \approx 0.022$, corresponding to the characteristic time $\tau=250 \mathrm{ps}$.


Fig. 5 Time evolution of the average magnetization component along Oy with $k=1 \mathrm{ps}$ obtained with $\rho=0$ and $\rho \approx 0.022$


Fig. 6 Distribution of the $y$-component of the magnetization along the $y$-axis at $t=1 \mathrm{~ns}$ for $\rho=0$ (left) and $\rho \approx 0.022$ (right)

In Fig. 5, the evolution of the average magnetization seems almost identical ( 2 ns ), independent of $\rho$. A look at Fig. 6, however, reveals that the magnetization distributions differ significantly, with an instability occurring in the case $\rho=0$.

In Fig. 7, which shows the evolution of the energy, one clearly observes the stabilizing effect of $\rho$ in the numerical scheme. This effect was observed in practice whatever the time step used. For $\rho=0$ it is necessary to drop down the time step (typically below $k_{c} \approx 0.5 \mathrm{ps}$ in our case) to recover stability.

## 8 Summary

We started out with an introduction and discussion of the newly proposed temporal scheme. We proved its order 2 consistency to the equation, its uniform stability and (weak) convergence. Numerical simulations on physical test cases show strong evidence of good performance and confirm in practice the theoretical properties of the algorithm stated in Theorem 2, namely the quadratic convergence and stabilizing effect of $\rho$. A rigorous proof of the order 2 convergence is yet missing, though, due


Fig. 7 Total energy versus time for $\rho=0$ (red) and $\rho \approx 0.022$ (blue)
to the very strong nonlinearities in the equations such a result is clearly out of reach for the time being.
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