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Motivation

BLAS-1 [1979]:

yi=y+azr aeR;z,yeR” 2/3
o= a—l—xTy

BLAS-2[1988]: A:=A+ay? AcR™™z,ycR" 2
y:=A"lg

BLAS-3[1990]: C:=C+ AB A,B,C € R™*" n/2
C:=A'B
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Basic Linear Algebra Subprograms (BLAS)

|Refer BLAS| |Vendor BLAS| | GotoBLAS | | ATLAS |
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Ultimate Goal

181 SORBONNE UNIVERSITES

@ To compute BLAS operations with floating-point numbers
fast and precise, ensuring their reproducibility, on a wide
range of architectures

ExBLAS — Exact BLAS

@ ExBLAS-1: ExSCAL, ExDOT, ExAXPY,
@ ExBLAS-2: ExGER, ExGEMV, ExTRSV, ExSYR,

@ ExBLAS-3: ExGEMM, ExTRSM, ExSYR2K,
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Outline
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o Accuracy, Reproducibility, and HPC

e Existing Solutions

e Multi-Level Reproducible and Accurate Algorithm
e Performance Results

e Conclusions and Future Work
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Computer Arithmetic
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@ Floating-point arithmetic suffers from rounding errors

@ Floating-point operations (+,x) are commutative but
non-associative

(—14+1)+27% £ -1+ (1+27°) in double precision
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Computer Arithmetic

@ Floating-point arithmetic suffers from rounding errors

@ Floating-point operations (+,x) are commutative but
non-associative
(—14+1)+27% £ -1+ (1+27°) in double precision

@ Consequence: results of floating-point computations
depend on the order of computation

@ Results computed by performance-optimized parallel
floating-point libraries may be often inconsistent: each
run returns a different result
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TOP500: Nov 2014 =11
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NAME sp SiTe COUNTRY CORES POWER
Tianhe-2 (Milkyway-2) NUDT, Intel lvy Bridge (12C, 2.2 GHz) & Xeon Phi (57C, 1.1 GHz), Custom interconnect NSCC Guangzhou  China 3120000 339 17.8
Titan Cray XK7, Operon 6274 (16C 2.2 GHz) + Nvidia Kepler GPU, Custom interconnect DOE/SC/ORNL USA 560640 17.6 82
Sequoia 1BM BlueGene/Q, Power BQC (16C 1.60 GHz), Custom interconnect DOE/NNSA/LLNL  USA 1572864 17.2 79
K computer Fujitsu SPARC64 VllIfx (8C, 2.0GHz), Custom interconnect RIKEN AICS Japan 705,024 105 127
Mira 1BM BlueGene/Q, Power BQC (16C, 1.60 GHz), Custom interconnect DOE/SC/ANL USA 786432 859 395
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Source: www.top500.org
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Reproducibility at ExaScale

1881 SORBONNE UNIVERSITES

@ Reproducibility — ability to obtain bit-wise identical results
from run-to-run on the same input data on the same or
different architectures

@ ExaScale — ability to perform exaflops (10'2 floating-point
operations) per second

V.

Challenges

@ Increasing power of current computers
— GPU accelerators, Intel Phi processors, etc.

@ Enable to solve more complex problems
— Quantum field theory, supernova simulation, etc.

@ A high number of floating-point operations performed
— Each of them leads to round-off error
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operations) per second
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Challenges
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— GPU accelerators, Intel Phi processors, etc.

@ Enable to solve more complex problems
— Quantum field theory, supernova simulation, etc.

@ A high number of floating-point operations performed
— Each of them leads to round-off error

I

o
Difficult to obtain accurate and reproducible results 1P
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Sources of Non-Reproducibility
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Performance-optimized floating-point libraries are prone to
non-reproducibility for various reasons:

@ Changing Data Layouts:
e Data partitioning
o Data alignment

Roman lakymchuk (ICS & LIP6, UPMC) Reproducibility and Accuracy for HPC April 7-9, 2015 8/24



Sources of Non-Reproducibility

Performance-optimized floating-point libraries are prone to
non-reproducibility for various reasons:

@ Changing Data Layouts:
e Data partitioning
o Data alignment

@ Changing Hardware Resources
o Number of threads

Fused Multiply-Add support

o Intermediate precision (64 bits, 80 bits, 128 bits, etc)
e Data path (SSE, AVX, GPU warp, etc)

@ Cache line size
o
(]

Number of processors
Network topology
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N
<= Top 10 Challenges to Exascale
3 Hardware, 4 Software, 3 Algorithms/Math Related

Energy efficiency: “ Data management:
> Creating more energy efficient circuit, > Creating data management software that
power, and cooling technologies. can handle the volume, velocity and

diversity of data that is anticipated.

IS EanhelchifScliialogy; Scientific productivity:

» Increasing the performance and energy

efficiency of data movement. > Increasing the productivity of
5 computational scientists with new software

Memor‘y Technology- engineering tools and environments.
> Integrating advanced memory - 3 N

technologies to improve both capacity EXGSCGIC AIgOl"lﬂ'\mS -

and bandwidth. > Reformulating science problems and

refactoring their solution algorithms for
Scalable System Software: exascale systems.
> Developing scalable system software - AIQOI‘I'H’IIT\S for diSCOVel"Y
.

that is power and resilience aware.
Programming systems: design, and decision:
I S > Facilitating mathematical optimization and
= s 9 prog 9 % uncertainty quantification for exascale
environments that express massive discovery, design, and decision making.

parallelism, data locality, and resilience
Resilience and correctness:
» Ensuring correct scientific computation in
face of faults, reproducibility, and
algorithm verification challenges.

Source: Algorithmic and Software Challenges at Extreme Scales by J.Dongarra at SCAN14
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Existing Solutions

@ Fix the Order of Computations
@ Sequential mode: intolerably costly at large-scale systems
o Fixed reduction trees: substantial communication overhead

— Example: Intel Conditional Numerical Reproducibility
(slow, no accuracy guarantees)
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Existing Solutions ueme

@ Fix the Order of Computations
e Sequential mode: intolerably costly at large-scale systems

o Fixed reduction trees: substantial communication overhead

— Example: Intel Conditional Numerical Reproducibility
(slow, no accuracy guarantees)

@ Eliminate/Reduce the Rounding Errors
o Fixed-point arithmetic: limited range of values

o Fixed FP expansions with Error-Free Transformations (EFT)
— Example: double-double or quad-double (Briggs, Bailey, Hida, Li)
(work well on a set of relatively close numbers)
o “Infinite” precision: reproducible independently from the inputs
— Example: Kulisch accumulator (considered inefficient)
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Existing Solutions uome

@ Fix the Order of Computations
e Sequential mode: intolerably costly at large-scale systems

o Fixed reduction trees: substantial communication overhead

— Example: Intel Conditional Numerical Reproducibility
(slow, no accuracy guarantees)

@ Eliminate/Reduce the Rounding Errors
o Fixed-point arithmetic: limited range of values

o Fixed FP expansions with Error-Free Transformations (EFT)
— Example: double-double or quad-double (Briggs, Bailey, Hida, Li)
(work well on a set of relatively close numbers)
o “Infinite” precision: reproducible independently from the inputs
— Example: Kulisch accumulator (considered inefficient)

@ Libraries

@ ReproBLAS: Reproducible BLAS (Demmel and Nguyen)
— For BLAS-1 on CPUs only ﬁp
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Our Multi-Level Reproducible Summation
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@ Parallel algorithm with
— 5-levels

@ Suitable for today’s parallel
architectures

@ Based on FPE with EFT and
Kulisch accumulator

o i o i @ Guarantees “inf” precision
"""""""""""""""""""""" — bit-wise reproductibility

Level 5 (Rounding)
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Level 1: Filtering
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Level 2 and 3: Scalar Superaccumulator

ONNE UNIVERSITES

A 2 A 2
memmees 1O - 000 -~ O O | Underflow? | | Underflow? |
~—
| trvesas [ Torea2 |
; il
=
s regiierg. i Private
[d [d ] SuperAccumulator
Lovel 1 (Fttering)

Underflow? Underflow? | | | | | |

[1 | [ |

e 1 ] O | '
O o L g
E i — m——
R — - o —

T [ — 1 | [ |
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Level 4 (Parallel Reduction)

Level 5 (Rounding)

Level 3 (Scalar SuperAccumulation)
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Level 4 and 5: Reduction and Rounding
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Experimental Environments
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Table : Hardware platforms employed in the experimental evaluation

Intel Core i7-4770 (Haswell) 4 cores with HT

Mesu cluster (Intel Sandy Bridge) 64 x 2 x 8 cores

Intel Xeon Phi 3110P 60 cores x 4-way MT
NVIDIA Tesla K20c 13 SMs x 192 CUDA cores
NVIDIA Quadro K5000 8 SMs x 192 CUDA cores
AMD Radeon HD 7970 32 CUs x 64 units
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Parallel Summation
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Performance Scaling on NVIDIA Tesla K20c

18 : ‘
Parallel FP Sum -
16 1 Demmel fast -~~~ |
Superacc —
14 FPE2 + Superacc - : ,
12 b FPE3 + Superacc ‘ |
FPE4 + Superacc
2 10 + FPES8 + Superacc - I/ B |
§ FPESEE + Superacc - TN A
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4 I -
2 I -
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Parallel Summation
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Data-Dependent Performance on NVIDIA Tesla K20c
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Parallel Dot Product Ul

Performance Scaling on NVIDIA Tesla K20c

DDOT: a := 2Ty = ZN

i Lili
0.1 ‘ :
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+ Superacc 0
001 | FPE8+ Superacc and Rep_rodumble
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(5}
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Matrix-Matrix Multiplication !
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‘GEMM (General matrix multiplication): C' := aAB + 5C

n n
i k‘l kl_ n k n
n L l l
m o | | = s
m 4= X || Ns _
my += X
C A B Chp Ay By
Work-group blocking Work-item blocking

Partitioning of matrix-matrix multiplication
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Parallel Matrix Product

ONNE UNIVERSITES

Performance Scaling on NVIDIA Tesla K20c

] DGEMM: C := aAB + ﬁc\

2 T T
Parallel DGEMM
Superacc —
FPE3 + Superacc
1.5 FPE4 + Superacc |
FPE6 + Superacc - --
2 FPES + Superacc .
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2 ’ 1 of memory —
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0.5 r |
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Conclusions
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The Proposed Multi-Level Algorithm

@ Computes the results with no errors due to rounding

@ Provides bit-wise identical reproducibility, regardless of
o Data permutation, data assignment
e Thread scheduling, etc.
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Conclusions

The Proposed Multi-Level Algorithm

@ Computes the results with no errors due to rounding

@ Provides bit-wise identical reproducibility, regardless of
o Data permutation, data assignment
e Thread scheduling, etc.

@ |s efficient — delivers comparable performance to the
standard parallel summation and dot product

@ Scales perfectly with the increase of the problem size or the
number of cores

Roman lakymchuk (ICS & LIP6, UPMC) Reproducibility and Accuracy for HPC April 7-9, 2015 21/24



Conclusions

The Proposed Multi-Level Algorithm

@ Computes the results with no errors due to rounding

@ Provides bit-wise identical reproducibility, regardless of
o Data permutation, data assignment
e Thread scheduling, etc.

@ |s efficient — delivers comparable performance to the
standard parallel summation and dot product

@ Scales perfectly with the increase of the problem size or the
number of cores

@ The GEMM performance needs to be enhanced

Roman lakymchuk (ICS & LIP6, UPMC) Reproducibility and Accuracy for HPC April 7-9, 2015 21/24



Future Work
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@ ExGEMM on Intel Phi and Intel CPUs

@ The algorithms are suitable for large scale systems
(ExaScale) with one more reduction step between
nodes

ExBLAS — Exact BLAS

@ ExBLAS-1: , ExDOT, y e
@ ExBLAS-2: ExGER, , ExTRSV, ...
@ ExBLAS-3: ExGEMM, , ExSYR2K,

Roman lakymchuk (ICS & LIP6, UPMC) Reproducibility and Accuracy for HPC April 7-9, 2015 22/24



Acknowledgement !

J881 SORBONNE UNIVERSITES

Thank you for your attention!

— This work undertaken (partially) in the framework of CALSIMLAB is
supported by the public grant ANR-11-LABX-0037-01 overseen by the
French National Research Agency (ANR) as part of the “Investissements
d’Avenir” program (reference: ANR-11-IDEX-0004-02)

— This work was granted access to the HPC resources of The Institute for
scientific Computing and Simulation financed by Region fle-de-France and
the project Equip@Meso (reference ANR-10-EQPX-29-01) overseen by
the French National Research Agency (ANR) as part of the
“Investissements d’Avenir” program

Institut du calcul
et de la simulation

EQUIP@MESO

L'p

Roman lakymchuk (ICS & LIP6, UPMC) Reproducibility and Accuracy for HPC April 7-9, 2015 23/24



On the Web
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URL: https://exblas.lip6.fr )
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About EXBLAS

ExBLAS stands for Exact (fast, accurate, and reproducible) Basic Linear Algebra Subprograms.

The increasing power of current computers enables one to solve more and more complex problems.
This, therefore, requires to perform a high number of floating-point operations, each one leading to a
rouna-off error. Because of round-off error propagation, some problems must be solved with a

longer floating-point format.

As Exascale computing is likely to be reached within a decade, getting accurate results in floating-
point arithmetic on such computers will be a challenge. However, another challenge will be the
reproducibility of the results -- meaning getting a bitwise identical floating-point result from multiple
runs of the same code - due o non iativity of floating-point op and dynamic
scheduling on parallel computers.

ExBLAS aims at providing new algorithms and implementations for fundamental linear algebra

operations - like those included in the BLAS library - that deliver reproducible and accurate results
with small or without losses to their performance on modern parallel architectures such as Intel Xeon
Phi many-core processors and GPU accelerators. We construct our approach in such a way thatitis
independent from data partitioning, order of computations, thread scheduling, or reduction tree Q
schemes.

ibility and Accuracy for HPC


https://exblas.lip6.fr

	Accuracy, Reproducibility, and HPC
	Existing Solutions
	Multi-Level Reproducible and Accurate Algorithm
	Performance Results
	Conclusions and Future Work

