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Opinion mining: reviewed from word to document level

Malik Muhammad Saad Missen •

Mohand Boughanem • Guillaume Cabanac

Abstract Opinion mining is one of the most challenging

tasks of the field of information retrieval. Research com-

munity has been publishing a number of articles on this

topic but a significant increase in interest has been

observed during the past decade especially after the launch

of several online social networks. In this paper, we provide

a very detailed overview of the related work of opinion

mining. Following features of our review make it stand

unique among the works of similar kind: (1) it presents a

very different perspective of the opinion mining field by

discussing the work on different granularity levels (like

word, sentences, and document levels) which is very

unique and much required, (2) discussion of the related

work in terms of challenges of the field of opinion mining,

(3) document level discussion of the related work gives an

overview of opinion mining task in blogosphere, one of

most popular online social network, and (4) highlights the

importance of online social networks for opinion mining

task and other related sub-tasks.

1 Introduction

Opinionmining is the process of extracting opinions from text

documents (Liu 2007). In the literature, this process is also

known by expressions like ‘‘sentiment analysis’’, and/or

‘‘subjectivity analysis’ ’ (Pang and Lee 2008). If we look at

definitions of opinion mining, sentiment analysis, and sub-

jectivity analysis, these seem to denote the samefield of study.

The term sentiment analysis made its appearance in articles

like (Nasukawa and Yi 2003; Yi et al. 2003) with the task of

classifying given text into positive or negative classes. How-

ever, nowadays this term is used in a broader sense and is

meant for computational treatment of opinion, sentiment, and

subjectivity in the text (Pang and Lee 2008). Wiebe (1990)

defines subjectivity as a function of private states (i.e., the

states that are not open to objective observation or verifica-

tion). Opinions, evaluations, emotions, and speculations all

fall into this category (Pang and Lee 2008). The process of

analyzing these opinions and emotions is called Subjectivity

Analysiswhose objective is to recognise the opinion-oriented

language to distinguish it from objective language. Other

commonly used terms for this process are ‘‘opinion detec-

tion’’, ‘‘sentiment detection’’, ‘‘polarity detection’’, ‘‘opinion

finding’’, and ‘‘polarity retrieval’’. In addition to this, many

other terms have been used for opinion-related work [like

‘‘affective computing’’ (Picard 2002), ‘‘review mining’’

(Zhuang et al. 2006), ‘‘appraisal extraction’’ (Bloom et al.

2007), etc.] but in this paper we will limit ourselves to use of

the most common terms mentioned above.

Year 2001 was the beginning of widespread awareness of

the research problems related to opinion mining which

caused hundreds of papers published on this subject (see

Fig. 1).1 The popularity of machine learning, availability of

huge opinion data collections in the form of online social

networks (e.g., blogging, tweeting, product review forums
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etc.) and evolving nature of information needs are described

the main factors behind this shift in focus from traditional

adhoc information retrieval (IR) to opinion retrieval (Pang

and Lee 2008). Adhoc IR focuses on factual information

retrieval while purpose of opinion retrieval is to retrieve

opinions for a given query. Following subsection briefly

highlights major differences between these two tasks.

1.1 Fact-based retrieval versus opinion-based retrieval

To better understand the difference between adhoc IR and

opinion retrieval, let us try to understand the term opinion

itself. Bethard et al. (2004) defines opinion as A sentence,

or a part of a sentence, that would answer the question,

‘‘How does X feel about Y?’’ This definition suggests that

opinions are subjective (i.e., if an individual is asked a

question then he/she might give a different answer from

another person). For example, many people will agree with

the following statement: This colour is too bright to suit

you, given by a person X for a person Y dressed in black,

but others may disagree too because there is no standard

defined for the best colour for a specific person. It means

that opinions are different from facts because a factual

statement (e.g., July 14 celebrates France National Day)

remains valid for all individuals while opinions might vary

from person to person.

Themajor tools used for searching information on theweb

are search engines like Google, Yahoo, etc., but they are

more focused to retrieve topic-based factual information

rather than opinion information (Liu 2008). Pang and Lee

(2008) differentiate the treatment of opinionated text from

classic topic-based classification. According to them, tradi-

tionally text classification seeks to classify documents by

topic. While dealing with topics, we can have as few as two

classes (like Relevant and Non-Relevant) or as many as

thousands of classes (i.e., when classifying w.r.t. a taxon-

omy) for text classification. But in case of classifying opin-

ions, generally we have few classes (like positive, negative

or neutral, etc.). In addition, while dealing with topic-based

categorization, different classes can be unrelated to each

other but as far as opinion-based categorization is concerned,

the classes for categorization are always related somehow

(i.e., whether they are opposite or they have some ordinal

relation between them). Further, Tang et al. (2009) and Ku

and Chen (1838) give similar kind of arguments while dif-

ferentiating opinion-based information retrieval from classic

topic-based factual information retrieval.

In this paper, we review the literature work of opinion

mining by summarizing the work in a very unique fashion

making this contribution very useful for other researchers.

This article also discusses the major challenges of this field

and highlights different works that have tried to tackle

these challenges.

2 Major opinion mining references

In this section, we list prominent existing works that have

summarized the work related to opinion mining with

respect to different aspects.

2.1 Work by Tang et al.

Tang et al. (2009) present a detailed survey of work for

sentiment detection in product reviews. They identify three

kinds of major approaches in the literature for sentiment

detection in real-world applications:

– Machine Learning Approaches In this type of

approaches, generally a machine learning classifier is

trained on already annotated data to create a model of

the trained data and then this model is used to estimate

the classes of documents in the test data.

– Semantic Analysis Approaches Lexical resources play a

very important role in this type of approaches. Seman-

tic relations of concepts, extracted from some lexical

resource, are used to provide some evidences about the

subjectivity. Use of synonyms and antonyms has been

very common in this regard.

– Natural Language Processing Approaches Approaches

exploiting the Parts-of-Speech (POS) information,

complex syntactical structural information, etc. are

part of this type of approaches.

Besides this, Tang et al. also highlight the related work

in context of major tasks like ‘‘subjectivity classification’’,

‘‘sentiment classification’’, etc.

2.2 Work by Esuli and Sebastiani

Similarly, Esuli and Sebastiani (2006) have categorized the

related work in three classes according to the nature of tasks

associated with sentiment detection. These three classes are

Fig. 1 Emerging trend in number of articles for opinion mining

research



– Determining Text SO-Polarity The type of approaches

belonging to this class focuses on the task of deciding

whether a given text is factual or contains opinions on a

topic (i.e., a binary text categorization with classes

Subjective and Objective).

– Determining Text PN-Polarity The task this type of

approaches focused on is to evaluate the polarity of a

subjective text (i.e., whether given subjective text

contain positive or negative opinion about the target).

– Determining the strength of Text PN-Polarity Once it

has been decided whether a given text is positive or

negative, then the task of determining the degree of its

positivity or negativity becomes active. The approaches

in this category of classes calculate this degree of

positivity or negativity.

2.3 Work by Pang and Lee

While Esuli and Sebastiani only describe three tasks related

to problem of opinion mining, Pang and Lee (2008) iden-

tify a set of relatively larger number of opinion-related

tasks in the literature. Few major tasks are listed below:

– Sentiment Polarity Classification It is a binary classi-

fication task in which the polarity of a given opinion-

ated document is estimated to be positive or negative.

– Likely versus Unlikely Another related task identified

by Pang and Lee (2008) is classifying predictive

opinions in election forums into likely to win and

unlikely to win classes.

– Good versus Bad News Classifying a news article as a

good news or bad news has also been identified as a

sentiment classification task.

– Reviewer’s Evaluation Another task is to determine

reviewer’s evaluation with respect to a multi-point

scale (e.g., one to five stars for a review). This problem

can be seen as a multi-class categorization problem.

– Agreement Detection Given a pair of texts, deciding

whether they should receive the same or different

sentiment-related labels based on the relationship

between elements of the pair.
– Opinion Strength Another task identified was to

determine the clause-level opinion strength (e.g., How

mad are you?).

– Viewpoint Classification Classifying the viewpoints

and perspectives into classes like liberal, conservative,

libertarian, etc. is another task identified.

– Genre Classification This task focuses on determining

the genre of a given piece of text, i.e. whether the given

text is an editorial, advertisement or announcement, etc.

– Source ClassificationClassifying the documents accord-

ing to their source or source style. Authorship identifi-

cation is a very good example of such task or similarly

classifying the documents according to their publisher

(e.g., The Washington Post or The Daily News).

3 Granularity-based state-of-the-art

While works by Tang et al. (2009), Esuli and Sebastiani

(2006), and Pang and Lee (2008) have organized the

related work according to the nature of tasks and type of

approaches adopted, we provide a novel granularity-based

(word, sentence/passage, and document) classification of

the related work for opinion mining. In this section, we

describe the opinion mining process in steps and discuss

the work related to each step in separate sections. This

organization of work is very useful for researchers working

on the task of opinion detection at any granularity level.

3.1 Opinion detection process

The process of ‘‘opinion detection’’ can be described in

following major steps:

1. retrieve the relevant set of documents for a given topic

(Topic Relevance Retrieval) if needed,

2. compute the word-level polarity orientations (deter-

mining whether a word is positive or negative) and

polarity strengths (determining the strength of the

positivity or negativity of a word),

3. combine the word-level subjectivity scores, polarity

orientations or strength to calculate the polarity

orientations and strengths on sentence-level (or pas-

sage-level),

4. combine the sentence-level subjectivity scores, polar-

ity orientations or strengths to compute the polarity

orientations and strengths of the given document.

5. Combine the relevance and opinion scores of a

document to compute its final score.

Each step of the above process sacks lot of research

work. We will discuss the related work in terms of major

techniques being used for opinion finding to give an

overview of related work from various perspectives.

3.2 Word level processing

We can identify the following three word-level sentiment

analysis tasks in the literature (Esuli and Sebastiani 2006):

– to determine subjectivity of words in a document (i.e.,

whether the word is subjective or objective)

– to determine orientation or polarity of words (i.e.,

whether the word is positively subjective or negatively

subjective)



– to determine strength of orientation (i.e., how much

positive or negative a word is)

Most of the approaches found in literature do not

explicitly differentiate between these tasks because all of

these tasks are inter-related. For example, an approach

whose aim is to determine the polarity strength of a word

might start with tasks of determining subjectivity and

polarity of words. Similarly, an approach that is meant to

determine the sentimental orientation of words might use

their polarity scores to decide about their polarity. There-

fore, in this section we will discuss the approaches which

focus on any of these tasks. Generally two kinds of

approaches have been proposed for determining the senti-

ment orientation of words (Andreevskaia and Bergler

2006b): first, Corpus-Based approaches and second,

Dictionary-Based Approaches.

3.2.1 Corpus-based approaches

Corpus-based approaches generally exploit the inter-word

relationships (syntactic or co-occurrence relationships) in

large corpora to perform any of the three tasks defined

above (Grefenstette et al. 2006; Hatzivassiloglou and

McKeown 1997; Kim and Hovy 2004; Turney and Littman

2002; Yu and Hatzivassiloglou 2003). We discuss some

major works from the proposed approaches by classifying

them according to the nature of evidences used.

Using language constructs This type of opinion mining

approaches generally take support of language constructs

(conjunctions, prepositions, grammar rules, etc.). For

example, Hatzivassiloglou and McKeown (1997) proposed

a method for automatically tagging the adjectives with a

sentimental tag (positive or negative) with the help of

conjunctions (and, or, but, either-or, or neither-nor) joining

them. The basic principle behind their approach was that

adjectives combined with the conjunction and (like beau-

tiful and calm) are supposed to have same orientation while

those joined by conjunction but (like justified but brutal)

generally differ in their sentimental orientations. A classi-

fication precision of over 90% was observed for adjectives

that occur with modest number of conjunctions in the

corpus. Similarly, Wilson et al. (2005b) use conjunctions

(in the same manner as used by Hatzivassiloglou and

McKeown 1997), local negations (i.e., presence of a neg-

ative word before a polar expression) and dependency tree

to disambiguate the contextual polarities (discussed in Sect.

4.5 in detail) of polar expressions which helped to signif-

icantly improve the baseline for the phrase-level sentiment

classification task. Other studies (Hatzivassiloglou and

Wiebe 2000; Wiebe 2000) showed that restricting features,

used for classification, to those adjectives that come

through as strongly dynamic, gradable, or oriented

improved performance in the genre-classification task.

Using co-occurrence evidence In this type of opinion

mining approaches, opinion score of a word is computed on

behalf of its distance from the already known list of

opinionated words. For example, Baroni and Vegnaduzzo

(2004) used a seed list of subjective adjectives to rank

another list of adjectives that are to be ranked in

descending order by their subjectivity. The motivating

factor behind this work was the intuition that subjective

adjectives are most likely to co-occur with other subjective

adjectives. They computed the subjectivity score of target

adjectives by computing their mutual information with the

adjectives of seed set and Pointwise Mutual Information

(PMI) (Church and Hanks 1990; Grefenstette et al. 2006;

Stone and Hunt 1963) technique was used for this purpose.

PMI can be defined as (Church and Hanks 1990):

PMIðt; tiÞ ¼ log2
pðt&tiÞ

pðtÞ � pðtiÞ

� �

ð1Þ

where pðt & tiÞ is the probability that terms t and ti occur

together. In other words, above equation represents the

measure of the degree of statistical dependence between

t and ti.

A similar kind of approach was proposed by Turney and

Littman (2002, 2003) wherein they prepared a list of

positive terms (i.e., good, nice, excellent, positive, fortu-

nate, correct, superior) and a list of negative terms (i.e.,

bad,nasty,poor,negative,unfortunate,wrong,inferior) to be

used as seed terms. The semantic orientation of a given

term t (i.e., O(t)) is computed as

OðtÞ ¼
X

ti2Sp

PMIðt; tiÞ ÿ
X

ti2Sn

PMIðt; tiÞ ð2Þ

where PMI(t, ti) is the Pointwise Mutual Information

(Church and Hanks 1990) score for term t with each seed

term ti as a measure of their semantic association.

The results showed that this approach required a large

data collection for good performance. Even this is under-

standable because the reliability of the co-occurrence data

increases with the number of documents for which co-

occurrence is computed but still it is a limitation of this

approach. Another drawback with this approach is that it

did not deal with ambiguous terms (having both positive

and negative senses at a time like the word mind, unpre-

dictable, etc.) because the ambiguous terms were deleted

from the set of testing words.

3.2.2 Dictionary-based approaches

The second type of approaches for word-level sentiment

analysis benefits from the flexibility provided by various



lexicons (Esuli and Sebastiani 2006; Miller 1995; Stone

et al. 1966) through their nature, structure, and lexical

relations. The definitions like terms’ glosses (Esuli and

Sebastiani 2005) and semantic relations (like synonyms

and antonyms) (Kamps et al. 2004) provide enough level

of liberties to the researchers to be exploited for finding

semantic orientations of words.

Use of semantic relations Use of semantic relations has

always been part of classical IR and it has got equal

importance in the field of opinion mining and sentiment

analysis. There exist a number of publications exploiting

lexical semantic relations between concepts to estimate

their subjectivity which eventually assists to estimate the

subjectivity of a document. For example, Kamp et al.

(2004) developed a distance based WordNet measure

which determines the semantic orientations of adjectives

based on the distance of a given word from two selected

reference words, ‘‘good’’ and ‘‘bad’’. WordNet (Miller

1995) is a large lexical database containing about 150,000

words organized in over 115,000 synset entries for a total

of 203,000 word-sense pair (Pasca 2005). The concepts in

WordNet are related through various semantic relations.

Like Kamp et al., Williams and Anand (2009) use lexical

relations of WordNet to assign polarity scores to adjectives.

They use a small set of reference positive and negative

terms to build an adjective graph, using the lexical relations

defined in WordNet. To compute the polarity strength of

adjectives, they used various combinations of lexical

relations. The best results were achieved when using the

lexical relations of related words and similar words in

addition to the standard synonym relation commonly used.

Use of gloss definitions Each word in WordNet comes

along with a short description for all of its senses which is

called its gloss definition. The glosses are usually one or

two sentences long. For example, gloss definitions for the

word Car are

– a motor vehicle with four wheels; usually propelled by

an internal combustion engine,

– a wheeled vehicle adapted to the rails of railroad,

– the compartment that is suspended from an airship and

that carries personnel and the cargo and the power plan,

– where passengers ride up and down,

– a conveyance for passengers or freight on a cable

railway.

There are some approaches (Esuli and Sebastiani 2005,

2006; Sebastiani et al. 2006) that make use of the quanti-

tative analysis of the gloss definitions of terms found in

online dictionaries to determine their semantic orientations.

The motivation behind the work of Esuli and Sebastiani

(2005) is the assumption that if a word is semantically

oriented in one direction, then the words in its gloss tends

to be oriented in the same direction. For instance, the

glosses of terms good and excellent will both contain

appreciative expressions, whereas the glosses of bad and

awful will both contain derogative expressions.

Sebastiani et al. (2006) extend the work presented in

Esuli and Sebastiani (2005) by including an additional task

of determining term subjectivity. Further extension to these

works led to the creation of an automatic subjectivity

lexicon SentiWordNet (SWN) (Esuli and Sebastiani 2006).

SWN assigns three numerical scores (Obj(s), Pos(s),

Neg(s)) to each synset of the WordNet describing how

objective, positive or negative the terms within a synset

are. The range of three scores lies in interval [0, 1] and sum

of all the scores equals to 1. This process of assigning

scores makes the task of determining semantic orientation

and semantic strength more precise than the one in which

terms are labeled just with tags subjective or objective(for

semantic orientation task) or Strong or Weak (for polarity

strength task). All of three scores are obtained by com-

bining the results of eight ternary classifiers, all charac-

terized by similar accuracy levels but different

classification behavior. A template of SWN is shown in

Fig. 2.

Quantitative analysis of the glosses of the synsets is

performed to obtain three scores as mentioned above. The

basic intuition behind the creation of SWN was that dif-

ferent senses of a term might have different semantic

orientations.

However, there are few other works (Andreevskaia and

Bergler 2006a; Kim and Hovy 2004; Subasic and Huettner

2001) too who have treated the task of determining

Fig. 2 Template of SentiWordNet with first column: Parts of Speech

(POS) of the Synset; 2nd column: Offset of the Synset in WordNet;

3rd Column: Positive Score of the Synset; 4th Column: Negative

Score of the Synset; 5th Column: Entries of a Synset



semantic orientation same as (Esuli and Sebastiani 2006)

(i.e., instead of viewing the properties of positivity and

negativity as categories, graded versions of these properties

have been proposed.)

Using WordNet affect Valitutti (2004) developed a

lexicon called WordNet Affect for representation of affec-

tive knowledge by selecting and tagging a subset of

WordNet synsets with the affective concepts like emotion,

trait, and feeling, etc. For building this lexicon, a support

was taken from another lexicon WordNet Domains (Mag-

nini and Cavagli 2000). WordNet Domains is a multilin-

gual extension of the WordNet and provides at least one

domain label (like sports, politics, and medicine, etc.) for

each of its synset. It has a hierarchy of almost two hundred

domain labels. WordNet-Affect is an additional hierarchy

of the affective domain labels, independent from the

domain hierarchy, wherewith the synsets that represent

affective concepts are annotated. Bobicev et al. (2010)

have used WordNet-Affect to develop another multilingual

(Russian and Romanian) WordNet-Affect lexical resource.

There are very few works though where both of above

approaches (i.e., dictionary-based and corpus-based

approaches) were combined to improve the results (like

Zhang et al. 2009). Generally, it has been observed that

corpus-based approaches for word-level subjectivity clas-

sification perform better than dictionary-based approaches.

However, the performance of corpus-based approaches is

badly affected across different domains. On the other hand,

most of the dictionary-based approaches generally take

support of domain-independent lexical resources (e.g.,

SentiWordNet, WordNet) and hence avoid the drawback of

corpus-based approaches. However, performance of dic-

tionary-based approaches might vary with the nature and

scope of the lexicon being used.

3.3 Sentence level processing

Most of the work related to opinion mining on sentence

level focuses on following two tasks:

– to determine whether a sentence is subjective or

objective,

– to determine whether a sentence is positive or negative.

In this section, we will discuss few major contributions

for both tasks.

3.3.1 Sentence subjectivity identification

In this section, we will discuss approaches that have used

different types of evidences to determine whether a given

sentence is subjective or objective.

Using presence of subjective words Most of the

approaches rely on the evidence of presence of subjective

words in a sentence to analyze the subjectivity of that

sentence. For example, Hu and Liu (2004) proposed a very

simple method of finding the opinionated sentences for

summarizing the product reviews in which a sentence is

considered as an opinionated sentence if it contains one or

more product features and one or more opinion words.

Zhang et al. (2009) found that presence of a single

strong opinionated word in a sentence (Model-2) could

prove more useful than using total opinion score of all

words in that sentence (Model-1) to evidence the subjec-

tivity of that sentence (see Table 1). Hu and Liu (2004)

experimented with the same evidence (i.e., if a sentence

contains one or more opinion words then the sentence is

considered an opinion sentence) which proved to be

effective.

However, an interesting relation between presence of

adjectives in a sentence and its subjectivity have been

explored by many works (Bruce and Wiebe 1999; Hatzi-

vassiloglou and Wiebe 2000; Wiebe 2000; Wiebe et al.

2004). For example, Bruce and Wiebe (1999) proved that

adjectives are statistically, significantly, and positively

correlated with subjective sentences in the corpus on the

basis of the log-likelihood ratio. The probability that a

sentence is subjective, simply given that there is at least

one adjective in the sentence, is 55.8%, even though there

are more objective than subjective sentences in the corpus.

Hatzivassiloglou and Wiebe (2000) adapt a very simple

method to predict the subjectivity of a sentence. They

classified a sentence as subjective if at least one member of

a set of adjectives S (obtained from previous works like,

Bruce and Wiebe 1999; Hatzivassiloglou and McKeown

1997) occurs in the sentence and objective otherwise.

We have seen that most of the earlier work depends on

presence of adjectives within a sentence for subjective

classification of a sentence, but the work by Riloff et al.

(2003) showed the effectiveness of nouns for identification

of subjective sentences. With the help of Naive Bayes

classifier, they were able to achieve a precision of 81% on

subjective classification of sentences.

Use of sentence similarities Similarity approach to

classifying sentences as subjective or objective explores

the hypothesis that, within a given topic, opinion sentences

will be more similar to other opinion sentences than to

factual sentences [use of state-of-the-art sentence similarity

Table 1 System performance with different models and cutoff values

on TREC 2003 data

Model System parameter k F score

Model-1 0.2 0.398

0.3 0.425

Model-2 0.2 0.514

0.3 0.464



algorithm SIMFINDER (Vasileios et al. 2001) by Yu and

Hatzivassiloglou (2003)]. The similarity approach gener-

ally exploits the evidences like shared words, phrases, and

WordNet synsets for measuring similarities (Dagan et al.

1993, 1994; Leacock and Chodorow 1998; Miller and

Charles 1991; Resnik 1995; Zhang et al. 2002).

Using presence of subjective words as an evidence for

deciding about the subjectivity of a sentence has proved its

worth. Even finding similarities between a set of subjective

sentences and candidate sentences using some machine

learning techniques has shown good results, but perfor-

mance in this case is prone to drawback of lower perfor-

mance across different domains.

3.3.2 Sentence polarity tagging

It is to be noted that the performance of an approach

developed for predicting the polarity orientation of a sen-

tence is dependent on the performance of the approach

proposed to estimate the polarity estimation of words

within that sentence. Therefore, it is only an effective

combination of techniques on both levels that can eventu-

ally give good performance for predicting the sentimental

orientation of sentences.

Using number of polar words Hu and Liu (2004) pro-

posed a very simple method for detection of sentence

polarity orientation. According to them if a sentence con-

tains more number of positive words than negative words,

it is considered as a positive sentence; otherwise negative.

In the case where there are equal numbers of positive and

negative opinion words in the sentence, they predict the

orientation using the average orientation of effective

opinions or the orientation of the previous opinion sen-

tence. Their approach performed well by giving an average

accuracy of 84% in predicting the sentence sentimental

orientation.

Using word-level polarity scores The approach proposed

by Yu and Hatzivassiloglou (2003) tags the opinion sen-

tences with polarity tags (i.e., positive or negative). They

used a co-occurrence measure including a seed-set of

semantically oriented words to estimate the polarity ori-

entations of words in a sentence. This has been discussed in

previous section in detail. For evaluation purposes, they

aggregated the word-level polarity scores to estimate

sentence level polarity orientations with different combi-

nations of parts-of-speeches (i.e., adjectives, adverbs,

nouns, verbs). However, maximum accuracy was obtained

(90% over baseline of 48%) when they combined word-

level evidences for adjectives, adverbs, and verbs.

We have seen that most of the sentence-level work

depends on the semantic orientations of the words present

in the sentence to compute its semantic orientation. But it

should be noted that polarity of a word is likely to change

when it is surrounded by other words in a sentence. In other

words, polarity of an individual word (prior polarity) and

polarity of a word in a sentence (contextual polarity) are

most likely to be different. For example, take the following

sentence: John’s house is not beautiful at all. We know that

word beautiful has a positive prior polarity but in the above

sentence the contextual polarity of the word beautiful is

negative because of the presence of negation not just before

the word beautiful in the sentence. In rest of the discussion

for sentence polarity tagging, we will present some works

that have proposed sentence polarity approaches by

focusing on the problem of contextual polarity of words.

Using word-level context-aware polarity approaches

Contextual polarity of a term is the polarity which is

generated after modification of the prior polarity of the

term. This modification of the prior polarity occurs because

of change in the context. Here we define few major con-

texts responsible for polarity shift of the terms:

– This type of contextual polarity is defined by the

presence of negations (like not, neither, nor or never,

etc.) in surroundings of a given word. For example,

Good is a positive word but if preceded by a negation

like not or never, its contextual polarity is changed

from positive to negative.

– The second type of contextual polarities are caused by

the senses of a word as found in a everyday dictionary

(like WordNet). A word can have many senses. This is

called Polysemy. For example, bank can be used as a

financial institute or a river shore. Similarly, the

polarities of words can be different for different senses

of a word. For example, while the word strong is

considered a positive adjective (with positive score of

0.75 and negative score 0.0) when used as sense

strong#a#7, it is more likely to highlight its negative

aspect (with negative score of 0.5 and positive score of

0.0) when used as sense strong#a#8 in subjective

lexicon SWN (Esuli and Sebastiani 2006).

– Third type of contextual polarity is defined by the type

of the topic (or query) we are searching for, so we call

it Topic-Dependent contextual polarity. For example,

the word unpredictable in an opinion document con-

taining opinion about a film as unpredictable film plot

will be taken as a positive. On the contrary, if the same

word is used in another document containing opinion

about a digital camera as unpredictable functional

response then this time it will be considered as a

negative word. Hence, a change in term’s semantic

orientation is observed with the change in topic-class,

i.e. from movie class to product class.

However, there are few works (Grefenstette et al. 2004;

Hu and Liu 2004; Kim and Hovy 2004; Ku et al. 2006) that

have dealt with the problem of local contextual polarities



by focusing on negations like no, not, never, etc. However,

works like (Nasukawa and Yi 2003; Wilson et al. 2005b;

Yi et al. 2003) also focus on other type of contextual

polarities. Kim and Hovy (2004) and Ku et al. (2006) use

contextual polarities of words to identify the sentence

polarity. To identify contextual polarities of words in

sentences, they take into account the negations (like not

and never) and reverse the prior polarity of the words

following these negations. Kim and Hovy (2004) further

use a window-based approach for sentence polarity detec-

tion, whereas Ku et al. (2006) decide the opinionated ten-

dency of a sentence by the function of sentiment words and

the opinion holder as follows:

Sp ¼ SOpinion Holder �
X

n

j¼1

Swj
ð3Þ

where Sp, Sopinion Holder, and Swj are sentiment score of

sentence p, weight of opinion holder, and sentiment score

of word wj, respectively, and n is the total number of

sentiment words in p.

Wilson et al. (2005b) propose some features to auto-

matically identify the contextual polarities of sentimental

expressions. Further work from Wilson et al. (2003, 2005a)

also includes the development of sentence level subjec-

tivity detection tool (i.e., Opinion Finder). Other worth

reading orks that focus on identification of contextual

polarities include (Ding et al. 2008; Nasukawa and Yi

2003; Yi et al. 2003).

While using presence of polar words in a sentence

proved to be useful for computing its subjectivity, using

this evidence for computing its polarity could not be as

effective because of the contextual polarity problem which

directly affects the polarity of the sentence. An effective

approach dealing efficiently with contextual polarity

problem could perform better as observed in related work.

3.4 Document-level processing

Most of the earlier work on document-level sentiment

detection is limited to the use of data collections like news

articles and product reviews. However, with the popularity

of online social networks, various types of data collections

have emerged (like collection of blogs and tweets) that

have given boost to the research work in this field. For

example, a significant increase in interest for research in

opinion mining field has been noticed after start of TREC

Blog track in year 2006 (see Fig. 1).

In this section, we will discuss the approaches focusing

on identifying opinionated documents and classifying them

according to their polarities (i.e., positive, negative or

neutral). A two-step approach is generally followed by

most of the works for the task of opinion detection with

very few exceptions (like Attardi and Simi 2006) that adapt

a single-step method. In the first step, called Topical Rel-

evance Retrieval, a set of relevant documents is retrieved

for a given topic. In the second step, called Opinion

Finding step, the set of relevant documents retrieved during

first step is processed and re-ranked according to their

opinionatedness.

It has been seen that many approaches have used various

kinds of topic-relevance methods to obtain a set of relevant

documents. Knowing that performance of an opinion

finding approach depends on the performance of topic-

relevance baseline (Soboroff et al. 2007, 2008; Ounis et al.

2006), it becomes meaningless to compare two opinion

finding approaches using two different topic-relevance

baseline. This is the reason TREC Blog track provided five

standard topic relevance baseline runs (chosen from the

baselines submitted by participants for topic relevance

task) to its participants of TREC 2008 to evaluate the

performance of different approaches on common baselines

which can give better idea of effectiveness of an approach.

The details of these baselines are given below in Table 2.

In this section, we discuss the related work for docu-

ment-level opinion finding from different perspectives.

Globally, we discuss the related work with respect to the

lexicon-based and machine learning-based techniques

used. However, we also discuss the major data collections

used for opinion finding task and the role relevance feed-

back has performed for this task. In addition to this, we

acknowledge the importance of TREC Blog’s opinion

finding task by summarizing its key findings over years.

3.4.1 Using corpus-based dictionaries

In this section, we discuss the approaches that use an

opinion lexicon for identifying opinionated documents.

These lexicons may be explicitly prepared using the given

test corpus (or some external corpus) or one can use ready-

made lexicons (Esuli and Sebastiani 2006; Miller 1995)

especially available for such kind of tasks.

Using internal corpus-based dictionaries Gerani et al.

(2009) chose not to rely on external lexicons of opinionated

terms, but investigate to what extent the list of opinionated

terms can be mined from the same corpus of relevance/

opinion assessments that are used to train the retrieval

system. They calculate the opinion score of a term t by

taking ratio (Weighted Log-Likelihood Ratio, Ng et al.

2006; Nigam et al. 2000) of relative frequency of the term t

in set of opinionated documents (set O) to the set of rele-

vant documents (set R and O � R). In order to calculate an

opinion score for an entire document, average opinion

score over all the words in the document is calculated as



OpinionavgðdÞ ¼
X

t2d

OpinionðtÞ � pðtjdÞ ð4Þ

where pðtjdÞ ¼ cðt; dÞ= dj j is the relative frequency of term

t in document d.

There are few works (Gerani et al. 2009; He et al.

2008a, b) that have used the target collection itself to build

the opinion lexicons which were to be used for opinion

finding task. For example, He et al. (2008a) automatically

created a lexicon of opinionated words with the help of

Skewed Query Model (Cacheda et al. 2005) from the

document collection (TREC Blog 2006 collection) they

used for experimentation. Skewed Query Model was used

to filter out too frequent or too rare terms in the collection.

The terms are ranked in descending order by their collec-

tion frequencies using the skewed model. The final ranking

of the documents is done with combination of opinion and

relevance score (obtained with original unexpanded query)

of the documents. This approach managed to improve the

TREC strongest baseline of that time (Ernsting et al. 2007)

and further all improvements were statistically significant

according to the Wilcoxon test at 0.01 level.

Using external corpus-based dictionaries There are

many who took the support of external opinionated data

collections for building their own lexicons. There is always

a trade-off between domain independency and performance

in building a lexicon from external data collections (i.e., a

lexicon built using external data collection tend to be more

generalized but a bit poor in performance relative to a

lexicon built from the given test data collection). Hui Yang

and Si (2006) created the simplest form of dictionary cre-

ated through web. This dictionary was composed of posi-

tive and negative verbs and adjectives were downloaded

from the web. Finally, manual selection was used to

shorten the list so that it is short enough to not to lengthen

the retrieval time too much.

Similar to Hui Yang and Si (2006), Seki et al. (2007)

adopt a very simple approach to build a lexicon of opinion

terms from reviews of http://www.amazon.com. They

explored to use 27,544 positive/negative customer reviews

harvested from http://www.amazon.com to find good sen-

timent terms as features. Another work that makes use of

external sources for building an opinion lexicon is He et al.

(2007). They prepared a lexicon of 12,000 English words

derived from various linguistic sources which gave an

improvement of 15.8% over its baseline.

3.4.2 Using ready-made dictionaries

Use of domain-independent ready-made dictionaries is

very common in the field of opinion mining. Dictionaries

like General Inquirer, SentiWordNet, and WordNet Affect,

etc., are available to researchers for this task. Many

(Kennedy and Inkpen 2006; Mishne 2006; Wang et al.

2007) have used the lexicon General Inquirer (GI) for their

work related to opinion finding. General Inquirer is a large-

scale, manually-constructed lexicon. It assigns a wide

range of categories2 to more than 10,000 English words.

The categories assigned are Osgood’s semantic dimensions

and emotional categories.

Mishni (2006) selects opinion sentences from a subset of

topical sentences using words from GI categories. Opinion

score of a document is computed on behalf of these opinion

sentences selected and on several other modules. Wang

et al. (2007) and Kennedy and Inkpen (2006) use GI cat-

egories for document-level opinion finding task.

The use of sentiment lexicons is very helpful for the

tasks related to opinion detection but there is a need for

more sophisticated lexicons and techniques that can get

benefit of the information these lexicons are providing.

Simply counting the occurrences of the opinion words in a

document to calculate the document’s subjectivity is not an

optimal solution and is subject to many drawbacks. Given

two subjective words, one might be stronger in its sub-

jectivity than the other one. Intuitively, a document

Table 2 TREC provided baselines’ relevance and opinion MAP (over all 150 topics from year 2006 to 2008) (Soboroff et al. 2008)

Baseline Run type Topics Relevance Opinion finding

MAP P10 MAP P10

Baseline1 Automatic Title only 0.3701 0.7307 0.2639 0.4753

Baseline2 Automatic Title-desc 0.3382 0.7000 0.2657 0.5287

Baseline3 Automatic Title-desc 0.4244 0.7220 0.3201 0.5387

Baseline4 Automatic Title-desc 0.4776 0.7867 0.3543 0.558

Baseline5 Manual Title only 0.4424 0.7793 0.3147 0.5307

An Automatic Run involves no human intervention at any stage while in a Manual Run, queries could be extended or modified manually. A Title

Only Run is a run in which only title of the topic is used while in a Title-desc Run, information from two parts of the topic i.e., title and

description is used to generate the run

2 A complete list of the General Inquirer categories is given at

http://www.wjh.harvard.edu/inquirer/homecat.htm.



containing stronger subjective words should be ranked

higher than a document with equal number of subjective

words but with lesser subjectivity. Therefore, such a lexi-

con is needed that not only categorizes the words as

positive or negative but also assigns subjectivity scores to

the words to indicate their polarity strength and avoid the

problem mentioned above.

SentiWordNet (Esuli and Sebastiani 2006) solves the

problem mentioned above by providing objective and

subjective (i.e., positive and negative subjectivity scores)

scores for each synset of the WordNet. Some works

(Bermingham et al. 2008, Missen and Boughanem 2009;

Zhang and Zhang 2006; Zhao et al. 2007) showed their

interest in using SWN as a lexical resource. All of these

approaches sum the opinion scores of the words in a doc-

ument to compute the opinion score for that document.

Zhang and Zhang (2006) fixed a threshold value of 0.5 for

an adjective to be considered as subjective. Zhao et al.

(2007) follow a similar approach but on document level

(i.e., the document is positive if its subjectivity score

P(d) C 0.4, negative if P(d) B 0.2, neutral if 0:2\PðdÞ

\0:4).

3.4.3 Text classification approaches

Text classification approaches (Aue and Gamon 2005;

Beineke et al. 2004; Boiy and Moens 2009; Claire Fautsch

2008; He et al. 2008c; Java et al. 2006; Pang et al. 2002;

Salvetti et al. 2004; Seki et al. 2007; Zhang and Zhang

2006) generally make use of some machine learning clas-

sifier trained on already annotated opinionated data and

then are tested on test data. Most of the commonly used

classifiers for opinion detection in blogs are Support Vector

Machines (SVM) (Aue and Gamon 2005; Gerani et al.

2008; GuangXu et al. 2007; Hemant Joshi and Xu 2006;

Java et al. 2006; Jia et al. 2008; Kennedy and Inkpen 2006;

Mukras et al. 2007; Rui et al. 2007; Seki et al. 2007;

Zhang et al. 2006; Zhang and Yu 2007), Logistic Regres-

sion Classifier (Claire Fautsch 2008; Zhang and Zhang

2006) and Maximum Entropy classifier (He et al. 2008c).

SVM has been the most preferred machine learning clas-

sifier because SVMs are reported to perform better as

compared with other machine learning algorithms. Most of

the approaches have proposed very simple features for the

opinion related tasks. The major ones used are

– the number of subjective words in a document d,

– the number of positive and negative words in a

document d,

– the number of subjective sentences in a document d,

– the number of positive and negative sentences in a

document d,

– the proximity approach (i.e., a fixed number of

sentimental words around the topic words in a docu-

ment or the fixed number of words around adjectives,

verbs or adverbs),

– the use of punctuations like smiley faces : or sad faces

9, etc.,

– the sum of the classification scores of the sentences in

d that are classified to be positive relevant,

– the sum of the classification scores of the sentences in a

document d that are classified to be negative relevant,

– average score of classified positive relevant sentences

in d,

– average score of classified negative relevant sentences

in d,

– the ratio of the number of the classified positive

relevant sentences in d, to the number of the classified

negative relevant sentences in d,

– the ratio of the sum of the scores of the classified

positive relevant sentences in d to the sum of the scores

of the classified negative relevant sentences in d,

Hui Yang and Si (2006) used a passage-based retrieval

approach and retrieved 1,000 passages for each query.

Logistic regression was used to predict the subjectivity of

each sentence in a passage. Logistic regression model was

trained using the Pang and Lee movie review data (Pang

and Lee 2005; Pang et al. 2002) and Hu and Liu (2004)

customer review data. Similarly Zhang et al. (2007) cal-

culate the subjectivity score of each sentence using a CME

classifier trained on movie review data (Pang and Lee

2005; Pang et al. 2002) using unigram, bigram features of a

sentence. SVM classifier then predicts the opinion score of

each blogpost on behalf of the subjective sentences con-

tained in a blogpost. Almost similar kind of approach was

used by Robin Anil (2008) for opinion finding task using

movie review data of Pang et al. with other data sources

with Nave Bayes Classifier. Table 3 provides an overview

of different machine learning classifiers used in several

opinion finding approaches.

3.4.4 Role of external data collections as a tool for query

expansion and training data

Many opinion finding approaches seek help of some external

data collection whether for query expansion or for training

the classifier for opinion detection task. An external data

collection means the data collection other than the one used

for evaluation of an approach. The most common and pop-

ular data collections used for training the machine learning

classifiers are movie review data provided by Pang and Lee

(2005) and Pang et al. (2002) and customer Review Data

provided by Hu and Liu (2004). The movie review data

includes 5,000 subjective sentences and 5,000 objective



Table 3 Document-level summarization of related work in context of external data collections and ML-classifiers used

Title of the paper ML-classifier Data collection

Customizing sentiment classifiers to new domains: a case study

(Aue and Gamon 2005)

Naive-Bayes and Support Vector Machines Pang and Lee (2004) movie review data set (2,000 reviews), book

review data (100 positive, 100 negative reviews), Product

Support Services web survey data (2,564 examples of positive

and 2,371 examples of negative feedback), Knowledge Base web

survey data (6,035 examples of ad feedback and 6,285 examples

of good feedback)

The sentimental factor: improving review classification via

human-provided information (Beineke et al. 2004)

Naive-Bayes Pang et al. (2002) movie review data set (1,400 reviews)

Sentiment classification of movie reviews using contextual

valence shifters (Alistair 2006)

Support Vector Machines Pang and Lee (2004) movie review data set (2,000 reviews)

Which side are you on? identifying perspectives at the

document and sentence levels (Lin et al. 2006)

Naive-Bayes http://www.bitterlemons.org

591 articles

Sentiment classification using word sub-sequences and

dependency sub-trees (Matsumoto et al. 2005)

Support Vector Machines Pang et al. (2002) movie review data set (1,400 reviews) and

Pang and Lee (2004) movie review data set (2,000 reviews)

Sentiment analysis using support vector machines with diverse

information sources (Mullen and Collier 2004)

Support Vector Machines Pang et al. (2002) movie review data set (1,400 reviews)

A sentimental education: sentiment analysis using subjectivity

summarization based on minimum cuts (Pang and Lee 2004)

Naive-Bayes, SVM 5,000 movie reviews nippets (e.g., bold, imaginative, and

impossible to resist?) from http://www.rottentomatoes.com

5,000 sentences from plot summaries available from the Internet

Movie Database (http://www.imdb.com)

Thumbs up? Sentiment classificationusing machine learning

techniques (Pang et al. 2002)

(Naive Bayes, maximum entropyclassification,

and support vector machines

Pang et al. (2002) movie review data set (1,400 reviews)

Using emotions to reduce dependency in machine learning

techniques for sentiment classification (Read 2005)

Naive-Bayes, SVM Pang et al. (2002) movie review data set (1,400 reviews),

Internet Movie Review Database archive of movie reviews,

Emoticon corpus

Automatic opinion polarity classification of movie reviews

(Salvetti et al. 2004)

Naive Bayes and Markov Model Pang et al. (2002) movie review data set (1,400 reviews)

Using appraisal taxonomies for sentiment analysis

(Whitelaw et al. 2005)

SVM Pang and Lee (2004) movie review data set (2,000 reviews)

Sentiment extraction from unstructured textusing tabu search-

enhanced Markov blanket (Bai et al. 2004)

Markov Blanket Classifier, SVM, Naive-Bayes,

Max. Entropy, voted Perceptron

Pang et al. (2002) movie review data set (1,400 reviews)

Automatic extraction of opinion propositions and their holders

(Bethard et al. 2004)

Naive-Bayes FrameNet: a corpus of over 100,000 sentences, PropBank:

a million word corpus

Mining the peanut gallery: opinion extraction and semantic

classification of product reviews (Dave et al. 2003)

Naive-Bayes C-Net and Amazon customer reviews



sentences. The subjective sentences are sentences expressing

opinions about a movie. The objective sentences are

descriptions or the storytelling of a movie. The customer

review data contains 4,258 sentences in total with 2,041

positive examples and 2,217 negative examples. The cus-

tomer reviews are from http://www.amazon.com about 5

electronic products including digital cameras, DVD players

and jukeboxes. Table 3 gives an overview of role of different

data collections in different opinion finding approaches.

Besides being used as training data for classifiers, these

external sources have been used for expanding the queries or

for generating a list of opinionated words (individual terms

or phrases) (Kiduk Yang and Yu 2007; Li et al. 2008). In

addition to these data collection, there are others too which

have been providing support for several approaches for

opinion detection. Few of them are listed below:

– Yahoo Movie Review Data (used in Zhang and Zhang

2006)

– Epinion Digital Camera Review data (used in Zhang

and Zhang 2006)

– Reuters Newswire Data (used in Zhang and Zhang

2006])

– Reviews from http://www.Rateitall.com (used in Zhang

and Yu 2006, 2007)

– Reviews from http://www.amazon.com (used in Seki

et al. 2007)

– AQUAINT-2 news corpus (used in Ernsting et al.

2007; He et al. 2007)

– Internet Movie Database plot summaries (used in Robin

Anil 2008; Yang 2008)

– Reviews from Rotten Tomatoes (used in Robin Anil

2008)

It is hard to conclude that which external data source has

performed well because no data collection has as such

given distinctive results consistently. Therefore, we believe

that it is not the type of data collection which improves the

system’s performance but more the way that data collection

is being used. After an analysis of the top performing

opinion finding approaches, it can be concluded that sys-

tems using data collections as a way to expanding the given

query or creating an opinion lexicons have performed well.

3.4.5 Role of relevance feedback

A general overview of opinion finding approaches reveals

an interesting observation about the use of relevance

feedback. If we look at the topmost effective opinion

finding approaches then it can be noted that most of the top

performing approaches (Ernsting et al. 2007; Lee et al.

2008; Mishne 2006; Weerkamp and de Rijke 2008; Zhang

and Yu 2006, 2007) have benefited from the use of Pseudo

Relevance Feedback on topical retrieval step to have

improved topic relevance MAP. Knowing already that the

performance of the opinion finding task is dominated by

the performance of topic relevance task, it can be suggested

that use of Pseudo Relevance Feedback at retrieval step can

influence the performance of opinion finding phase.

Lexicon-based approaches and machine learning

approaches are the two most effective type of approaches

for document level opinion finding task. While subjectivity

lexicons could yield into some effective domain-indepen-

dent approaches by providing a set of opinionated words,

machine learning-based approaches cannot provide this

level of domain independency. A machine learning clas-

sifier when trained on a data of one domain is most likely

not to perform well when applied across domain data set.

Machine learning approaches, however, are well tuned to

give better performance under given circumstances but

these approaches require large amount of data for training

their classification models.

4 Challenges for opinion mining

Most of the opinion detection approaches model the pres-

ence of subjective words in a given document. They use

several methods to identify subjective words and process

this information to identify and retrieve opinionated sen-

tences or documents (as discussed above). However, pro-

posing approaches that can process subjective information

effectively requires overcoming a number of challenges. In

this section, we discuss the major problems that researchers

working in this domain are facing.

4.1 Identifying comparative sentences

Use of comparative sentences is very common while

expressing one’s opinion especially when writing product

reviews. For example, the comparative sentences, Mobile

phone A is better than B and Mobile phone B is better than

A, convey total opposite opinions. To understand well the

meanings of these comparative phrases, an effective

modeling of sequential information and discourse structure

is required. Product reviews are generally subjective but,

on the other hand, comparisons can be subjective or

objective. Jindal and Liu (2006) explain this by giving the

following examples of an opinion sentence, a subjective

comparison sentence and an objective comparison sentence

as shown in Table 4.

Identification of comparison sentences is challenging

because although there are few indicators that can help to

identify such sentences (i.e. comparative adverbs and

comparative adjectives like better, longer,more, etc.) such

indicators are also present in sentences that are not com-

parative, e.g., I do not love you any more. Similarly, many



sentences that do not contain such indicators are compar-

ative sentences, e.g., Cellphone X has Bluetooth, but cell-

phone Y does not have (Jindal and Liu 2006). Jindal and

Liu (2006) take a data mining approach to identify the

comparison sentences. They use class sequential rule

(CSR) mining with supervised learning approach to iden-

tify comparative sentences in customer reviews, forum

discussions, and news articles. Their approach successfully

identifies almost all of the comparative sentences with

precision of 79% and recall of 81%. Hou and Li (2008)

applied another data mining technique, Conditional Ran-

dom Fields (CRF) with Semantic Role Labeling (SRL), a

statistical machine learning technique (Gildea and Jurafsky

2002) and achieved maximum precision of 93% for rec-

ognizing and labeling of comparative predicates.

4.2 Leveraging domain-dependency

The performance of effective opinion mining approaches

(Blitzer et al. 2007; Engstrm 2004; Hui Yang and Si 2006;

Owsley et al. 2006; Read 2005) differ from domain to

domain (Liu 2007). For example, the opinion finding

approach of Seki and Uehara (2009) performed excep-

tionally well for ‘‘products’’ related topics while it fails to

give good results for topics of type ‘‘politics’’ and ‘‘orga-

nization’’. The one major and obvious reason is the

difference in vocabularies across different domains.

Developing domain-based approaches (or topic-based

approaches) might give an edge as far as their performance

is concerned but this performance is achieved on cost of its

generalization. On the other hand, a domain-independent

approach (or topic-independent approaches) is more gen-

eralized but might suffer from low performance. Therefore,

developing an opinion finding approach that maintains its

generalization and gives better performance is a big chal-

lenge for researchers working in this domain.

There exist a lot of work in the literature for both kind of

approaches. Owsley et al. (2006) show the importance of

building a domain-specific classifier. Read (2005) reports

that standard machine learning techniques for opinion

analysis are domain-dependent (with domains ranging from

movie reviews to newswire articles). Na et al. (Na et al.

2009) proved that building a query-specific subjectivity

lexicons helps improving the results for opinion finding

task.

Similarly, there exist some approaches that exploit

domain-independent features for the task of opinion min-

ing. Hui Yang and Si (2006) propose a set of domain-

independent features and performed evaluations on movie

and product domains. Blitzer et al. (2007) explicitly

address the domain transfer problem for sentiment classi-

fication by achieving an average of 46% improvement over

a supervised baseline of product reviews. Domain-inde-

pendent approach of Zhang and Zhang (2006), Wang et al.

(2008), Liao et al. (2006), Mishne (2006) and Seki et al.

(2007) perform well with the help of different machine

learning techniques.

4.3 Opinion–topic association

A document can contain information about many topics

and might have opinions on many of them too. In this

situation, determining the opinion on a given topic requires

a very effective approach which should not only separate

opinionated information from factual information but also

look for opinion–topic associations in the documents.

Processing the documents on sentence and passage level

might be a good idea to help solve this problem of finding

opinion–topic associations. Various techniques have been

used in the past to find this association between the given

topic and the corresponding opinion; here we will discuss

some prominent work done in this regard.

Natural Language Processing (NLP) techniques (like

POS Tagging and Syntactic Parsing) have been used to

identify opinion expressions and analyze their semantic

relationships with the topic (Nasukawa and Yi 2003; Yi

et al. 2003). POS tagging can be helpful to disambiguate

polysemous expressions (such as the word like) which

assists in identifying the correct sense of an ambiguous

word to relate opinion expression with the topical terms.

Similarly, syntactic parsing is used to identify relationships

between sentiment expressions and the subject term.

Besides NLP techniques, there exist approaches (like

Attardi and Simi 2006; Java et al. 2006; Santos et al. 2009)

that have been using proximity-based techniques for find-

ing the opinion–topic associations in textual documents.

For example, Santos et al. (2009) hypothesized that the

proximity of the query terms to the subjective sentences in

the document helps to find that level of opinion–topic

association necessary for opinion finding task.

Relative to approach proposed by Java et al. (2006),

simpler proximity approaches were adopted by Java et al.

(2006) and Attardi and Simi (2006) where they just check

for occurrences of opinionated terms around the query

terms. However, comparison between all these approaches

is not possible because all of these approaches use different

data collections and baselines. Similarly, a comparison of

results for approaches of Java et al. (2006) and Attardi and

Table 4 A comparison of opinion, subjective comparative and

objective comparative sentences

Car X is very ugly Opinion sentence

Car X is much better than Car Y Subjective comparison

Car X is 2 feet longer than Car Y Objective comparison



Simi (2006) cannot be justified because both approaches

use different topic-relevance baselines. Another very

effective technique used for finding opinion–topic associ-

ations is to process only selective segments of a document

(i.e., sentences or passages) instead of the whole document.

The approaches adopted by Hui Yang and Si (2006),

Missen et al. (2010) and Lee et al. (2008) use passages for

this purpose.

4.4 Feature-based opinion mining

A document might be overall positive about a certain topic

while it may also contain some negative opinions about

few aspects of the topic. For example in review of a digital

camera, a reviewer might be overall satisfied with the

camera, but it is possible that he is not happy with one or

two of its features (e.g., size of the screen or optical zoom).

Feature-based opinion mining is considered a big challenge

for opinion mining and it involves two tasks, Feature

Extraction and Feature-Sentiment Association. To explain

these tasks, let us take the example of the following sen-

tence: I love picture quality of this camera. In this sentence,

picture quality is a product feature and love is the senti-

ment associated with it. If a feature appears in subjective

text, it is called explicit feature. If a feature appears in text

other than subjective and is implied then it is called implicit

feature. For instance, in sentence given above, the feature

picture quality is an explicit feature while size is an

implicit feature in the sentence given below as it does not

appear in the sentence, but is implied (Liu 2007): This

camera is too large. Mining implicit feature is harder than

mining explicit feature because the feature word is not

explicitly mentioned in the text. Zhuang et al. (2006) use a

dependency grammar graph to extract explicit features and

they defined classes of movie domain-related features with

a set of opinion words allocated to each class for extraction

of implicit features. Therefore, when such opinion word is

found in a sentence, corresponding feature class can be

decided even when a feature word is not mentioned in the

sentence.

Yi et al. (2003) proposed two feature term selection

algorithms based on a mixture language model and likeli-

hood ratio. Likelihood Test method performed better than

language model in their experimentation. Liu et al. (2005)

proposed a method to extract product features from product

reviews (pros and cons) based on association rules. They

use association mining system CBA (Classification based

on Association) (Hu et al. 1999) to perform this task.

However, association rule mining is not suitable for this

task because association rule mining is unable to consider

the sequence of words, which is very important in natural

language texts. Thus, many complex ad hoc post-process-

ing methods are used in order to find patterns to extract

features. Hu and Liu (2006) propose a more principled

mining method based on sequential pattern mining. In

particular, they mine a special kind of sequential patterns

called Class Sequential Rules (CSR). As its name suggests,

the sequence of words is considered automatically in the

mining process. Unlike standard sequential pattern mining,

which is unsupervised, they mine sequential rules with

some fixed targets or classes. Thus, the new method is

supervised. If we compare the results of work by Hu and

Liu (2006) with work of Liu et al. (2005), we observe that

the technique proposed by Hu and Liu (2006) generates

comparable results as the association rules of Liu et al.

(2005). The work of Liu et al. (2005) was further improved

by Popescu and Etzioni (2005) by proposing an algorithm

based on PMI method (Eq. 1).

4.5 Contextual polarity of words

An accurate identification of polarity of words requires a

deep analysis of their contexts. The prior polarity of a word

is always subject to changes under the context defined by

its surrounding words. The new polarity of the word

defined by its context is called its contextual polarity. Let

us take an example to understand contextual polarity:

Information Secretary of National Environment Trust,

Robin Hood, said that Ricky is not a good guy.

Although the word trust has many senses that express a

positive sentiment, in above sentence, the word trust is not

being used to express a sentiment at all and is part of the

name of the organization National Environment Trust. In

other words, the contextual polarity of the word trust is

neutral in this case relative to its prior polarity which is

generally positive. Similarly because of the presence of

negation word not just before the word good which is

positive in its prior polarity, the contextual polarity of word

good is negative.

The context can be defined by negations (like not good,

never right, etc), by word senses (like the word plant can

be used as nuclear plant or biological plant), by the syn-

tactic role of words around the given word (like killers

versus they are killers), by intensifiers (like very beautiful),

by diminishers (like little problem), or even by the domain/

topic (like unpredictable movie plot is positive while

unpredictable camera functions is negative) (Wilson

2008). Polanyi and Zaenen (2006) give a detailed discus-

sion of many of the above types of polarity influencers.

There exist few works that have proposed approaches to

identify the contextual polarities in opinion expressions

(Popescu and Etzioni 2005; Suzuki et al. 2006; Yi et al.

2003). Yi et al. (2003) used a lexicon and manually

developed high-quality patterns to classify contextual

polarity. Their approach shows good results with high

precision over the set of expressions that they evaluated.



Popescu and Etzioni (2005) use an unsupervised classifi-

cation technique called relaxation labelling (Hummel

1987) to recognize the contextual polarity of words. They

adopt a three-stage iterative approach to assign final

polarities to words. They use features that represent con-

junctions and dependency relations between polarity

words. Suzuki et al. (2006) use a bootstrapping approach to

classify the polarity of tuples of adjectives and their target

nouns in Japanese blogs. Negations (only not) were taken

into account when identifying contextual polarities.

The problem with above approaches is their limitation to

specific items of interest, such as products and product

features, or to tuples of adjectives and nouns. In contrast,

the approach proposed by Wilson et al. (2005b) seeks to

classify the contextual polarity of all instances of the words

in a large lexicon of subjectivity clues that appear in the

corpus. Included in the lexicon are not only adjectives, but

nouns, verbs, adverbs, and even models. They dealt with

negations on both local and long-distance levels. Besides

this they also include clues from surrounding sentences.

It was the first work to evaluate the effects of neutral

instances on the performance of features for discriminating

between positive and negative contextual polarities.

4.6 Use of social features for opinion detection

With the spread of opinionated content in online social

networks, the latter have become an important source of

opinions. It does not only provide researchers with an

opportunity to have a huge amount of real-world opinion

data but also a chance to exploit the social and networked

structure of these networks for the task of opinion detec-

tion. However, identifying potential social evidences in

online social networks (like blogosphere) and implement-

ing them for the task of opinion detection remain a big

challenge for researchers working in this domain.

Most of the related work for opinion mining in blogs

have been using content-based evidences (Soboroff et al.

2007, 2008; Ounis et al. 2006). However, there exist some

works who have exploited the network structure of blog-

osphere (Hui and Gregory 2010; Kale et al. 2007; Song

et al. 2007). Song et al. (2007) propose an algorithm

InfluenceRank to identify the most influential leaders

within blogosphere. This algorithm ranks blogs according

to their importance in the network and how novel is the

information they provide. The top blogs ranked by Influ-

enceRank tend to be more influential and informative in the

network and thus are more likely to be opinion leaders.

Another work regarding quantification of trust and influ-

ence in the blogosphere includes the contribution by Kale

et al. (2007). Their approaches use the link structure of a

blog graph to associate sentiments with the links connect-

ing two blogs. Sentiments associated with the links are

named as link polarities. Similarly, Hui and Gregory

(2010) also propose an approach for quantifying sentiment

and influence in blogosphere. According to them, an

influential blog

– has a non-trivial number of followers,

– generates a non-trivial amount of user feedback, in the

form of comments on posts, and

– has a large proportion of posts on the topic being

analyzed.

Most of the approaches that we have discussed so far

regarding the use of social network features are limited to

the tasks of quantification of trust and influence in blogo-

sphere. There is a need of such approach that could exploit

characteristics of blogosphere to perform opinion related

tasks. In next section, we give brief overview of our work

that aims at development of such framework.

5 Online social network features for opinion mining

Our work (reference masked because of blind review) is

one of the most significant contributions regarding the task

of opinion detection using social network evidences of the

blogosphere. We propose a framework which focuses on

the use of network of bloggers, blogpost content, blogger’s

profiles, and links between different blogposts for the tasks

of opinion detection, opinion prediction, and multi-

dimensional ranking. Even this contribution lacks experi-

mental work but provides enough list of evidences for

further work and improvements. We exploit four kinds of

evidences for this work that includes trust, polarity, quality,

and opinion score. For each type of variable, we provide a

list of content-based and social network (i.e. blogosphere)

based evidences.

6 Conclusion

In this paper, we discussed the related work for opinion

mining in detail. We classified the work on word, sentence

and document level in accordance with the opinion mining

process. We also highlighted the TREC Blog track, its

tasks and topics.

We have seen that most of the literature for opinion

detection is prevailed by the lexicon-based approaches.

These subjectivity lexicons whether are already available

to the researchers (e.g., General Inquirer, SentiWordNet) or

they are readily prepared from the target data collection or

some external data collection are used for this task. Lexi-

con based on external data collections have played a very

important role to improve the performance of opinion

finding approaches, but this advantage is traded with loss of



generalization of the approach because most of the external

data collection used in several approaches are domain-

specific. However, a very good choice is available now in

the form of TREC Blog data collections that contain data

from various domains ranging from sports to politics.

Researchers are taking full advantage of these data col-

lections by focusing on different challenges of the field of

opinion mining. At the end of the paper, we discussed the

related work in context of these major challenges. In this

section, we discussed how different approaches have tried

to tackle challenges of this field. This section concludes on

need of exploiting features of online social networks for

opinion mining. Last section describes the details of such

framework which utilises various evidences of the blogo-

sphere to perform different tasks.
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