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A probabilistic approach to large time behaviour of

viscosity solutions of parabolic equations with Neumann

boundary conditions

Ying Hu∗ Pierre-Yves Madec†
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Abstract: This paper is devoted to the study of the large time behaviour of viscosity
solutions of parabolic equations with Neumann boundary conditions. This work is the sequel
of [13] in which a probabilistic method was developped to show that the solution of a parabolic
semilinear PDE behaves like a linear term λT shifted with a function v, where (v, λ) is the
solution of the ergodic PDE associated to the parabolic PDE. We adapt this method in finite
dimension by a penalization method in order to be able to apply an important basic coupling
estimate result and with the help of a regularization procedure in order to avoid the lack of
regularity of the coefficients in finite dimension. The advantage of our method is that it gives an
explicit rate of convergence.

Keywords : Backward stochastic differential equations; Ergodic backward stochastic differential
equations; HJB equations; Large time bahaviour; Viscosity solutions.

AMS classification: 35B40, 35K10, 60H30, 93E20.

1 Introduction

We are concerned with the large time behaviour of solutions of the Cauchy problem with Neu-
mann boundary conditions:





∂u(t,x)
∂t = L u(t, x) + f(x,∇u(t, x)σ), ∀(t, x) ∈ R+ ×G,

∂u(t,x)
∂n + g(x) = 0, ∀(t, x) ∈ R+ × ∂G,

u(0, x) = h(x), ∀x ∈ G,

(1.1)

where, at least formally, ∀ψ : G→ R,

(Lψ)(x) =
1

2
Tr(σtσ∇2ψ(x)) + 〈b(x),∇ψ(x)〉,

and G = {φ > 0} is a bounded convex open set of Rd with regular boundary. u : R+ ×G → R

is the unknown function. We will assume that b is Lipschitz and σ is invertible. h is continuous
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and g ∈ C 1
lip(G). Furthermore we will assume that the non-linear term f(x, z) : Rd × R1×d → R

is continuous in the first variable for all z and there exists C > 0 such that for all x ∈ Rd,
∀z1, z2 ∈ R1×d, |f(x, z1) − f(x, z2)| ≤ C|z1 − z2|. Finally in order to obtain uniqueness for
viscosity solutions of (1.1), we assume that ∂G is W 3,∞ and that there exists m ∈ C ((0,+∞),R),
m(0+) = 0 such that ∀x, y ∈ G, ∀z ∈ R1×d,

|f(x, z)− f(y, z)| ≤ m ((1 + |z|)|x− y|) .
A lot of papers deal with the large time behaviour of parabolic PDEs (see for e.g. [21], [11], [15],
[10], [14] or [5]), but there are not a lot of them which deal with Neumann boundary conditions.
In [3], Benachour and Dabuleanu study the large time behaviour of the Cauchy problem with
zero Neumann boundary condition





∂u(t,x)
∂t = ∆u(t, x) + a|∇u(t, x)|p, ∀(t, x) ∈ R∗

+ ×G,
∂u(t,x)

∂n = 0, ∀(t, x) ∈ R+ × ∂G,
u(0, x) = h(x), ∀x ∈ G,

(1.2)

where a ∈ R, a 6= 0, p > 0 and G is a bounded open set with smooth boundary of C 3 class. The
large time behaviour depends on the exponent p. If p ∈ (0, 1), and if h is a periodic function,
then the solution is constant from a finite time. That is, there exist T ∗ > 0 and c ∈ R such that
u(t, x) = c, for all t > T ∗. When p ≥ 1, any solution of (1.2) converges uniformly to a constant,
as t→ +∞.

In [16], Ishii establishes a result about the large time behaviour of a parabolic PDE in a
bounded set with an Hamiltonian of first order H(x, p), convex and coercive in p and with
Neumann boundary coniditons.

In [2], Barles and Da Lio give a result for the large time behaviour of (1.1). Moreover,
the result about the large time behaviour has been improved by Da Lio in [6] under the same
hypotheses. In this last paper, the author studies the large time behaviour of non linear parabolic
equation with Neumann boundary conditions on a smooth bounded domain G:





∂u(t,x)
∂t + F (x,∇u(t, x),∇2u(t, x)) = λ, ∀(t, x) ∈ R+ ×G,

L(x,∇u(t, x)) = µ, ∀(t, x) ∈ R+ ×G,
u(0, x) = h(x), ∀x ∈ G.

(1.3)

The spirit of this paper is slightly different from our work. Indeed, the result says that ∀λ ∈ R,
there exists µ ∈ R such that (1.3) has a continuous viscosity solution. Moreover there exists a
unique λ̃ such that µ(λ̃) = λ̃ for which the solution of (1.3) remains uniformly bounded in time
ũ. Then, there exists ũ∞ solution of the ergodic PDE associated to (1.3) such that

ũ(t, x) −→
t→+∞

ũ∞(x), uniformly in G.

Let us now state our main idea and result. Our method is purely probabilistic, which can be
described as follows. First, let us consider (Xx

t ,K
x
t )t≥0 the solution of the following reflected

SDE with values in G× R+,
{
Xx

t = x+
∫ t

0
b(Xx

s )ds+
∫ t

0
∇φ(Xx

s )dK
x
s +

∫ t

0
σdWs, t ≥ 0,

Kx
t =

∫ t

0
1{Xx

s ∈∂G}dK
x
s , ∀t ≥ 0,

where W is an Rd-valued standard Brownian motion. Let (v, λ) be the solution of the following
ergodic PDE,

{
L v(x) + f(x,∇v(x)σ) − λ = 0, ∀x ∈ G,
∂v(t,x)

∂n + g(x) = 0, ∀x ∈ ∂G.
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Let (Y T,x, ZT,x) be the solution of the BSDE:
{

dY T,x
s = −f(Xx

s , Z
T,x
s )ds− g(Xx

s )dK
x
s + ZT,x

s dWs,

Y T,x
T = h(Xx

T ),

and (Y x, Zx, λ) be solution of the EBSDE:

dY x
s = −(f(Xx

s , Z
x
s )− λ)ds− g(Xx

s )dK
x
s + Zx

s dWs.

Then we have the following probabilistic representation:
{
Y T,x
s = u(T − s,Xx

s ),
Y x
s = v(Xx

s ).

Then, in order to apply the method exposed in [13], we penalize and regularize the reflected
process in order to apply the basic coupling estimates. Then, the use of a stability argument for
BSDE helps us to conclude. Finally, we deduce that there exists a constant L ∈ R such that for
all x ∈ Rd,

Y T,x
0 − λT − Y x

0 −→
T→+∞

L,

i.e.

u(T, x)− λT − v(x) −→
T→+∞

L.

Our method uses not only purely probabilistic arguments, but also gives a rate of convergence:

|u(T, x)− λT − v(x)| ≤ Ce−η̂T .

The paper is organized as follows: In section 2, we introduce some notations. In section 3, we
recall some existence and uniqueness results about a perturbed SDE, a reflected SDE, a BSDE
and an EBSDE that will be useful for what follow in the paper. We recall how such BSDE and
EBSDE are linked with PDE. In section 4, we study the large time behaviour of the solution of
the BSDE taken at initial time when the horizon T of the BSDE increases. Then, we obtain a
more precise result with an explicit rate of convergence in the Markovian case. In section 5, we
apply our results to an optimal ergodic control problem.

2 Notations

We introduce some notations. Let E be an Euclidian space. We denote by 〈·, ·〉 its scalar product
and by | · | the associated norm. We denote by B(x,M) the ball of center x ∈ E and radius
M > 0. Given φ ∈ Bb(E), the space of bounded and measurable functions φ : E → R, we
denote by ||φ||0 = supx∈E |φ(x)|. If a function f is continuous and defined on a compact and
convex subset G of Rd, we define fRd := f(Π(x)) where Π is the projection on G. Note that fRd

is continuous and bounded. C k
lip(G) denotes the set of the functions of class C k whose partial

derivatives of order k are Lipschitz functions.
Given a probability space (Ω,F ,P) with a filtration Ft, we consider the following classes of

stochastic processes.

1. Lp
P
(Ω,C ([0, T ];E)), p ∈ [1,∞), T > 0, is the space of predictable processes Y with continuous

paths on [0, T ] such that

|Y |Lp

P
(Ω,C ([0,T ];E)) =

(
E sup

t∈[0,T ]

|Yt|p
)1/p

<∞.
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2. Lp
P
(Ω, L2([0, T ];E)), p ∈ [1,∞), T > 0, is the space of predictable processes Y on [0, T ] such

that

|Y |Lp

P
(Ω,L2([0,T ],E)) =



E

(∫ T

0

|Yt|2dt
)p/2





1/p

<∞.

3. L2
P,loc(Ω, L

2([0,∞);E)) is the space of predictable processes Y on [0,∞) which belong to the
space L2

P
(Ω, L2([0, T ];E)) for every T > 0. We define in the same way Lp

P,loc(Ω,C ([0,∞);E)).
In the sequel, we consider a complete probability space (Ω,F ,P) and a standard Brownian

motion denoted by (Wt)t≥0 with values in Rk. (Ft)t≥0 will denote the natural filtration of W
augmented with the family of P-null sets of F .

In this paper, C denotes a generic constant for which we specify the dependency on some
parameters when it is necessary to do so. In this paper, we will consider only continuous viscosity
solutions.

3 Preliminaries

3.1 The perturbed forward SDE

Let us consider the following stochastic differential equation with values in Rd:
{

dXt = d(Xt)dt+ b(t,Xt)dt+ σdWt, t ≥ 0,
X0 = x ∈ Rd.

(3.1)

We will assume the following about the coefficients of the SDE:

Hypothesis 3.1. 1. d : Rd → Rd is locally Lipschitz, strict dissipative (i.e. there exists η > 0
such that for every x, y ∈ Rd, 〈d(x)−d(y), x−y〉 ≤ −η|x−y|2) and with polynomial growth
(i.e. there exists µ > 0 such that for every x ∈ Rd, |d(x)| ≤ C(1 + |x|µ)).

2. b : R+ × Rd → Rd is bounded and measurable.

3. σ ∈ Rd×d is invertible.

Definition 3.1. We say that the SDE (3.1) admits a weak solution if there exists a new F -

Brownian motion (Ŵ x)t≥0 with respect to a new probability measure P̂ (absolutely continuous

with respect to P), and an F -adapted process (X̂x)t≥0 with continuous trajectories for which

(3.1) holds with (Wt)t≥0 replaced by (Ŵ x
t )t≥0.

Lemma 3.2. Assume that Hypothesis 3.1 holds true and that b(t, ·) is Lipschitz uniformly w.r.t.
t ≥ 0. Then for every x ∈ Rd, equation (3.1) admits a unique strong solution, that is, an adapted
Rd-valued process denoted by Xx with continuous paths satisfying P-a.s.,

Xx
t = x+

∫ t

0

d(Xx
s )ds+

∫ t

0

b(s,Xx
s )ds+

∫ t

0

σdWs, ∀t ≥ 0.

Furthermore, we have the following estimate:

E[|Xx
s |p] ≤ C(1 + |x|p). (3.2)

If b is only bounded and measurable then there exists a weak solution (X̂, Ŵ ) and uniqueness in
law holds. Furthermore, (3.2) still holds (with respect to the new probability measure).
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Proof. For the first part of the lemma see [12], Theorem 3.3 in Chapter 1 or [19], Theorem 3.5.
Estimates (3.2) is a simple consequence of Itô’s formula. Weak existence and uniqueness in law
are a direct consequence of a Girsanov’s transformation.

We define the Kolmogorov semigroup associated to Eq. (3.1) as follows: ∀φ : Rd → R

measurable with polynomial growth,

Pt[φ](x) = Eφ(Xx
t ).

Lemma 3.3 (Basic coupling estimate). Assume that Hypothesis 3.1 holds true and that b(t, ·) is
Lipschitz uniformly w.r.t. t ≥ 0. Then there exists ĉ > 0 and η̂ > 0 such that for all φ : Rd → R

measurable and bounded (i.e. ∃C, µ > 0 such that ∀x ∈ Rd, |φ(x)| ≤ C(1 + |x|µ)),

|Pt[φ](x) − Pt[φ](y)| ≤ ĉe−η̂t. (3.3)

We stress the fact that ĉ and η̂ depend on b only through supt≥0 supx∈Rd |b(t, x)|.

Proof. See [18].

Corollary 3.4. Relation (3.3) can be extended to the case in which b is only bounded and mea-
surable and for all t ≥ 0, there exists a uniformly bounded sequence of Lipschitz functions in x,
(bn(t, ·))n≥1 (i.e. ∀n ∈ N, bn(t, ·) is Lipschitz uniformly w.r.t. t ≥ 0 and supn supt supx |bn(t, x)| <
+∞) such that

lim
n
bn(t, x) = b(t, x), ∀t ≥ 0, ∀x ∈ Rd.

Clearly in this case in the definition of Pt[φ] the mean value is taken with respect to the new

probability measure P̂.

Proof. It is enough to adapt the proof of Corollary 2.5 in [7]. The goal is to show that, if Pn

denotes the Kolmogorov semigroup corresponding to equation (3.1) but with b replaced by bn,
then ∀x ∈ Rd , ∀t ≥ 0,

P
n
t [φ](x) −→

n→+∞
Pt[φ](x).

Remark 3.5. Similarly, if there exists a uniformly bounded sequence of Lipschitz functions
(bm,n(t, ·))m∈N,n∈N (i.e. ∀n ∈ N, ∀m ∈ N, Fm,n(t, ·) is Lipschitz uniformly w.r.t. t ≥ 0 and
supm supn supt supx |bm,n(t, x)| < +∞) such that

lim
m

lim
n
bm,n(t, x) = b(t, x), ∀t ≥ 0, ∀x ∈ Rd,

then, if Pm,n is the Kolmogorov semigroup corresponding to equation (3.1) but with F replaced
by bm,n, we have ∀t ≥ 0, ∀x ∈ Rd,

lim
m

lim
n

P
m,n
t [φ](x) = P[φ](x),

which shows that relation (3.3) still holds.

We will need to apply the lemma above to some functions with particular form.
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Lemma 3.6. Let f : Rd × R1×d → R be continuous in the first variable and Lipschitz in the
second one and ζ, ζ′ be two continuous functions: R+ × Rd → R1×d be such that for all s ≥ 0,
ζ(s, ·) and ζ′(s, ·) are continuous. We define, for every s ≥ 0 and x ∈ Rd,

Υ(s, x) =

{
f(x,ζ(s,x))−f(x,ζ′(s,x))

|ζ(s,x)−ζ′(s,x)|2
t(ζ(s, x) − ζ′(s, x)), if ζ(s, x) 6= ζ′(s, x),

0, if ζ(s, x) = ζ′(s, x).

Then, there exists a uniformly bounded sequence of Lipschitz functions (Υm,n(s, ·))m∈N,n∈N (i.e.,
for every m ∈ N∗ and n ∈ N∗, Υn(s, ·) is Lipschitz and supm supn sups supx |Υ(s, x)| < +∞)
such that for every s ≥ 0 and for every x ∈ Rd,

∀x ∈ Rd, lim
m→+∞

lim
n→+∞

Υm,n(s, x) = Υ(s, x).

Proof. See the proof of Lemma 3.5 in [7].

3.2 The reflected SDE

We consider a process Xx
t reflected in G = {φ > 0}. Let (Xx

t ,K
x
t )t≥0 denote the unknown of

the following SDE:
{
Xx

t = x+
∫ t

0 b(X
x
s )ds+

∫ t

0 ∇φ(Xx
s )dK

x
s +

∫ t

0 σdWt, t ∈ R+,

Kx
t =

∫ t

0 1{Xx
s ∈∂G}dK

x
s .

(3.4)

Hypothesis 3.2. 1. b : G→ Rd is Lipschitz.

2. σ ∈ Rd×d is invertible.

We will make the following assumptions about G.

Hypothesis 3.3. 1. G is a bounded convex open set of Rd.

2. φ ∈ C 2
lip(R

d) and G = {φ > 0}, ∂G = {φ = 0} and ∀x ∈ ∂G, |∇φ(x)| = 1.

Remark 3.7. Let us denote by Π(x) the projection of x ∈ Rd on G. Let us extend the definition
of b to Rd by setting, ∀x ∈ Rd,

b̃(x) := −x+ (b(Π(x)) + Π(x)).

Note that d(x) := −x is dissipative and that p(x) := b(Π(x)) + Π(x) is Lipschitz and bounded.
Therefore, b̃ is weakly dissipative and satisfies Hypothesis 3.1.

Let us denote by (Xx,n
t ) the solution of the following penalized SDE associated with (3.4):

Xx,n
t = x+

∫ t

0

[
b̃(Xx,n

s ) + Fn(X
x,n
s )

]
ds+

∫ t

0

σdWs,

where ∀x ∈ Rd, Fn(x) = −2n(x−Π(x)).

Lemma 3.8. Assume that the Hypotheses 3.2 and 3.3 hold true. Then for every x ∈ G there
exists a unique pair of processes (Xx

t ,K
x
t )t≥0 with values in (G× R+) and which belongs to the

6



space Lp
P,loc(Ω,C ([0,+∞[;Rd))×Lp

P,loc(Ω,C ([0,+∞[;R+)) , ∀p ∈ [1,+∞[, satisfying (3.4) and
such that

ηxt :=

∫ t

0

∇φ(Xx
s )dK

x
s , has bounded variation on [0, T ], ∀0 ≤ T < +∞, ηx0 = 0,

and for all process z continuous and progressively measurable taking values in the closure G we
have

∫ T

0

(Xx
s − zs)dK

x
s ≤ 0, ∀T ≥ 0.

Finally, the following estimates holds for the convergence of the penalized process: for any 1 <
q < p/2, for any T ≥ 0 there exists C ≥ 0 such that

E sup
0≤t≤T

|Xx,n
t −Xx

t |p ≤ C

nq
.

Proof. See Lemma 4.2 in [18].

3.3 The BSDE

Let us fix T > 0 and let us consider the following BSDE in finite horizon for an unknown process
(Y T,t,x

s , ZT,t,x
s )s∈[t,T ] with values in R× R1×d:

Y T,t,x
s = ξT +

∫ T

s

f(Xt,x
r , ZT,t,x

r )dr +

∫ T

s

g(Xt,x
r )dKt,x

r −
∫ T

s

ZT,t,x
r dWr , ∀s ∈ [t, T ],

(3.5)

where (Xt,x
s ,Kt,x

s )s∈[t,T ] is the solution of the SDE (3.4) starting from x at time t. If t = 0, we
use the following standard notations Xx

s = X0,x
s ,Kx

s = K0,x
s , Y T,x

s := Y T,0,x
s and ZT,x

s = ZT,0,x
s .

We will assume the following assumptions.

Hypothesis 3.4 (Path dependent case). There exists C > 0, such that the function f : G ×
R1×d → R and ξT satisfy:

1. ξT is a real-valued random variable FT measurable and |ξT | ≤ C.

2. ∀x ∈ G, ∀z1, z2 ∈ R1×d, |f(x, z1)− f(x, z2)| ≤ C|z1 − z2|.

3. ∀z ∈ R1×d, f(·, z) is continuous.

4. g ∈ C 1
lip(G).

Lemma 3.9. Assume that the Hypotheses 3.2, 3.3 and 3.4 hold true, then there exists a unique
solution (Y T,t,x

s , ZT,t,x
s ) ∈ L2

P
(Ω,C ([0, T ];R))× L2

P
(Ω, L2([0, T ];R1×d)).

Proof. See Theorem 1.7 in [22].

Hypothesis 3.5 (Markovian case). There exists C > 0 such that

1. ξT = h(Xx
T ), where h : G→ R is continuous.

2. ∀x ∈ G, ∀z, z′ ∈ R1×d, |f(x, z)− f(x, z′)| ≤ C|z − z′|.
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3. ∀z ∈ R1×d, f(·, z) is continuous.

4. g ∈ C 1
lip(G).

Let us consider the following semilinear PDE:





∂u(t,x)
∂t + L u(t, x) + f(x,∇u(t, x)σ) = 0, ∀(t, x) ∈ [0, T ]×G,

∂u(t,x)
∂n + g(x) = 0, ∀(t, x) ∈ [0, T ]× ∂G,

u(T, x) = h(x), ∀x ∈ G,

(3.6)

where L u(t, x) = 1
2 Tr(σ

tσ∇2u(t, x)) + 〈b(x),∇u(t, x)〉.

Lemma 3.10 (Existence). Assume that the Hypotheses 3.2, 3.3 and 3.5 hold true, then there
exists a continuous viscosity solution to the PDE (3.6) given by

uT (t, x) = Y T,t,x
t .

Proof. In our framework, uT (t, x) ∈ C ([0, T ] × G;R). Indeed, first as in the proof of Theorem
3.1 in [23], we deduce the existence of a function v1 : G→ R which belongs to the space C 2

lip(G)
and which is solution of Helmholtz’s equation for some α ∈ R,

{
∆v1(x)− αv1(x) = 0,
∂v1(x)
∂n + g(x) = 0.

We set Y 1,t,x
s = v1(Xt,x

s ) and Z1,t,x
s = ∇v1(Xt,x

s )σ. These processes verify, ∀s ∈ [t, T ],

Y 1,t,x
s = v1(Xt,x

T ) +

∫ T

s

[−L v1(Xt,x
r )]dr +

∫ T

s

g(Xt,x
r )dKt,x

r −
∫ T

s

Z1,t,x
r dWr,

where

L v1(x) =
1

2
Tr(σtσ∇2v1(x)) + 〈b(x),∇v1(x)〉.

Then, if we define

Ỹ T,t,x
s = Y T,t,x

s − v1(Xt,x
s ),

Z̃T,t,x
s = ZT,t,x

s −∇v1(Xt,x
s )σ,

(Ỹ T,t,x, Z̃T,t,x) satisfies the BSDE, ∀s ∈ [t, T ]:

Ỹ T,t,x
s = (h− v1)(Xt,x

T ) +

∫ T

s

[
f(Xt,x

r , Z̃T,t,x
r +∇v1(Xt,x

r )σ) + L v1(Xt,x
r )
]
dr

−
∫ T

s

Z̃T,t,x
r dWr,

which shows, since v1 ∈ C 2
lip(G), that

(
(t, x) 7→ Ỹ T,t,x

t

)
is continuous. To show that uT (t, x) is

a viscosity solution of (3.6) see [22], Theorem 4.3.

Uniqueness for solutions of (3.6) holds under additional assumptions in our framework.

Hypothesis 3.6. 1. ∂G is of class W 3,∞.

8



2. ∃m ∈ C ((0,+∞),R), m(0+) = 0 such that ∀x, y ∈ G, ∀z ∈ R1×d,

|f(x, z)− f(y, z)| ≤ m ((1 + |z|)|x− y|) .

Lemma 3.11 (Uniqueness). Assume that the Hypotheses 3.2, 3.3, 3.5 and 3.6 hold true. Then,
uniqueness holds for viscosity solutions of (3.6).

Proof. See Theorem II.1 in [1].

Remark 3.12. By the following change of time: ũT (t, x) := uT (T−t, x), we remark that ũT (t, x)
is the unique viscosity solution of (1.1). Now remark that ũT (T, x) = uT (0, x) = Y T,0,x

0 = Y T,x
0 ,

therefore the large time behaviour of Y T,x
0 is the same as that of the solution of equation (1.1).

3.4 The EBSDE

In this section, we consider the following ergodic BSDE for an unknown process (Y x
t , Z

x
t , λ)t≥0

with values in R× R1×d × R:

Y x
t = Y x

T +

∫ T

t

(f(Xx
s , Z

x
s )− λ)ds +

∫ T

t

g(Xx
s )dK

x
s −

∫ T

t

Zx
s dWs, ∀0 ≤ t ≤ T < +∞.

(3.7)

Hypothesis 3.7. There exists C > 0 and µ > 0 such that,

1. ∀x ∈ G, ∀z, z′ ∈ R1×d, |f(x, z)− f(x, z′)| ≤ C|z − z′|.

2. ∀z ∈ R1×d, f(·, z) is continuous.

3. g ∈ C 1
lip(G).

Without loss of generality, we assume that 0 ∈ G.

Lemma 3.13 (Existence when Neumann boundary conditions are null). Assume that g ≡ 0
and that the Hypotheses 3.2, 3.3 and 3.7 hold true. Then there exists a solution (Y x, Zx, λ) ∈
L2

P,loc(Ω,C ([0,+∞[;R)) × L2
P,loc(Ω, L

2([0,+∞[;R1×d)) × R to (3.7). Moreover there exist v :

G→ R and ξ : G→ R1×d measurable such that for every x, y ∈ G, for all t ≥ 0,

Y x
t = v(Xx

t ), Z
x
t = ξ(Xx

t ),

v(0) = 0,

|v(x)− v(y)| ≤ C,

|v(x)− v(y)| ≤ C|x− y|.

Proof. First let us recall that by Remark 3.7, one can replace b by its extension b̃ which is weakly
dissipative. Therefore, replacing f by fRd , we obtain, by Theorem 4.4 in [18] that there exists
v : G→ R and ξ : G→ R1×d measurable such that for every x, y ∈ G, for all t ≥ 0,

Y x
t = v(Xx

t ), Z
x
t = ξ(Xx

t ),

v(0) = 0,

|v(x)− v(y)| ≤ C(1 + |x|1+µ + |y|1+µ),

|v(x)− v(y)| ≤ C(1 + |x|1+µ + |y|1+µ)|x− y|.

And the result follows by the boundedness of G.
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Lemma 3.14 (Existence). Assume that the Hypotheses 3.2, 3.3 and 3.7 hold true. Then there
exists a solution (Y x, Zx, λ) ∈ L2

P,loc(Ω,C ([0,+∞[;R)) × L2
P,loc(Ω, L

2([0,+∞[;R1×d)) × R to

the EBSDE (3.7). Moreover there exists v : G→ R such that for every x, y ∈ G, for all t ≥ 0,

Y x
t = v(Xx

t ),

|v(x)| ≤ C,

|v(x)− v(y)| ≤ C|x− y|.

Proof. First as in the proof of Theorem 3.1 in [23], we deduce the existence of a function v1 :
G → R which belongs to the space C 2

lip(G) and is solution of Helmholtz’s equation for some
α ∈ R,

{
∆v1(x)− αv1(x) = 0,
∂v1(x)
∂n + g(x) = 0.

Then, if we define (Y 1
t := v1(Xx

t ), Z
1
t := ∇v1(Xx

t )σ), (Y
1, Z1) satisfies, for every 0 ≤ t ≤ T <

+∞:

Y 1
t = Y 1

T +

∫ T

t

[
−L v1(Xx

s )
]
ds+

∫ T

t

g(Xx
s )dK

x
s −

∫ T

t

Z1
sdWs, (3.8)

where

(L v1)(x) =
1

2
Tr(σtσ∇2v1) + 〈̃b(x),∇v1〉.

Now consider the following EBSDE:

Y 2
t = Y 2

T +

∫ T

t

[f2(Xx
s , Z

2
s )− λ]ds−

∫ T

t

Z2
sdWs, ∀0 ≤ t ≤ T < +∞, (3.9)

with f2(x, z) := L v1(x) + f(x, z +∇v1(x)σ). Since ∀z ∈ R1×d, f2(·, z) is continuous and since
for every x ∈ G, f2(x, ·) is Lipschitz, one can apply Lemma 3.13 to obtain the existence of a
solution (Y 2

t = v2(Xx
t ), Z

2
t = ξ2(Xx

t )) to EBSDE (3.9) such that v2 is continuous. We set

Y x
t = Y 1

t + Y 2
t = v1(Xx

t ) + v2(Xx
t ),

Zx
t = Z1

t + Z2
t = ∇v1(Xx

t )σ + ξ2(Xx
t ).

Then (Y x, Zx, λ) is a solution of the EBSDE (3.7).

Theorem 3.15 (Uniqueness of λ). Assume that the Hypotheses 3.2, 3.3 and 3.7 hold true. If
(Y 1, Z1, λ1) and (Y 2, Z2, λ2) denote two solutions of the EBSDE (3.7) in the class of solutions
(Y, Z, λ) such that ∀t ≥ 0, |Yt| ≤ C, P-a.s. and Z ∈ L2

P,loc(Ω, L
2([0,∞[;R1×d), then

λ1 = λ2.

Proof. See Theorem 4.6 in [8].

Let us now state our main result of this section.

Theorem 3.16 (Uniqueness of solutions (Y, Z, λ)). Assume that the Hypotheses 3.2, 3.3 and
3.7 hold true. Uniqueness holds for solutions (Y, Z, λ) of the EBSDE (3.7) in the class of
solutions such that there exists v : G → R continuous, Ys = v(Xx

s ) with v(0) = 0, and
Z ∈ L2

P,loc(Ω, L
2([0,∞[;R1×d).
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Proof. Let (Y 1 = v1(Xx), Z1, λ1) and (Y 2 = v2(Xx), Z2, λ2) denote two solutions. Then from
Theorem 3.15, we deduce that λ1 = λ2 =: λ.

Now, let us denote by v : G→ R, v ∈ C 2
lip(G) and solution of Helmholtz’s equation for some

α ∈ R

{
∆v(x) − αv(x) = 0,
∂v(x)
∂n + g(x) = 0.

Then, if we define (Yt := v(Xx
t ), Zt := ∇v(Xx

t )σ), (Y, Z) satisfies, for every 0 ≤ t ≤ T < +∞:

Yt = YT +

∫ T

t

[−L v(Xx
s )] ds+

∫ T

t

g(Xx
s )dK

x
s −

∫ T

t

ZsdWs, (3.10)

where

(L v)(x) =
1

2
Tr(σtσ∇2v) + 〈̃b(x),∇v〉.

Therefore, (Ŷ 1
t = Y 1

t − v(Xx
t ), Ẑ

1
t = Z1

t − t∇v(Xx
t )σ) satisfies the BSDE, ∀0 ≤ t ≤ T < +∞,

Ŷ 1
t = Ŷ 1

T +

∫ T

t

f̂(Xx
s , Ẑ

x
s )ds−

∫ T

t

Ẑ1
sdWs,

where ∀x, z ∈ Rd × R1×d,

f̂(x, z) = f
(
x, z + t∇v1(x)σ

)
− λ+ L v(x).

Then, let (Ŷ 1,T,t,x, Ẑ1,T,t,x) be the solution of the following BSDE, ∀s ∈ [t, T ],

Ŷ 1,T,t,x
s = (v1 − v)(Xt,x

T ) +

∫ T

t

f̂(Xx
s , Ẑ

1,T,t,x
s )ds−

∫ T

t

Ẑ1,T,t,x
s dWs.

By uniqueness of solutions to BSDE, we deduce that

v1(x) − v(x) = Ŷ 1,T,0,x
0 .

Now, we fix infinitely differentiable functions ρε : Rd → R+ bounded together with their deriva-
tives of all order, such that:

∫
Rd ρε(x)dx = 1 and

supp(ρε) ⊂
{
ξ ∈ Rd : |ξ| ≤ ε

}
,

where supp denotes the support. Then we define ∀n ∈ N,

(Fn)ε(x) =

∫

Rd

ρε(y)Fn(x− y)dy,

b̃ε(x) =

∫

Rd

ρε(y)̃b(x− y)dy.

Let us denote by Xt,x,n,ε the solution of the following SDE, ∀s ≥ t,

Xt,x,n,ε
s = x+

∫ s

t

(
b̃ε + (Fn)ε

)
(Xt,x,n,ε

r )dr +

∫ s

t

σdWr,
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and let (Y 1,T,t,x,n,ε, Z1,T,t,x,n,ε) be the solution of the following BSDE, ∀s ∈ [t, T ],

Y 1,T,t,x,n,ε
s = (v1 − v)(Xt,x,n,ε

s ) +

∫ s

t

f̂(Xt,x,n,ε
r , Z1,T,t,x,n,ε

r )dr −
∫ T

s

Z1,T,t,x,n,ε
r dWs.

Then by a stability result, (see for e.g. Lemma 2.3 of [4]), we deduce that

lim
n→+∞

lim
ε→+∞

Y 1,T,0,x,n,ε
0 = Ŷ 1,T,0,x

0 = v1(x)− v(x). (3.11)

Similarly, defining (Y 2,T,t,x, Z2,T,t,x) and (Y 2,T,t,x,n,ε, Z2,T,t,x,n,ε) in the same way, we deduce
that

lim
n→+∞

lim
ε→+∞

Y 2,T,0,x,n,ε
0 = Ŷ 2,T,0,x

0 = v2(x)− v(x).

Furthermore, by Theorem 4.2 (or Theorem 4.2 in [9]), if we define u1,T,n,ε(t, x) := Y 1,T,t,x,n,ε
t ,

then (x 7→ u1,T,n,ε(t, x)) is continuously differentiable for all t ∈ [0, T [, and ∀s ∈ [t, T [,

Z1,T,t,x,n,ε
s = t∇u1,T,n,ε(s,Xt,x,n,ε

s )σ.

Similarly, we define u2,T,n,ε(t, x) := Y 2,T,t,x,n,ε
t and then

Z2,T,t,x,n,ε
s = t∇u2,T,n,ε(s,Xt,x,n,ε

s )σ.

Therefore, taking t = 0, ∀T > 0,

u1,T,n,ε(0, x)− u2,T,n,ε(0, x) = (v1 − v2)(Xx,n,ε
T )−

∫ T

0

(Z1,T,x,n,ε
s − Z2,T,x,n,ε

s )dWs

+

∫ T

0

[
f̂(Xx,n,ε

s , Z1,T,x,n,ε
s )− f̂(Xx,n,ε

s , Z2,T,x,n,ε
s )

]
ds

= (v1 − v2)(Xx,n,ε
T )

−
∫ T

0

(Z1,T,x,n,ε
s − Z2,T,x,n,ε

s )(−β(s,Xx,n,ε
s )ds+ dWs),

where

βT (s, x) =

{
f(x,t∇u1,T,n,ε(x)σ)−f(x,t∇u2,T,n,ε(x)σ)

|t∇u1,T,n,ε(x)σ−t∇u2,T,n,ε(x)σ|2 1t<T , if ∇u1,T,n,ε(t, x) 6= ∇u2,T,n,ε(t, x),

0, otherwise.

The process (βT (s,Xx,n,ε
s ))s∈[0,T ] is progressively measurable and bounded, therefore, we can

apply Girsanov’s Theorem to obtain that there exists a new probability measure QT equivalent
to P under which (Wt −

∫ t

0
β(s,Xx,n,ε

s )ds)t∈[0,T ] is a Brownian motion. Therefore, denoting by

EQT

the expectation with respect to the probability QT ,

u1,T,n,ε(0, x)− u2,T,n,ε(0, x) = EQT [
(v1 − v2)(Xx,n,ε

T )
]

= PT [v
1 − v2](x),

where Pt is the Kolmogorov semigroup associated to the following SDE, ∀t ≥ 0,

Ux
t = x+

∫ t

0

(
b̃ε + (Fn)ε

)
(Ux

s )ds+

∫ t

0

σβ(s, Ux
s )ds+

∫ s

0

σdWs.
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By Corollary 3.4 and Remark 3.6, we deduce that

|u1,T,n,ε(0, x)− u2,T,n,ε(0, x)− (u1,T,n,ε(0, 0)− (u2,T,n,ε(0, 0))| ≤ Ce−η̂T .

Therefore, thanks to (3.11),

|v1(x) − v2(x) − (v1(0)− v2(0))| ≤ Ce−η̂T .

Therefore, since v1(0) = v2(0) = 0, letting T → +∞ we deduce that

v1(x) = v2(x), ∀x ∈ G.

We recall the link of such EBSDE with ergodic PDE. Let us consider the following ergodic
semilinear PDE for which the unknown is a pair (v, λ):

{
L v(x) + f(x,∇v(x)σ) − λ = 0, ∀x ∈ G,
∂v(x)
∂n + g(x) = 0, ∀x ∈ ∂G.

(3.12)

Lemma 3.17 (Existence of ergodic viscosity solutions). Assume that the Hypotheses 3.2, 3.3
and 3.7 hold true then the solution (v, λ) of Lemma 3.14 is a viscosity solution of (3.12).

Proof. Note that v is continuous by Lemma 3.14. The proof of this result is very classical and
can be easily adapted from [22].

Lemma 3.18 (Uniqueness of ergodic viscosity solutions). Assume that the Hypotheses 3.2, 3.3,
3.6 and 3.7 hold true. Then uniqueness holds for viscosity solutions (v, λ) of (3.12) in the class
of (continuous) viscosity solutions such that ∃a ∈ Rd, v1(a) = v2(a).

Proof. Let (v1, λ1) and (v2, λ2) be two continuous viscosity solutions of (3.12). First we show
that λ1 = λ2. Let us fix 0 ≤ t < T < +∞, and let us consider (Y 1,T,t,x, Z1,T,t,x) the solution of
the following BSDE in finite horizon, ∀s ∈ [t, T ],

Y 1,T,t,x
s = v1(Xt,x

T ) +

∫ T

s

[f(Xt,x
r , Z1,T,t,x

r )− λ1]dr +

∫ T

s

g(Xt,x
r )dKt,x

r −
∫ T

s

Z1,T,t,x
r dWr.

And we define (Y 2,T,t,x, Z2,T,t,x) similarly, replacing λ1 by λ2. By Lemma 3.10, we deduce that
u1,T (t, x) = Y 1,T,t,x

t is a viscosity solution of (3.6). Since v1 is also a viscosity solution of (3.6),
it follows from Lemma 3.11 that ∀t ∈ [0, T ], ∀x ∈ G,

u1,T (t, x) = v1(x).

Of course, similarly, ∀t ∈ [0, T ], ∀x ∈ G,

u2,T (t, x) = v2(x).

Then, taking t = 0, ∀T > 0,

u1,T (0, x)− u2,T (0, x) = v1(Xx
T )− v2(Xx

T ) +

∫ T

0

[f(Xx
s , Z

1,T,x
s )− f(Xx

s , Z
2,T,x
s )]ds

+ (λ2 − λ1)T −
∫ T

0

(
Z1,T,x
s − Z2,T,x

s

)
dWs

= v1(Xx
T )− v2(Xx

T )−
∫ T

0

(Z1,T,x
s − Z2,T,x

s )(−βsds+ dWs),
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where, ∀s ∈ [0, T ],

βs =

{
(f(Xx

s ,Z1,T,x
s )−f(Xx

s ,Z2,T,x
s ))t(Z1,T,x

s −Z2,T,x
s )

|Z1,T,x
s −Z2,T,x

s |2
, if Z1,T,x

s 6= Z2,T,x
s ,

0, otherwise.

Since (βs)s∈[0,T ] is a measurable and bounded process, by Girsanov’s theorem, there exists a new

probability QT equivalent to P under which (Wt −
∫ t

0
βsds)t∈[0,T ] is a Brownian motion. Taking

the expectation with respect to this new probability, we get

u1,T (0, x)− u2,T (0, x)

T
=

EQT

(v1(Xx
T )− v2(Xx

T ))

T
+ λ2 − λ1.

Since v1 and v2 are continuous and therefore bounded on G, letting T → +∞ we deduce that

λ1 = λ2.

Applying the same argument as that in Theorem 3.16, we deduce the uniqueness.

4 Large time behaviour

4.1 First behaviour

We recall that (Y T,x
s , ZT,x

s )s≥0 denotes the solution of the finite horizon BSDE (3.5) with t = 0
and that (Y x

s , Z
x
s , λ)s≥0 denotes the solution of the EBSDE (3.7).

Theorem 4.1. Assume that the Hypotheses 3.2, 3.3 and 3.4 hold true (path dependent case),
then, ∀x ∈ G, ∀T > 0:

∣∣∣∣∣
Y T,x
0

T
− λ

∣∣∣∣∣ ≤
C

T
.

In particular,

Y T,x
0

T
−→

T→+∞
λ,

uniformly in G.
Assume that the Hypotheses 3.2, 3.3, 3.5 and 3.6 hold true (Markovian case). Then, ∀x ∈ G,
∀T > 0:

∣∣∣∣∣
Y T,x
0

T
− λ

∣∣∣∣∣ ≤
C

T
.

i.e.
∣∣∣∣
u(T, x)

T
− λ

∣∣∣∣ ≤
C

T
,

where u is the viscosity solution of (1.1). In particular,

u(T, x)

T
=
Y T,x
0

T
−→

T→+∞
λ,

uniformly in G.
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Proof. The proof is identical to the proof of Theorem 4.1 in [13]. Note that the proof is
even simpler since we work with a bounded subset G of Rd and then for any probability QT ,
EQT

[sup0≤t≤T |Xt|µ] ≤ C, where C depends only on G and µ. Note that the proof gives an
important result

|uT (0, x)− λT − v(x)| ≤ C, (4.1)

which will be useful for what follow. Finally note that for the Markovian case, Hypothesis 3.6 is
added in order to obtain uniqueness of viscosity solutions of (1.1).

4.2 Second and third behaviour

In this section we introduce a new set of hypothesis without loss of generality. Note that it is
the same as Hypothesis 3.5 but with modified assumptions for b. However we write it again for
reader’s convenience. The remark immediately following this new set of hypothesis justifies the
fact that there is no loss of generality. Let us denote by (Y t,x

s , Zt,x
s , λ)s≥0 the solution of the

EBSDE (3.7) when Xx is replaced by Xt,x. We recall that this solution satisfies

Zt,x
s = ∇v1(Xt,x

s )σ + Z2
s . (4.2)

Hypothesis 4.1. There exists C > 0 such that

1. b : Rd → Rd is C 1 Lipschitz and dissipative (i.e. ∃η > 0 such that ∀x, y ∈ Rd, 〈b(x) −
b(y), x− y〉 ≤ −η|x− y|2).

2. ξT = h(Xx
T ), where h : G→ R is continuous.

3. ∀x ∈ G, ∀z, z′ ∈ R1×k, |f(x, z)− f(x, z′)| ≤ C|z − z′|.

4. ∀z ∈ R1×k, f(·, z) is continuous.

5. g ∈ C 1
lip(G).

Remark 4.2. Note that assuming b to be C 1 Lipschitz and dissipative is not restrictive. Indeed,
let us consider b : G→ Rd only Lipschitz. Let us recall that the purpose of this paper is to study
the large time behaviour of the viscosity solution of





∂u(t,x)
∂t = L u(t, x) + f(x,∇u(t, x)G), ∀(t, x) ∈ R+ ×G,

∂u(t,x)
∂n + g(x) = 0, ∀(t, x) ∈ R+ × ∂G,

u(0, x) = h(x), ∀x ∈ G.

Now, we define, ∀x ∈ Rd, b̃(x) := −x + (b(Π(x)) + Π(x)). Note that b̃ is equal to b on G.
Furthermore,

〈̃b(x),∇u(t, x)〉 + f(x,∇u(t, x)σ) = 〈−x,∇u(t, x)〉 + f̃(x,∇u(t, x)σ),

where f̃(x, z) = f(x, z) + 〈b(Π(x)) + Π(x), zσ−1〉 is a continuous function in x and Lipschitz in
z. Therefore, under our assumptions, we can always consider the case b being C 1 Lipschitz and
dissipative by replacing b by (x 7→ −x) and f by f̃ if necessary.
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Theorem 4.3. Assume that the Hypotheses 3.2, 3.3, 3.6 and 4.1 hold true. Then there exists
L ∈ R such that,

∀x ∈ G, Y T,x
0 − λT − Y x

0 −→
T→+∞

L,

i.e.

∀x ∈ G, u(T, x)− λT − v(x) −→
T→+∞

L,

where u is the viscosity solution of (1.1) and v is the viscosity solution of (3.12). Furthermore
the following rate of convergence holds

|Y T,x
0 − λT − Y x

0 − L| ≤ Ce−η̂T ,

i.e.

|uT (0, x)− λT − v(x) − L| ≤ Ce−η̂T .

Proof. Let us start by defining

uT (t, x) := Y T,t,x
t

wT (t, x) := uT (t, x)− λ(T − t)− v(x).

We recall that Y T,t,x
s = uT (s,X

t,x
s ) and that Y x

s = v(Xx
s ).

Note that (x 7→ wT (0, x)) is continuous and bounded uniformly in T by (4.1). Therefore one
can extend the definition of wT (0, x) to the whole Rd into a continuous and uniformly bounded
in T function by setting wT,Rd(0, x) := wT (0,Π(x)) where Π is the projection on G.

We recall that for all T, S ≥ 0, uT is the unique solution of




∂uT (t,x)
∂t + L uT (t, x) + f(x,∇uT (t, x)G) = 0, ∀(t, x) ∈ [0, T ]×G,

∂uT (t,x)
∂n + g(x) = 0, ∀(t, x) ∈ [0, T ]× ∂G,

uT (T, x) = h(x), ∀x ∈ G,

and that uT+S is the unique solution of




∂uT+S(t,x)
∂t + L uT+S(t, x) + f(x,∇uT+S(t, x)σ) = 0, ∀(t, x) ∈ [0, T + S]×G,

∂uT+S(t,x)
∂n + g(x) = 0, ∀(t, x) ∈ [0, T + S]× ∂G,

uT+S(T + S, x) = h(x), ∀x ∈ G.

By uniqueness of viscosity solutions, it implies that uT (0, x) = uT+S(S, x), for all x ∈ G, and
then,

wT (0, x) = wT+S(S, x), ∀x ∈ G. (4.3)

For every T ≥ t, the process (wT (s,X
t,x
s ))s∈[t,T ] satisfies the following BSDE in infinite

horizon, ∀t ≤ s ≤ T < +∞,

wT (s,X
t,x
s ) = wT (T,X

t,x
T ) +

∫ T

s

[f(Xt,x
r , ZT,t,x

r )− f(Xt,x
r , Zt,x

r )]dr

−
∫ T

s

(ZT,t,x
r − Zt,x

r )dWr

= h(Xt,x
T )− v(Xt,x

T ) +

∫ T

s

[f(Xt,x
r , ZT,t,x

r )− f(Xt,x
r , Zt,x

r )]dr

−
∫ T

s

(ZT,t,x
r − Zt,x

r )dWr . (4.4)
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Since we do not have a basic coupling estimate Lemma for the reflected process Xt,x, we will
use an approximation procedure. We fix infinitely differentiable functions ρε : Rd → R+ bounded
together with their derivatives of all order, such that:

∫
Rd ρε(x)dx = 1 and

supp(ρε) ⊂
{
ξ ∈ Rd : |ξ| ≤ ε

}

where supp denotes the support. Then we define ∀n ∈ N,

(Fn)ε(x) =

∫

Rd

ρε(y)Fn(x− y)dy.

It is well known that (Fn)ε is C∞. Furthermore, (Fn)ε is still 0-dissipative. Let (Xt,x,n,ε
s )s≥t be

the solution of

Xt,x,n,ε
s = x+

∫ s

t

(b+ (Fn)ε)(X
t,x,n,ε
r )dr +

∫ s

t

σdWr , ∀s ≥ t,

and (Y 2,t,x,α,n,ε
s , Z2,t,x,α,n,ε

s )s≥t be the solution of the following monotonic BSDE in infinite
horizon, ∀t ≤ s ≤ T < +∞,

Y 2,t,x,α,n,ε
s = Y 2,t,x,α,n,ε

T +

∫ T

s

[
f(Xt,x,n,ε

r , Z2,t,x,α,n,ε
r )− αY 2,t,x,α,n,ε

r

]
dr

−
∫ T

s

Z2,t,x,α,n,ε
r dWr .

By Theorem 4.4 in [18], there exist sequences εm −→
m→+∞

0, β(n) −→
n→+∞

+∞ and αk −→
k→+∞

0 such

that for all T ≥ t,

lim
k→+∞

lim
n→+∞

lim
m→+∞

E

∫ T

t

∣∣∣Z2,t,x,αk,β(n),εm
s − Z2

s

∣∣∣
2

ds = 0. (4.5)

In what follows, we will use the following notation. If qα,n,ε denotes a function depending on the
parameters α, n and ε, then

lim
α,n,ε

qα,n,ε := lim
k→+∞

lim
n→+∞

lim
m→+∞

qαk,β(n),εm .

Now, if we define, for all s ≥ t,

Z̃t,x,α,n,ε
s := (∇v1)Rd(Xt,x,n,ε

s )σ + Z2,t,x,α,n,ε
s ,

by the dominated convergence theorem and thanks to (4.2) and (4.5), for all T ≥ t

lim
α,n,ε

E

∫ T

t

|Z̃t,x,α,n,ε
s − Zt,x

s |2ds = 0. (4.6)

Note that by Theorem 4.2 in [17], if we define v2,α,n,ε(x) := Y x,α,n,ε
0 , then v2,α,n,ε is C 1 and

∀s ≥ t,

Z2,t,x,α,n,ε
s = t∇v2,α,n,ε(Xt,x,n,ε

s )σ.

Therefore, we have the following representation, ∀s ≥ t,

Z̃t,x,α,n,ε
s = t∇(v1)Rd(Xt,x,n,ε

s )σ + t∇v2,α,n,ε(Xt,x,n,ε
s )σ

=: t∇ṽα,n,ε(Xt,x,n,ε
s )σ. (4.7)
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Let us denote by (Y
T,t,x,α,n,ε

s , Z
T,t,x,α,n,ε

s )s≥t the solution of the following BSDE in finite horizon,
∀s ∈ [t, T ],

Y
T,t,x,α,n,ε

s = wT,Rd(T,Xt,x,n,ε
T )−

∫ T

s

Z
T,t,x,α,n,ε

r dWr

+

∫ T

s

[
fRd(Xt,x,n,ε

r , Z
T,t,x,α,n,ε

r + Z̃t,x,α,n,ε
r )− fRd(Xt,x,n,ε

r , Z̃t,x,α,n,ε
r )

]
dr

= (h− v)Rd(Xt,x,n,ε
T ) +

∫ T

s

f̃α,n,ε(s, Z
T,t,x,α,n,ε

r )dr −
∫ T

s

Z
T,t,x,α,n,ε

r dWr,

(4.8)

where, for all r ≥ t, z ∈ R1×d,

f̃α,n,ε(r, z) := fRd(Xt,x,n,ε
r , z + Z̃t,x,α,n,ε

r )− fRd(Xt,x,n,ε
r , Z̃t,x,α,n,ε

r ).

We define, for all z ∈ R1×d,

f̃(r, z) := fRd(Xt,x
r , z + Zt,x

r )− fRd(Xt,x
r , Zt,x

r ).

The assumption (A2) of [4] is satisfied, indeed:

∀z1, z2 ∈ R1×d, |f̃α,n,ε(s, z1)− f̃α,n,ε(s, z2)| ≤ C|z1 − z2|,

E

[∫ T

t

|f̃α,n,ε(s, 0)|2ds
]
+ sup

t≤s≤T
E
[
|Xt,x,n,ε

s |2
]
≤ C.

Now we show that the assumption (A3) of [4] is satisfied. We have, ∀s ∈ [t, T ],

E

[∫ T

s

|f̃α,n,ε(r, ZT,t,x
r − Zt,x

r )− f̃(r, ZT,t,x
r − Zt,x

r )|2dr
]

= E

[∫ T

s

|fRd(Xt,x,n,ε
r , ZT,t,x

r − Zt,x
r + Z̃t,x,α,n,ε

r )− fRd(Xt,x,n,ε
r , Z̃t,x,α,n,ε

r )

−fRd(Xt,x
r , ZT,t,x

r ) + fRd(Xt,x
r , Zt,x

r )|2dr
]

≤ CE

[∫ T

s

|fRd(Xt,x,n,ε
r , ZT,t,x

r − Zt,x
r + Z̃t,x,α,n,ε

r )− fRd(Xt,x,n,ε
r , ZT,t,x

r )|2dr
]

+ CE

[∫ T

s

|fRd(Xt,x,n,ε
r , ZT,t,x

r )− fRd(Xt,x
r , ZT,t,x

r )|2dr
]

+ CE

[∫ T

s

|fRd(Xt,x,n,ε
r , Z̃t,x,α,n,ε

r )− fRd(Xt,x,n,ε
r , Zt,x

r )|2dr
]

+ CE

[∫ T

s

|fRd(Xt,x,n,ε
r , Zt,x

r )− fRd(Xt,x
r , Zt,x

r )|2dr
]

≤ CE

[∫ T

s

|Z̃t,x,α,n,ε
r − Zt,x

r |2dr
]
+ CE

[∫ T

s

|fRd(Xt,x,n,ε
r , ZT,t,x

r )− fRd(Xt,x
r , ZT,t,x

r )|2dr
]

+ CE

[∫ T

s

|fRd(Xt,x,n,ε
r , Zt,x

r )− fRd(Xt,x
r , Zt,x

r )|2dr
]
.
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Then (4.6) implies that the first term converges toward 0. Furthermore, since
limε,n E supt≤s≤T |Xt,x,n,ε

s −Xt,x
s |2 = 0, we have

|Xt,x,n,ε
s −Xt,x

s | P⊗dt−→ 0, as ε→ 0, n→ +∞,

and

|fRd(Xt,x,n,ε
r , ZT,t,x

r )− fRd(Xt,x
r , ZT,t,x

r )|2 ≤ C(1 + |ZT,t,x
r |2)

which shows the uniform integrability of |fRd(Xt,x,n,ε
r , ZT,t,x

r ) − fRd(Xt,x
r , ZT,t,x

r )|2. Therefore,
the second term converges toward 0. The same argument applied to the third term shows that
this last term also converges toward 0.

Furthermore, by continuity and boundedness of (h− v)Rd , we deduce that:

lim
α,n,ε

E
[
|(h− v)Rd(Xt,x,n,ε

T )− (h− v)Rd(0, Xt,x
T )|2

]
= 0.

Thus assumption (A3) of [4] is satisfied. Therefore, by Lemma 2.3 of [4] applied to (4.8) and
(4.4), we obtain:

lim
α,n,ε

Y
T,t,x,α,n,ε

t = wT,Rd(t, x).

Thus, ∀x ∈ G,

lim
α,n,ε

Y
T,t,x,α,n,ε

t = wT (t, x). (4.9)

We define

wα,n,ε
T (t, x) = Y

T,t,x,α,n,ε

t .

Similarly to equation (4.3), we deduce that, ∀T, S ≥ 0

wα,n,ε
T (0, x) = wα,n,ε

T+S (S, x). (4.10)

Now we are in force to apply the method exposed in [13] for the quantity wα,n,ε
T (0, x) with

slight modifications.
First we establish the following Lemma.

Lemma 4.4. Under the hypotheses of Theorem 4.3, ∃C > 0, ∀x, y ∈ G, ∀T > 0, ∀0 < T ′ ≤ T ,
∃CT ′ ,

|wα,n,ε
T (0, x)| ≤ C,

|∇xw
α,n,ε
T (0, x)| ≤ CT ′√

T ′
,

|wα,n,ε
T (0, x)− wα,n,ε

T (0, y)| ≤ Ce−η̂T .

We stress the fact that C depends only on η, σ, G. The constant CT ′ depends only on the same
constant and T ′.
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Proof. The first estimate is a direct consequence of Girsanov’s theorem. Indeed, we have,

Y
T,x,α,n,ε

0 = (h− v)Rd(Xx,n,ε
T )−

∫ T

0

Z
T,x,α,n,ε

r dWr

+

∫ T

0

[
fRd(Xx,n,ε

r , Z
T,x,α,n,ε

r + Z̃x,α,n,ε
r )− fRd(Xx,n,ε

r , Z̃x,α,n,ε
r )

]
dr

= wT (0, X
x,n,ε
T )−

∫ T

0

Z
T,x,α,n,ε

r (−βrdr + dWr),

where

βr :=

{
(f

Rd
(Xx,n,ε

r ,Z
T,x,α,n,ε

r +Z̃x,α,n,ε
r )−f

Rd
(Xx,n,ε

r ,Z̃x,α,n,ε
r ))t(Z

T,x,α,n,ε

r )

|Z
T,x,α,n,ε

r |2
, if Z

T,x,α,n,ε

r 6= 0,

0, otherwise.

Since β is a measurable and bounded process, there exists a new probability equivalent to P,
QT,α,n,ε under which (Ws −

∫ s

0
βrdr)r∈[0,T ] is a Brownian motion. Therefore, thanks to estimate

(4.1):

|Y T,x,α,n,ε

0 | ≤ EQT,α,n,ε |wT (0, X
x,n,ε
T )|

≤ C.

Let us establish the second and third inequality of the lemma. First we notice that thanks
to equation (4.3), ∀0 ≤ T ′ < T , ∀s ∈ [t, T ′],

Y
T,t,x,α,n,ε

s = wα,n,ε
T,Rd (T

′, Xt,x,n,ε
T ′ )−

∫ T ′

s

Z
T,t,x,α,n,ε

r dWr

+

∫ T ′

s

[
fRd(Xt,x,n,ε

r , Z
T,t,x,α,n,ε

r + Z̃t,x,α,n,ε
r )− fRd(Xt,x,n,ε

r , Z̃t,x,α,n,ε
r )

]
dr

= wα,n,ε
T−T ′,Rd(0, X

t,x,n,ε
T ′ ) +

∫ T ′

s

f̃α,n,ε(s, Z
T,t,x,α,n,ε

r )dr −
∫ T ′

s

Z
T,t,x,α,n,ε

r dWr.

We recall that we have the following representation:

Z̃t,x,α,n,ε
s = ∇ṽ(Xt,x,n,ε

s )σ.

Furthermore, by Theorem 4.2 (or Theorem 4.2 in [9]), as wα,n,ε
T (t, x) := Y

T,t,x,α,n,ε

t , (x 7→
uα,n,εT (t, x)) is continuously differentiable for all t ∈ [0, T [ and ∀s ∈ [t, T [,

Z
t,x,α,n,ε

s = ∇wα,n,ε
T (s,Xt,x,n,ε

s )σ.

Therefore, we can apply the same method as exposed in [13] to obtain the second and third
estimate.

Let us conclude the proof. From Lemma 4.4, we derive, by the same arguments as in [13]
that there exists Lα,n,ε ∈ R such that ∀x ∈ Rd,

|wα,n,ε
T (0, x)− Lα,n,ε| ≤ Ce−η̂T . (4.11)
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Therefore,
{
wα,n,ε

T (0, x) ≤ Ce−η̂T + Lα,n,ε,
Lα,n,ε ≤ Ce−η̂T + wα,n,ε

T (0, x),

which implies by (4.9) that
{
wT (0, x) ≤ Ce−η̂T + lim infα,n,ε L

α,n,ε,
lim supα,n,ε L

α,n,ε ≤ Ce−η̂T + wT (0, x).

Then,

lim sup
α,n,ε

Lα,n,ε ≤ 2Ce−η̂T + lim inf
α,n,ε

Lα,n,ε.

Letting T → +∞ implies that there exists L ∈ R such that

lim
α,n,ε

Lα,n,ε = L.

Coming back to (4.11) and passing to the limit gives us the result:

|wT (0, x)− L| ≤ Ce−η̂T .

5 Application to an ergodic control problem

In this section, we show how we can apply our results to an ergodic control problem. We assume
that Hypotheses 3.2 and 3.3 hold. Let U be a separable metric space. We define a control a as
an (Ft)t≥0-predictable U -valued process. We will assume the following.

Hypothesis 5.1. The functions R : U → G, L : G × U → R and g0 : G → R are measurable
and satisfy, for some C > 0,

1. |R(a)| ≤ C, ∀a ∈ U .

2. L(·, a) is continuous in x uniformly with respect to a ∈ U . Furthermore |L(·, a)| ≤ C,
furthermore |L(x, a)| ≤ C, ∀x ∈ G, ∀x ∈ G, ∀a ∈ U .

3. h0(·) is continuous.

4. g ∈ C 1(G).

We denote by (Xx
t )t≥0 the solution of (3.4). Given an arbitrary control a and T > 0, we

introduce the Girsanov density

ρx,aT = exp

(∫ T

0

σ−1R(as)dWs −
1

2

∫ T

0

|σ−1R(as)|2ds
)

and the probability Pa
T = ρaTP on FT . We introduce two costs. The first one is the cost in finite

horizon:

JT (x, a) := Ea,T

[∫ T

0

L(Xx
s , as)ds+

∫ T

0

g(Xx
s )dK

x
s

]
+ Ea,Th0(X

x
T ),
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where Ea,T denotes the expectation with respect to Pa
T . The associated optimal control problem

is to minimize the cost JT (x, a) over all controls aT : Ω× [0, T ] → U , progressively measurable.
The second one is called the ergodic cost and is the time averaged finite horizon cost:

J(x, a) := lim sup
T→+∞

1

T
Ea,T

[∫ T

0

L(Xx
s , as)ds+

∫ T

0

g(Xx
s )dK

x
s

]
.

The associated optimal control problem is to minimize the cost J(x, a) over all controls a :
Ω× [0,+∞[→ +∞, progressively measurable.

We notice that W a
t =Wt −

∫ t

0
σ−1R(as)ds is a Brownian motion on [0, T ] under Pa

T and that

dXx
t = (b(Xx

t ) +R(at))dt+ σdW a
t , ∀t ∈ [0, T ],

and this justifies our formulation of the control problem.
We want to show how our results can be applied to such an optimization problem to get an

asymptotic expansion of the finite horizon cost involving the ergodic cost.
To apply our results, we first define the Hamiltonian in the usual way,

f0(x, z) = inf
a∈U

{
L(x, a) + zσ1R(a)

}
, (5.1)

and we note that , if for all x, z the infimum is attained in (5.1), then by the Filippov theorem
(see [20]), there exists a measurable function γ : G× R1×d such that

f0(x, z) = L(x, γ(x, z)) + zσ−1R(γ(x, z)).

Lemma 5.1. Under the above assumptions, the Hamiltonian f0 satisfies assumptions on f in
Hypotheses 3.4, 3.5, 3.7, or 4.1.

Proof. See Lemma 5.2 in [9].

We recall the following results about the finite horizon cost:

Lemma 5.2. Assume that Hypotheses 3.1, 3.3, 3.6 and 5.1 hold true. Then for arbitrary control
aT : Ω× [0, T ] → U ,

JT (x, aT ) ≥ u(T, x),

where u(t, x) is the viscosity solution of





∂u(t,x)
∂t = L u(t, x) + f0(x,∇u(t, x)G), ∀(t, x) ∈ R+ ×G,

∂u(t,x)
∂n + g(x) = 0, ∀(t, x) ∈ R+ × ∂G,

u(0, x) = h0(x), ∀x ∈ G,

Furthermore, if ∀x, z the infimum is attained in (5.1) then we have the equality:

JT (x, aT ) = u(T, x),

where aTt = γ(Xx
t ,∇u(t,Xx

t )σ).

Proof. The proof of this result is similar to the proof of Theorem 7.1 in [8], so we omit it.

Similarly, for the ergodic cost we have the following result.
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Lemma 5.3. Assume that Hypotheses 3.2, 3.3, 3.6 and 5.1 hold true, then for arbitrary control
a : Ω× [0,+∞[→ U ,

J(x, a) ≥ λ,

where (v, λ) is the viscosity solution of

{
L v + f0(x,∇v(x)σ) − λ = 0, ∀x ∈ G,
∂v(t,x)

∂n + g(x) = 0, ∀x ∈ ∂G.

Furthermore, if ∀x, z the infimum is attained in (5.1) then we have the equality:

JT (x, a) = λ,

where at = γ(Xx
t ,∇v(Xx

t )σ).

Finally, we apply our result to obtain the following theorem.

Theorem 5.4. Assume that Hypotheses 3.2, 3.3, 3.6 and 5.1 hold true. Then, for any control
a : Ω× [0, T ] → U , we have

lim inf
T→+∞

JT (x, aT )

T
≥ λ.

Furthermore, if ∀x, z the infimum is attained in (5.1) then

|JT (x, aT )− J(x, a)T − v(x) + L| ≤ Ce−η̂T .

Proof. The proof is a straightforward consequence of the two previous lemmas above and of
Theorem 4.3.
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