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INVARIANT MEASURES

FOR A STOCHASTIC FOKKER-PLANCK EQUATION

SYLVAIN DE MOOR, L. MIGUEL RODRIGUES, AND JULIEN VOVELLE

Abstract. We study a kinetic Vlasov/Fokker-Planck equation perturbed by a stochastic
forcing term. When the noise intensity is not too large, we solve the corresponding Cauchy
problem in a space of functions ensuring good localization in the velocity variable. Then
we show under similar conditions that the generated dynamics, with prescribed total mass,
admits a unique invariant measure which is exponentially mixing. The proof relies on
hypocoercive estimates and hypoelliptic regularity. At last we provide an explicit example
showing that our analytic framework does require some smallness condition on the noise
intensity.

Keywords. Stochastic Vlasov equation; Fokker-Planck operator; invariant measure;
mixing; hypocoercivity; hypoellipticity.
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1. Introduction

We are interested in the large-time dynamics generated by the following stochastic Fokker-
Planck equation

(1.1) df + v · ∇xf dt + λ∇vf ⊙ dWt = Q(f) dt.

The unknown f depends on a time variable t ∈ [0,∞), a space variable x ∈ TN , a velocity
v ∈ RN and the alea. The operator Q is the Fokker-Planck operator whose expression is given
by

(1.2) Q(f) = ∆vf + divv(vf).

As is customary for stochastic dynamics our focus is on the existence of invariant measures
and exponential mixing.

Before entering into the heart of the analysis, since stochastic kinetic modeling is not a
widespread practice we first provide some elements of justification and explanation for the
equation itself.

Singular Vlasov Force Term. The classical deterministic Vlasov-Fokker-Planck equation

(1.3) ∂tf + v · ∇xf + F (t, x) · ∇vf = Q(f),

with Q given by (1.2), is the evolution equation for the density (x, v) 7→ f(t, x, v) with respect
to the Lebesgue measure on TN×RN of the law of the process (xt, vt) solution to the stochastic
differential system

(1.4)

{

dxt = vtdt ,

dvt = −F (t, xt)dt− vtdt+
√
2dB̂t.

Here, (B̂t)t≥0 is an N -dimensional Brownian motion on a probability space (Ω̂, F̂ , P̂) and its
presence in the system above accounts for the interaction with a common thermal bath. We
are interested in the situation where the force F (t, x) in (1.3) is so singular that a stochastic
modeling is more appropriate. We focus on the case where the singularity is of a very specific
type, namely when it is given by a time-white noise. This means that there will be two different
noise terms in (1.4). This situation is also encountered in mean field games, see for example
Equation (2) in [1]1. The notation ⊙ in (1.1) emphasizes the scalar product in RN and the
fact that we consider the stochastic term in the Stratonovich sense2 [13, Chapter 20]. This is
indeed more natural, [16], when the singular force term dWt arises from the singular limit of
more regular force terms F (t, x)dt, as in (1.3). To some extent our modeling considerations
are similar to the ones leading to the introduction of a stochastic force in the Navier-Stokes
equations but the nature of the description, kinetic rather than macroscopic, leads to a very

1In our context, this is dB̂t that is the common noise.
2See Appendix A.1.
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different equation where the noise is multiplicative and in front of a derivative instead of being
simply additive.

From a modeling point of view it would be more satisfactory to consider a force that instead
of being purely singular would be the sum of a time-white noise and of a part that would
be given as a smooth deterministic function of the density of the law. This would result in
a nonlinear stochastic partial differential equation. Yet our goal is to study the large-time
dynamics induced by (1.1) and we stress that even in a purely deterministic setting (λ = 0)
where the large-time dynamics is trivial — in the sense that it leads at exponential rate to
the convergence towards a unique stationary solution — the quantitative analysis of simplest
relevant models is a very recent achievement, see [8] and [7]. Moreover the foregoing analyses
are actually restricted by (non explicit) weakly nonlinear assumptions. An analogous stochastic
nonlinear analysis appears thus as far beyond reach of a first investigation on our class of
problem. We believe however that we could add deterministic force terms preserving linearity
of (1.1) with almost immaterial modifications.

Time-white noise. To be more specific concerning what a time-white noise is, let us first
recall the Lévy-Ciesielski construction of the Brownian motion on [0, 1], [13, Section 3.2]. Let
(Ω,F ,P) be a probability space and (an) be a sequence of independent centered normalized
Gaussian random variables. Also let (Hn) denote the Haar basis of L2(0, 1). Then (cf. [13,
Formula (3.1)]) the formula

β̃(t) =

∞
∑

n=0

an〈1[0,t], Hn〉L2(0,1)

defines a Brownian motion on [0, 1]. The (constant in space, time) white noise is then

(1.5)
d

dt
β̃(t) =

∞
∑

n=0

anHn(t).

Note that, as suggested by the terminology, the white noise sums all frequencies, roughly
encoded by the label n, with equal strength. Though equally interesting from a modeling
point of view, a space-time white noise seems too singular to be handled in (1.4) by currently
available techniques in the analysis of stochastic partial differential equations. We will restrict
instead to a time-white noise which is colored in space.

To do so, more generally, let (Gj)j∈N be an orthonormal basis of L2(TN ;RN ), let (βj(t))j∈N

be a sequence of independent Brownian motion on R+ and let Γ be a self-adjoint non-negative
trace-class operator on L2(TN ;RN ). We set

(1.6) Wt(x) :=
∑

j≥0

Γ
1
2Gj(x) βj(t)

so that Wt is well defined as an L2(TN ;RN )-valued process. Indeed, using independence of
the (β0, β1, . . .),

(1.7) E‖Wt‖2L2(TN ;RN ) = t Tr(Γ)

is then finite for every t. Alternatively Wt can be written Wt = Γ
1
2W ∗(t) where W ∗ is the

cylindrical Wiener process [3, Section 4.3.1]

(1.8) W ∗(t) :=
∑

j≥0

βj(t)Gj .
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The processW ∗(t) is well defined as a U-valued process, where U is any Hilbert space such that
the injection L2(TN ) ⇀ U is Hilbert-Schmidt [3, Section 4.3.1] since by the same arguments
as for (1.7), E‖W ∗(t)‖2

U
is finite for every t. Therefore Wt will define a Γ-Wiener process on

L2(TN ;RN ), [3, Section 4.1]. Then the time-derivative of Wt, which we write formally as

(1.9)
d

dt
W ∗(t) :=

∑

j≥0

d

dt
βj(t)Γ

1
2Gj .

is the corresponding time white noise on R+ × TN .
Note that it would be harmless to assume that (Gj) is a basis of eigenvectors of Γ, that is,

ΓGj = γjGj , where (γj) is a sequence of non-negative numbers in l1(N). Then by expanding
each βj under the form (1.5) and noticing that the elements (t, x) 7→ Hn(t)Gj(x), n, j ∈ N

constitute an orthonormal basis of a time-space L2, definition (1.9) appears as a generalization
of (1.5) where amplitudes are of equal strength, independent and Gaussian with respect to

the time-frequency n but (deterministic and) damped with factor γ
1/2
j with respect to the

space-frequency j. Hence the terminology above : white in time, colored in space.
In what follows, we set Fj = Γ

1
2Gj and write Wt in the form

Wt(x) =
∑

j≥0

Fj(x) βj(t).

We assume the following additional regularity in space of the noise:

(1.10) each Fj is C1 and
∑

j≥0

(‖Fj‖2∞ + ‖∇xFj‖2∞) ≤ 1.

Since we fix the intensity of the noise to the value 1, it is the parameter λ that will measure
the strength of the noise term in (1.1).

Solving (1.1) in L2. Before dealing with large-time behavior, we first provide what we believe
to be the most natural existence result for (1.1).

For this purpose, we fix a filtration (Ft)t≥0 on (Ω,F ,P). We assume that (Ft)t≥0 satisfies
the usual regularity condition: it is right continuous and F0 contains all the P-null sets of F .
We recall3 that a process (X(t))t∈[0,T ] with values in a measure space is said to be adapted if,
for each t ∈ [0, T ], X(t) is a random variable on (Ω,Ft).

Theorem 1.1. Suppose that hypothesis (1.10) is satisfied and consider λ ∈ R and an initial

datum

fin ∈ L2(Ω;L2(TN × RN )).

Then there exists an adapted process (f(t))t≥0 on L2(Ω;L2((TN × RN ))) which satisfies

(i) for any T > 0, f ∈ L2(Ω; Cw([0, T ];L2(TN × RN ))));
(ii) for any T > 0, ∇vf ∈ L2(Ω× [0, T ];L2(TN × RN )));
(iii) for any ϕ in C∞

c (TN × RN ) and any t ≥ 0,

(1.11)

〈f(t), ϕ〉 = 〈fin, ϕ〉+
∫ t

0

〈f(s), v · ∇xϕ〉ds+ λ
∑

j≥0

∫ t

0

〈f(s), Fj · ∇vϕ〉dβj(s)

+

∫ t

0

〈f(s),Q∗(ϕ)〉ds + λ2

2

∑

j≥0

∫ t

0

〈

f(s), (Fj · ∇v)
2
ϕ
〉

ds, a.s.,

3See Appendix A.1.
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where Q∗ is the formal adjoint to Q defined by (2.8). Moreover the solution f is unique and

satisfies the estimate

(1.12) E‖f(t)‖2L2(TN×RN ) ≤ etNE‖fin‖2L2(TN×RN )

for all t ∈ [0, T ].

In the foregoing statement, Cw([0, T ];E) denotes functions that are continuous when the
normed space E is endowed with its weak topology. See details in Section 2.3.

Since our main concern is long-time behavior the proof of Theorem 1.1 is delayed to Appen-
dix C. The proof is rather classical but still quite technical, the hardest part being probably
the uniqueness part. It may be worth mentioning that our uniqueness result contains the
deterministic case (λ = 0) and with this respect improves on the one contained in [14, Appen-
dix A.20] but is still far from reaching best expected results (uniqueness in spaces allowing for
Gaussian growth at infinity) that may be proved by inspecting existence results for the dual
equation.

Unfortunately the foregoing statement is essentially useless on large time. Indeed the bound
(1.12) is sharp for solutions starting from fin ∈ L2(Ω×TN×RN ) as is easily seen by considering
the case when λ = 0 and fin is independent of x. In this special case, the dynamics reduces to
the evolution generated by Q (on spatially homogeneous functions) and it is well-known that
a higher localization in the velocity variable is indeed needed to prevent exponential growth
in time and an even stronger localization to reach exponential convergence at natural decay
rates. See e.g. [5, Appendix A] where it is proved that for the corresponding evolution, in the
scale of spaces L2((1+ |v|2)mdv), m = N/2 is the threshold for boundedness and m = N/2+1
is the threshold for convergence at largest possible rate.

Solving (1.1) in weighted spaces. Our second result provides the missing localization as it
is concerned by the resolution of the Cauchy problem for (1.1) in the weighted space L2(TN ×
RN , dx×M−1dv), where

(1.13) M(v) = (2π)−N/2e−|v|2/2, v ∈ RN ,

is the Maxwellian distribution on RN . Maxwellian is the usual terminology in the study of
kinetic equations, Gaussian distribution is of course the usual term in probability theory. At
any rate, the relevance of M here originates in the fact it is a stationary solution to (1.1) in
the case λ = 0 (no stochastic forcing). Note also that the operator Q is self-adjoint in the
weighted space L2(RN ,M−1dv), as it is already self-adjoint on L2(M−1dv) when restricted
to spatially homogeneous functions. In an equivalent manner, we will state our conclusions in
L2 for the new unknown

g = M− 1
2 f.

Then g should solve

(1.14)

{

dg + v · ∇xg dt + λ
(

∇v −
v

2

)

g ⊙ dWt = Lg dt

g(0) = gin

with

(1.15) Lg = ∆vg +

(

N

2
− |v|2

4

)

g,
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if f is solution to (1.1) with initial datum fin = M 1
2 gin. Note that as expected the operator

L is a self-adjoint operator on L2(RN ), indeed it is the quantum harmonic oscillator operator.
Our second result is the following one.

Theorem 1.2. Suppose that hypothesis (1.10) holds and let

gin ∈ L2(Ω;L2(TN × RN )).

For any |λ| < 1, there exists a unique adapted process (g(t))t≥0 on L2(Ω;L2(TN ×RN)) which
satisfies

(i) for any T > 0, g ∈ L2(Ω; Cw([0, T ];L2(TN × RN )));

(ii) for any T > 0,
(

∇v +
v

2

)

g ∈ L2(Ω× (0, T );L2(TN × RN ));

(iii) for any ϕ in C∞
c (TN × RN ) and any t ≥ 0,

(1.16)

〈g(t), ϕ〉 = 〈gin, ϕ〉+
∫ t

0

〈g(s), v · ∇xϕ〉ds+ λ
∑

j≥0

∫ t

0

〈

g(s), Fj ·
(

∇v +
v

2

)

ϕ
〉

dβj(s)

+

∫ t

0

〈g(s), Lϕ〉ds+ λ2

2

∑

j≥0

∫ t

0

〈

g(s),
(

Fj ·
(

∇v +
v

2

))2

ϕ

〉

ds, a.s.

Moreover for this solution the quantity ρ∞(g) :=
∫∫

gM 1
2dxdv is a.s. constant in time.

As follows from the classical properties of the Fokker-Planck operator, condition (ii) may
be equivalently written as : for any T > 0, both ∇vg ∈ L2(Ω × (0, T ) × TN × RN ) and
v g ∈ L2(Ω× (0, T )× TN × RN ).

As announced the solutions built in Theorem 1.2 provide better localization properties of
f with respect to v but it is subjected to a restriction on the size of λ in contrast with
Theorem 1.1. We will use the extra localization property to obtain convergence at exponential
rate to an invariant measure. The constraint |λ| < 1 arises to ensure that the localization
property is not altered by the stochastic force term of Equation (1.1). See also Remark 4.2 on
the impact of the size of λ on localization.

As it is an important point in our analysis, let us give some technical insight on the role of
λ in proving existence for (1.14). To ensure existence, we need that the random perturbation
does not affect too much the dissipation of the operator L so that the equation does not
become effectively anti-diffusive. With this respect we emphasize that the singular force term
in Equations (1.3) or (1.14) give rise to a second order differential operator with respect to v
when written in Itō form. For the original problem (1.1), this second order term has a good
structure and is dissipative in L2, cf. Equation (2.2). This accounts for the estimate (1.12) and
the fact that there is no restriction on λ in Theorem 1.1. For Equation (1.14) however, once
put in Itō form as in (2.1), it appears that the corrective second order term has a structure
that is not compatible even with basic energy estimates.

We obtain the existence of solutions to Equation (1.14) through a stochastic version of
standard Galerkin schemes. Precisely, we project Equation (1.14) on some finite dimensional
space. Doing so, we construct a sequence (gm)m of approximate solutions to our problem.
Then, one has to derive energy estimates on the sequence (gm)m in order to take limits in the
approximate projected problem. Another implementation of this strategy would likely prove
Theorem 1.1. Yet for comparison we provide a proof of Theorem 1.1 in Appendix C through a
regularization of the mild formulation of (1.1), an approach that is probably even more classical
for stochastic partial differential equations.
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Large-time behavior. Our third main result — and the one that actually motivates our
whole analysis — is about existence, uniqueness and mixing properties of an invariant measure
to problem (1.14).

Theorem 1.3. Suppose that hypothesis (1.10) is satisfied. Let ρ̄ ∈ R and introduce the space

Xρ̄ :=
{

g ∈ L2(TN × RN ) ; 〈g,M 1
2 〉 = ρ̄

}

.

Then there exists λ0 ∈ (0, 1) independent on ρ̄ such that, for |λ| < λ0, the problem

(Pρ̄)

{

dg + v · ∇xg dt + λ
(

∇v −
v

2

)

g ⊙ dWt = Lg dt

g(0) = gin ∈ Xρ̄

admits a unique invariant measure µρ̄ on Xρ̄. Besides, there exist some constants C ≥ 0,
κ > 0 depending on ρ̄ and N only, such that

(1.17) |EΨ(g(t))− 〈Ψ, µρ̄〉| ≤ Ce−κt‖gin‖L2(TN×RN ),

for every Ψ: Xρ̄ → R which is 1-Lipschitz continuous.

Estimate (1.17) gives exponential convergence to the invariant measure µρ̄ in the 1-Wasser-
stein distance. Indeed, if P1(Xρ̄) is the set of Borel probability measures ν on Xρ̄ having finite
first moment, that is, such that

∫

Xρ̄

‖g‖L2(TN×RN )dν(g) < +∞,

then, thanks to the Kantorovitch duality theorem [15, Theorem 5.10], estimate (1.17) reads

W1(µ(t), µρ̄) ≤ Ce−κt‖gin‖L2(TN×RN ),

where µ(t) is the law of g(t) and W1 is the 1-Wasserstein distance on P1(Xρ̄):

W1(µ, ν) = inf

{

∫∫

Xρ̄×Xρ̄

‖f − g‖L2(TN×RN )dπ(f, g)

}

,

where the infimum is with respect to probability measures π on Xρ̄ × Xρ̄ having first and
second marginals µ and ν respectively.

Some possibly growing-in-time uniform energy estimates are sufficient to prove existence and
uniqueness of solutions to (1.14). However to prove existence and uniqueness of an invariant
measure for problem (1.14) we prove and use as our main tool adapted hypocoercive (and
hypoelliptic) estimates. Therefore let us say a few words about the theory of hypocoercivity4,
as coined by Villani in [14], in a simple context. It is particularly well-suited to providing rates
of convergence towards equilibrium of solutions to kinetic collisional models. For instance,
consider the following class of kinetic models

(1.18) ∂tf + v · ∇xf = Qf,

where Q is a linear collisional operator which acts on the velocity variable only, and choose
some weighted-L2 space Hv such that Q is symmetric on L2

x⊗Hv. Also suppose that, denoting
by Πloc the orthogonal projection on ker(Q), the following (local-in-space) weak coercivity
assumption holds

〈Qh, h〉 ≤ −c‖h−Πloch‖2

4See also Appendix A.3 for an example of classical coercivity and ellipticity.
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for some c > 0. This implies that Q has a spectral gap when considered as acting on Hv,
that is on functions homogeneous in space. The class of operators we have just introduced
includes, among others, the cases of linearized Boltzmann, classical relaxation, Landau and
Fokker-Planck equations. Note that while the global steady states of these models do belong
to ker(Q), the foregoing kernel is not reduced to Maxwellians so that the above weak coercivity
fails to yield convergence to equilibrium. Introducing the global projection Π̄ on ker(−v·∇x+Q)
defined by

Π̄h =

∫

TN

Πloch(x, ·)dx.

we first remark that, if f is a solution to Equation (1.18), Π̄f(t) = Π̄f(0) is independent of
time. Then the piece of information that stems from hypocoercivity theory is the exponential
damping of the solution f to equilibrium Π̄f(0)

‖f(t)− Π̄f(0)‖H ≤ Ke−τt, t ≥ 0,

in some Sobolev space H built on L2
x ⊗ Hv. The key-point is that (local-in-velocity) weak

coercivity estimates afforded by commutators of −v · ∇x and Q may be incorporated in an
energy estimate so as to ensure a full control of ‖f(t)− Π̄f(t)‖H. We refer the reader to the
memoir of Villani [14] and references therein and also to the paper of Mouhot and Neumann [9]
that studies the convergence to equilibrium for many kinetic models including Fokker-Planck
equations. Our approach to hypoellipticity is global and mimic hypocoercive estimates as in
[14]. In the case of the deterministic Fokker-Planck equation (1.14) where λ = 0, the kernel of

−v · ∇x + L is spanned by the function M 1
2 and

Π̄g = ρ∞(g)M 1
2 ,

where ρ∞(g) :=
∫∫

g(t)M 1
2 dxdv =

∫∫

g(0)M 1
2 dxdv (this quantity being time independent).

And one can prove (see [9, Section 5.3]) an exponential damping for the quantity g(t) −
ρ∞(g)M 1

2 in a weighted H1(TN × RN) norm.

In the present paper, we establish hypocoercive estimates on the Fokker-Planck model (1.14),
that involves a perturbation by a random force. To handle the stochastic term we incorporate
the corrections coming from the Itō formula in the roadmap of the proof of Mouhot and
Neumann [9]. By doing so we achieve

(1.19) E‖g(t)‖2L2
∇,D

≤ Ce−ctE‖gin‖2L2
∇,D

+KE|ρ∞(g)|2, t ≥ 0,

where L2
∇,D is a suitable weighted version of H1(TN ×RN ) Sobolev space (see below (2.5) for

the precise definition). In particular, any two solutions of the problem (1.14) g1 and g2 with
respective initial conditions gin,1 and gin,2 such that ρ∞(gin,1) = ρ∞(gin,1) meet exponentially
fast in infinite time. A priori the latter is only guaranteed when gin belongs to L2

∇,D. However
following the same lines we also prove a hypoelliptic regularizing effect showing that the flow
instantaneously sends L2 to L2

∇,D.

The existence of an invariant measure for problem (1.14) follows then almost readily from
hypoellipticity and hypocoercivity. Indeed existence is obtained from compactness5 of time-
averages that stems from compact embedding of L2

∇,D in L2
x,v, instantaneous regularization

and uniform-in-time bounds in L2
∇,D. Concerning uniqueness and mixing, they stem from

exponential convergence of stochastic trajectories.

5See Appendix A.2.
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Further comments. Though hypocoercive and hypoelliptic estimates play a crucial role in
our analysis, we caution the reader that the constraint on |λ| is more intimately tied to issues
of localization in the velocity variable. As we already pointed out, even for the Fokker-Planck
operator acting on functions constant in space — an elliptic operator — some localization
is needed to obtain global-in-time estimates. Yet choosing a framework ensuring localization
necessarily breaks the skew-symmetric structure of the Stratonovich transport term, resulting
in quasilinear contributions to energy estimates imposing some constraint on |λ| even for the
existence part of the argument.

Control on velocity spreading is indeed an ubiquitous issue in the analysis of (non relativistic)
kinetic models. To some extent, for most problems concerning collisionless models this is
actually the key issue. Collisional mechanisms, as encoded here by the Fokker-Planck operator,
usually damp large velocities thus offering better localization. Yet as is readily apparent on
characteristic equations (1.4) forcing terms may counterbalance collisional effects and lead to
a loss of localization in large time. The constraint on noise intensity in Theorems 1.2 and 1.3
precisely enforces that collisions are the dominant mechanism acting on velocity localization.

Plan of the paper. The proof of Theorem 1.1 is provided in Appendix C. In Section 2
we introduce our framework with more precision and prove Theorem 1.2. Hypoelliptic and
hypocoercive estimates on the solution g to (1.14) are proved in Section 3, see Theorem 3.1.
They are applied in Section 4 to the proof of Theorem 1.3. In Appendix B we recall the
classical probabilistic interpretation of the Vlasov-Fokker-Planck operator and use it to prove
some well-known estimates used to prove Theorem 1.1 and provide an explicit example, already
summarized in Proposition 4.1, showing that some restriction on |λ| is indeed required in the
framework of Theorems 1.2 and 1.3. In Appendix A we also gather some basic background
material that may be skipped by the expert reader but may be useful to the reader unfamiliar
with some of the crucial underlying concepts.

2. Existence and uniqueness of solutions

2.1. Preliminaries. Prior to entering into the heart of our analysis we make precise our
notational convention and recall some well-known facts concerning L.

Itō form. To study the Cauchy problem (1.14), we will work on its Itō form

(2.1)

dg + v · ∇xg dt + λ
(

∇v −
v

2

)

g · dWt − Lg dt

=
λ2

2

∑

j

Fj ·
(

∇v −
v

2

)(

Fj ·
(

∇v −
v

2

)

g
)

dt

where we recall that

Lg = ∆vg +

(

N

2
− |v|2

4

)

g

and that we always assume (1.10).
To derive (2.1) from (1.14), we use the following computational rule. Let h and A be

semi-martingales given by

dh = F(h) dt + G(h)⊙ dW ,
dA = A(h) dt + B(h)⊙ dW .
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Then we have6 [13, Section 20.4]

dA = F(h) dt +
1

2

∑

j≥0

Fj · dB(h)(Fj · G(h)) dt + B(h) · dW.

Applied to our original formulation, this gives the following Iō form of (1.1)

(2.2) df + v · ∇xf dt + λ∇vf · dWt = Q(f) dt+
∑

j≥0

(Fj · ∇v)
2f

where Q is given by (1.2).
Functional Spaces. In the following, we denote by 〈·, ·〉 and ‖ · ‖ respectively the scalar
product and the norm of L2

x,v := L2(TN × RN ). For any Hilbert space H and any T > 0, we
denote by Cw([0, T ];H) the space of functions on [0, T ] with values in H that are continuous
for the weak topology of H . Let us introduce the differential operators

D = ∇v +
v

2
, D∗ = −∇v +

v
2
,

where D∗ is the formal adjoint of D component-wise, i.e. D∗
k = (Dk)

∗, k = 1, ..., N . Note
that, for f sufficiently smooth and localized,

(2.3) ‖Df‖2 = ‖∇vf‖2 +
1

4
‖vf‖2 − N

2
‖f‖2

and

(2.4) ‖D∗f‖2 = ‖∇vf‖2 +
1

4
‖vf‖2 +

N

2
‖f‖2.

We introduce the space

L2
D = {f ∈ L2(RN ); Df ∈ L2(RN )} = {f ∈ L2(RN ); D∗f ∈ L2(RN )}

and then define the spaces

(2.5) L2
x,D = L2(TN ;L2

D) , L2
∇,D = {f ∈ L2

x,D ; ∇xf ∈ L2
x,v},

equipped respectively with norms

‖f‖2L2
x,D

= ‖D∗f‖2, ‖f‖2L2
∇,D

= ‖D∗f‖2 + ‖∇xf‖2.
Fokker-Planck Operator. We introduce the transport operator A = v · ∇x which is skew-
adjoint, that is which satisfies A∗ = −A. Concerning the Fokker-Planck operator L, we gather
hereafter some of its properties. Since we have derived it from Q, we abuse terminology and
call L itself a Fokker-Planck operator. However, as already mentioned, L is the quantum
harmonic oscillator, and operators D∗ and D below are associated creation and annihilation
operators. For this reason, the properties recalled below are well-known in the mathematical
physics literature and may be found for instance in [11, Appendix to V.3] or [6, Section 1.3].

First, we recall the expression

Lf = ∆vf +

(

N

2
− |v|2

4

)

f.

Alternatively L is also given by

(2.6) Lf = −
∑

k

D∗
kDkf = Nf −

∑

k

DkD
∗
kf,

6See also Appendix A.1.
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which we will denote L = −D∗D = N Id−DD∗ for short. From (2.6) follows immediately the
dissipative bound

(2.7) − 〈f, Lf〉 = ‖Df‖2 .
Recall that the operator Q is defined by (1.2). To factor out Gaussians from eigenfunctions,
since Q has divergence structure we temporarily consider the formal adjoint of Q on L2(RN ),
that is

(2.8) Q∗ : f 7→ ∆vf − v · ∇vf.

The operator Q∗ is self-adjoint on L2(RN , γ), where γ is the Gaussian measure with density
M with respect to the Lebesgue measure on RN . For j ∈ NN , Hermite polynomials

(2.9) Hj(v) =
(−1)|j|√

j!
M−1∂jv(M),

where
|j| = j1 + . . .+ jN , j! = j1! · · · jN !, ∂jv = ∂j1v1 · · ·∂jNvN ,

form an orthonormal basis of L2(RN , γ) of eigenvectors of Q∗

Q∗Hj = −|j|Hj .

The operator L is related to the operator Q∗ by the formula Lf = M 1
2Q∗(M− 1

2 f). It follows

that, setting qj = M 1
2Hj , we obtain a Hilbert basis of L2(RN ) constituted of eigenvectors of

L associated with eigenvalues −|j|. There is a compact expression of qj : using the formula

∂jv(M
1
2 f) = (−1)|j|M 1

2 [D∗]
j
f (which can be proved by recursion on |j|), and the definition

(2.9) of Hermite polynomials, we obtain

(2.10) qj =
1√
j!

[D∗]
j M 1

2 .

The formula (2.10) gives in particular the first identity in the following formulas

(2.11) D∗
kqj =

√

jk + 1 qj+ek , Dkqj =
√

jk 1jk>0 qj−ek ,

for j ∈ NN , k ∈ {1, . . . , N}. The formula for Dkqj is obtained by duality, for instance by
computing the l-th coefficients 〈Dkqj , ql〉 = 〈qj , D∗

kql〉.
Eigenspaces. Let (pk)k∈ZN denote the standard trigonometric Hilbert basis of L2(TN ), ex-
plicitly given by pk(x) = e2πik·x. In particular it is formed by normalized eigenfunctions for the
Laplacian −∆x. Remember that (qj)j∈NN is the spectral Hilbert basis for the Fokker-Planck

operator L on L2(RN ) introduced above. We define the Hilbert basis (ek,l)(k,l)∈ZN×NN of L2
x,v

by
ek,l(x, v) := pk ⊗ ql(x, v) = pk(x)ql(v), (k, l) ∈ ZN × NN , x ∈ TN , v ∈ RN .

For any (k0, l0) ∈ (N ∪ {∞})2, we set

Ek0,l0 := ClosureL2
x,v

(

Span { ek,l ; |k| ≤ k0 and |l| ≤ l0 }
)

and introduce Πk0,l0 the L2
x,v orthogonal projection on Ek0,l0 . When k0 = l0, we simplify

notation to Ek0
and Πk0

. In particular Π̄ = Π0,0 and Id = Π∞,∞. By (2.11), we have the
commutation rules

(2.12) ΠmD
∗ = D∗Πm,m−1, DΠm = Πm,m−1D

for allm ≥ 1. These identities will be used to derive hypocoercive estimates on the approximate
Galerkin solution to (1.14).
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Let us also introduce the orthogonal projector Πloc = Π∞,0 on L2
x ⊗ Span{q0}

Πloc(f)(x, v) = 〈M 1
2 , f(x, ·)〉L2

v(R
N ) M

1
2 (v), Π⊥

loc = I −Πloc.

Then, we have

(2.13) − 〈f, Lf〉 ≥ ‖Π⊥
locf‖2.

Using (2.7), we then deduce from (2.13) that

(2.14) ‖f‖2 ≤ ‖Πlocf‖2 + ‖Df‖2.

Finally, in the sequel, we denote by {T, T ′} := TT ′ − T ′T the commutator of two operators T
and T ′. We point out that one readily shows the following algebraic identities

{D,A} = ∇x, {D,D∗} = N Id,

and stress that the former identity is the cornerstone of both our hypocoercive and hypoelliptic
estimates.

2.2. The Galerkin scheme. We are now ready to prove the existence part of Theorem 1.2.
To do so, we use a Galerkin projection method. Here we project Equation (1.14) onto the
finite dimensional space Em and seek a solution of the projected equation valued in this finite-
dimensional subspace, then we take the limit m→ ∞ when this finite subset Em increases up
to the whole Hilbert space L2.

To start with we prove the existence of an approximate solution gm : [0, T ]× Ω → Em to a
projected version of (1.14) in the following result.

Proposition 2.1. Suppose that hypothesis (1.10) holds and let gin ∈ L2(Ω;L2
x,v). For all m ≥ 0

and any T > 0, there exists a unique adapted process gm ∈ C([0, T ];L2(Ω;Em)) satisfying, for

all t ∈ [0, T ], for all ϕ ∈ Em,

(2.15)

〈gm(t), ϕ〉 = 〈Πmgin, ϕ〉+
∫ t

0

〈gm(s), v · ∇xϕ〉ds+ λ
∑

j≥0

∫ t

0

〈gm(s), Fj ·Dϕ〉dβj(s)

+

∫ t

0

〈gm(s), Lϕ〉ds+ λ2

2

∑

j≥0

∫ t

0

〈

gm(s), (Fj ·D)
2
ϕ
〉

ds, a.s.

Moreover, if |λ| < 1, then

(2.16)
1

2
max
t∈[0,T ]

e−2Nλ2 tE‖gm(t)‖2 + (1− λ2)

∫ T

0

e−2Nλ2 tE‖D gm(t)‖2dt ≤ 1

2
E‖gin‖2 .

Proof of Proposition 2.1. For gm ∈ C([0, T ];L2(Ω;Em)), Equations (2.15) are equiva-
lently written — in terms of the coefficients dk,l = 〈gm, ek,l〉, |k| ≤ m and |l| ≤ m, of gm —
as a finite-dimensional Itō system with globally Lipschitz coefficients (as it is linear and finite-
dimensional). It follows then from standard arguments that there exists a unique adapted and
continuous process gm ∈ C([0, T ];L2(Ω;Em)) satisfying (2.15). Assume now |λ| < 1. To derive
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the uniform bound (2.16), we multiply (2.15) by dk,l and sum over k and l to obtain

1

2

d

dt
E‖gm‖2 + E‖Dgm‖2 = λ2

1

2
E
∑

j

〈(Fj ·D∗)2gm, gm〉+ 〈(Fj ·D∗)g, (Fj ·D∗)gm〉

= λ2 E
∑

j

〈(Fj ·D∗)gm, (Fj ·
D +D∗

2
)gm〉

≤ λ2 E‖D∗gm‖2 ≤ λ2 E‖Dgm‖2 +Nλ2E‖gm‖2,(2.17)

from which the bound follows since (2.15) implies gm(0) = Πmgin and therefore E‖gm(0)‖2 ≤
E‖gin(0)‖2. Here above we have used both ‖Df‖ ≤ ‖D∗f‖ and ‖D∗f‖2 = ‖Df‖2+N‖f‖2. �

Obviously, alternatively we may view gm as belonging to C([0, T ];L2(Ω;L2
x,v)) and satisfying

(2.18) dgm +Πm(v · ∇xgm)dt− λΠm(D∗gm ⊙ dWt) = Lgmdt,

with initial condition

gm(0) = Πmgin.

This does imply that for any t, a.s. Πmgm(t) = gm(t) hence gm(t) ∈ Em.

2.3. Proof of Theorem 1.2. In this section, we prove Theorem 1.2.

Limit point. Let T > 0. We use estimate (2.16) to obtain uniform bounds on gm in
L∞(0, T ;L2(Ω;L2

x,v)) and on Dgm in L2(Ω× (0, T );L2
x,v) by some quantities depending on N ,

T , λ and the norm E‖gin‖2. As a consequence, (gm)m admits a subsequence (still denoted
(gm)m for simplicity) such that

gm ⇀ g in L2(Ω× (0, T );L2
x,v)

where g, Dg ∈ L2(Ω× (0, T );L2
x,v).

Time continuity. We need to upgrade the foregoing convergence to convergence in the space
L2(Ω; Cw([0, T ];L2

x,v)). This follows from the fact that the equation provides uniform bounds

in L2(Ω; Cα([0, T ];X∗)) for some α > 0 and some space X continuously embedded and dense
in L2

x,v, that may be combined with uniform bounds in L2(Ω; C([0, T ];L2
x,v)).

To be explicit, let X denote the Banach space of elements ϕ ∈ L2
x,v with finite norm

‖ϕ‖X =

[∫∫

TN×RN

(1 + |v|2)
(

|ϕ(x, v)|2 + |∇x,vϕ(x, v)|2 + |∆vϕ(x, v)|2
)

dxdv

]1/2

.

By (2.17), we have

(2.19) sup
t∈[0,T ]

E‖gm(t)‖2 ≤ e2Nλ2TE‖Πmgin‖2 =: CTE‖Πmgin‖2.

This implies the following series of estimates. First

E

∣

∣

∣

∣

∫ t

σ

〈gm(s), v · ∇xϕ〉ds
∣

∣

∣

∣

2

≤ |t− σ|2 sup
s∈[0,T ]

E‖gm(s)‖2‖ϕ‖2X

≤ |t− σ|2CTE‖Πmgin‖2‖ϕ‖2X .(2.20)

Similarly, we have

(2.21) E

∣

∣

∣

∣

∫ t

σ

〈gm(s), Lϕ〉ds
∣

∣

∣

∣

2

≤ |t− σ|2CTE‖Πmgin‖2‖ϕ‖2X ,
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and, using the hypothesis (1.10),

(2.22) E

∣

∣

∣

∣

∣

∣

∫ t

σ

∑

j≥0

〈

gm(s), (Fj ·D)
2
ϕ
〉

ds

∣

∣

∣

∣

∣

∣

2

≤ |t− σ|2CTE‖Πmgin‖2‖ϕ‖2X .

By the Burkholder-Davis-Gundy Inequality, [3, Lemma 7.7], and (1.10), we can also estimate
as follows the time increments in the stochastic integral

E

∣

∣

∣

∣

∣

∣

∫ t

σ

∑

j≥0

〈gm(s), Fj ·Dϕ〉 dβj(s)ds

∣

∣

∣

∣

∣

∣

4

≤ CBDGE

∣

∣

∣

∣

∣

∣

∑

j≥0

∫ t

σ

|〈gm(s), Fj ·Dϕ〉|2 ds

∣

∣

∣

∣

∣

∣

2

≤ CBDG|t− σ|2 sup
s∈[0,T ]

E‖gm(s)‖4‖ϕ‖4X

≤ CBDG|t− σ|2C2
T

[

E‖Πmgin‖2
]2 ‖ϕ‖4X .(2.23)

By (2.20), (2.21), (2.22), (2.23) and the equation (2.15), we obtain

(2.24) E |〈gm(t), ϕ〉 − 〈gm(σ), ϕ〉|4 ≤ |t− σ|2C̃T

[

E‖Πmgin‖2
]2 ‖ϕ‖4X ,

for all ϕ ∈ X , for all t, σ ∈ [0, T ], where C̃T is a constant depending on N , λ, T only. This
implies

(2.25) E |〈g(t), ϕ〉 − 〈g(σ), ϕ〉|4 ≤ |t− σ|2C̃T

[

E‖gin‖2
]2 ‖ϕ‖4X ,

for all ϕ ∈ X , for all t, σ ∈ [0, T ]. Let α ∈ (0, 1/4). At fixed ϕ ∈ X , we deduce from (2.25)
and the Kolmogorov’s Criterion, [3, Theorem 3.4] that t 7→ 〈g(t), ϕ〉 has a modification in
L2(Ω; Cα([0, T ])). More precisely, there exists At,ϕ an event of probability 1 and a process
Gϕ(t) such that, for all t ∈ [0, T ], 7→ 〈g(t), ϕ〉 = Gϕ(t) on At,ϕ, and the process Gϕ satisfies

(2.26) E

∣

∣

∣

∣

∣

sup
t6=s∈[0,T ]

|Gϕ(t)−Gϕ(s)|
|t− s|α

∣

∣

∣

∣

∣

2

≤ C̄TE‖gin‖2‖ϕ‖2X ,

where C̄T is a constant depending on N , λ, T , α, E‖gin‖ only.
We now use a density argument to go from strong X to weak L2

x,v. To do so we choose a

metrization of the weak topology of L2
x,v on bounded sets. Let D be a dense and countable

subset both of X and L2
x,v with their own topology. For instance we could set D to be the

set of finite linear combinations with coefficients in Q of vectors ek,l, k ∈ ZN , l ∈ NN . Let
At = ∩ϕ∈DAt,ϕ. Since, almost-surely, ϕ 7→ Gϕ(t) is linear with norm bounded by ‖g(t)‖, there
exists a process (g̃(t)) on L2

x,v such that, for all t ∈ [0, T ], for all ϕ ∈ D, 〈g(t), ϕ〉 = 〈g̃(t), ϕ〉 on
At. This implies g̃(t) = g(t) (identity in L2

x,v) on At, i.e. g̃ is a modification of g. We have then
(2.26), with 〈g̃(t), ϕ〉 instead of Gϕ(t). To conclude, let D = {ϕ1, ϕ2, . . .} be an enumeration
of D and let us introduce the distance

d(f, g) =

∞
∑

n=1

|〈f − g, ϕn〉|
2n(1 + ‖ϕn‖X)

.

Note that

(2.27) |d(f, g)|2 ≤
∞
∑

n=1

|〈f − g, ϕn〉|2
2n(1 + ‖ϕn‖X)2

.
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The distance d gives a metric compatible with the weak topology on the balls of L2
x,v. Besides,

(2.28) ‖g‖2Cα
w([0,T ];L2

x,v)
= ‖g(0)‖2L2

x,v
+

∣

∣

∣

∣

∣

sup
t6=s∈[0,T ]

d(g(t), g(s))

|t− s|α

∣

∣

∣

∣

∣

2

defines a norm of Banach space on Cα
w([0, T ];L

2
x,v). By (2.27), we have

(2.29) E

∣

∣

∣

∣

∣

sup
t6=s∈[0,T ]

d(g(t), g(s))

|t− s|α

∣

∣

∣

∣

∣

2

≤
∞
∑

n=1

1

2n(1 + ‖ϕn‖X)2
E

∣

∣

∣

∣

∣

sup
t6=s∈[0,T ]

|〈g(t)− g(s), ϕn〉|
|t− s|α

∣

∣

∣

∣

∣

2

,

which is bounded by C̄TE‖gin‖2 due to (2.26) (applied with 〈g̃(t), ϕ〉 instead of Gϕ(t)). We
deduce the estimate

(2.30) E‖g‖2Cα
w([0,T ];L2

x,v)
≤ (1 + C̄T )E‖gin‖2.

In particular, we have g ∈ L2(Ω; Cw([0, T ];L2
x,v)).

Existence. By linearity of the equation, we can apply our estimates to gn − gm instead of
gn and let n→ +∞: this gives

E‖g − gm‖2Cα
w([0,T ];L2

x,v)
≤ (1 + C̄T )E‖(Id−Πm)gin‖2.

In particular, (gm) is converging to g in L2(Ω; Cw([0, T ];L2
x,v)). We now have all in hands to

take the limit m→ ∞ in (2.15). We deduce the existence of a solution g satisfying the points
(i), (ii) and (iii) of Theorem 1.2.

Uniqueness. If g ∈ L2(Ω; Cw([0, T ];L2
x,v)) solves (1.14) in the sense of (i), (ii) and (iii) of

Theorem 1.2, then g satisfies the energy estimate

(2.31)
1

2
E‖g(t)‖2+

∫ t

0

E‖Dg(s)‖2ds ≤ λ2
∫ t

0

E[‖Dg(s)‖2+N‖g(s)‖2]ds+1

2
E‖g(0)‖2, t ≥ 0.

Since |λ| < 1, (2.31) immediately gives, with Gronwall’s lemma, that a solution with initial
condition gin ≡ 0 is zero in L∞(0, T ;L2(Ω;L2

x,v)) for every T > 0. Hence the uniqueness by
linearity of the problem. To prove (2.31), on the basis of (i), (ii) and (iii) of Theorem 1.2,
we apply the weak formulation (1.16) with ϕ = ek,l and use the Itō Formula. Note that the
differential of g 7→ |〈g, ek,l〉|2 at g is

f 7→ 2Re
(

〈g, ek,l〉〈f, ek,l〉
)

.

Since g(t) is real-valued and ek,l(x, v) = e−2πik·xql(v) where ql(v) is real-valued, the term

Re
(

〈g(t), ek,l〉〈g(t), v · ∇xek,l〉
)

vanishes and we obtain

1

2
E|〈g(t), ek,l〉|2 =

1

2
E|〈g(0), ek,l〉|2 − E

∫ t

0

|l||〈g(s), ek,l〉|2ds

+
λ2

2

∑

j≥0

Re E

∫ t

0

[

〈g(s), ek,l〉〈g(s), (Fj ·D)2ek,l〉+ |〈g(s), (Fj ·D)ek,l〉|2
]

ds.
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We sum the result over k, l and use Properties (i)− (ii) of Theorem 1.2 and the Bessel Identity
to obtain

1

2
E‖g(t)‖2+

∫ t

0

E‖Dg(s)‖2ds

=
1

2
E‖g(0)‖2 + λ2

∑

j≥0

E

∫ t

0

〈(Fj ·D∗)g(s), (Fj · D+D∗

2 )g(s)〉ds.

Estimate (2.31) then follows from Hypothesis (1.10) on the size of the coefficients of the noise
as in (2.17).

Conservation. The fact that the quantity ρ∞(g) is constant in time follows from setting
(k, l) = (0, 0) in (2.15) and taking the limit m→ ∞. �

3. Regularization and decay

We prove now extra properties for solutions provided by Theorem 1.2 summarized in the
following theorem.

Theorem 3.1. Suppose that hypothesis (1.10) holds. There exists 0 < λ0(N) < 1 such that,

for all |λ| < λ0 and any gin ∈ L2(Ω;L2
x,v), the solution g given by Theorem 1.2 satisfies the

following properties.

i. the solution g gains regularity instantaneously: for any t0 > 0, there exists a constant

C(N, t0) > 0 such that

(3.1) E‖g(t0)‖2L2
∇,D

≤ C(N, t0)E‖gin‖2.

ii. the function g satisfies the bound

(3.2)
E‖g(t)‖2L2

∇,D
+ c E

∫ t

t0

(‖g(s)‖2L2
∇,D

+ ‖D∇xg(s)‖2 + ‖D2g(s)‖2) ds

≤ CE‖g(t0)‖2L2
∇,D

+ CE|ρ∞|2(t− t0),

and the hypocoercive estimate

(3.3) E‖g(t)‖2L2
∇,D

≤ Ce−c(t−t0)E‖g(t0)‖2L2
∇,D

+KE|ρ∞(g)|2

for all t ≥ t0, where the constants c, C and K depend on N only.

3.1. Termwise estimates. In this subsection, we derive some estimates on various functionals
of the approximate solutions (gm)m. Next, we shall combine these termwise bounds to deduce
hypocoercive estimates as in (3.3) (see Section 3.2) and follow a similar strategy to obtain
regularization properties through hypoelliptic estimates including (3.1) (see Section 3.3).

3.1.1. Heuristics. Our strategy involves an estimation of a linear combination of EΦ(g) where
Φ is a quadratic functional of the form

Φ(g) = 〈Sg, T g〉,
where S and T are operators in the variables x or v of order at most one. In particular,
S and T are linear. The rigorous procedure that we follow hereafter is to bound EΦ(gm)
and take the limit m → ∞, since all computations are readily justified when applied to the
finite-dimensional system satisfied by gm.
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However, for exposition purpose, proceeding in a formal way, we first explain the spirit of
our computations on Equation (1.14) satisfied by g. Apply S to (1.14) and then test against
Tg, and do the same with the roles of S and T exchanged, to obtain

(3.4) dΦ(g) = −〈SAg, T g〉dt + λ
∑

j

〈S(Fj · D∗)g, T g〉 ◦ dβj(t) + 〈SLg, T g〉dt + sym,

where by “B(S, T )+sym” in the right-hand side of (3.4), we mean B(S, T )+B(T, S). Switching
to Itō form and taking expectation in (3.4) gives

d

dt
EΦ(g) = −E〈SAg, T g〉+ E〈SLg, T g〉+ λ2

2
ENS,T (g) + sym.(3.5)

where we have introduced the piece of notation

NS,T (g) :=
∑

j

〈S(Fj ·D∗)2g, T g〉+ 〈S(Fj ·D∗)g, T (Fj ·D∗)g〉.

Note also, in the case S = T , that, by (2.7),

(3.6) E〈SLg, Sg〉 = E〈LSg, Sg〉+ E〈{S,L}g, Sg〉 = −E‖DSg‖2 + E〈{S,L}g, Sg〉,
thus, modulo a commutator, the term E〈SLg, Sg〉 in (3.5) provides the part −E‖DSg‖2 whose
contribution helps to set up our hypocoercive estimates. In contrast control on space derivatives
is gained by examining the case S = ∇x, T = D and noticing that

−E〈DAg,∇xg〉 = −E〈{D,A}g,∇xg〉 − E〈ADg,∇xg〉 = −E‖∇xg‖2 − E〈ADg,∇xg〉
provides the missing E‖∇xg‖2.

To proceed with the actual proof we modify the definition of NS,T to

N (m)
S,T (g) :=

∑

j

〈S(Πm(Fj ·D∗))2g, T g〉+ 〈SΠm(Fj ·D∗)g, TΠm(Fj ·D∗)g〉

so as to reflect the presence of a projector in (2.18).

3.1.2. First estimate: E‖gm‖2. We have already showed along the proof of Proposition 2.1
that by taking S = T = Id, one obtains

(3.7)
1

2

d

dt
E‖gm‖2 + E‖Dgm‖2 ≤ λ2E‖D∗gm‖2 .

3.1.3. Second estimate: E‖∇xgm‖2. By choosing S = T = ∇x, we obtain, due to the fact that
A is skew-symmetric,

1

2

d

dt
E‖∇xgm‖2 + E‖D∇xgm‖2 ≤ λ2

2
EN (m)

∇x,∇x
(gm),

where N (m)
∇x,∇x

(gm) is also written as

1

2
N (m)

∇x,∇x
(gm) =

∑

j

〈Πm(Fj ·D∗)∇xgm, (Fj · D+D∗

2 )∇xgm〉

+
∑

j

〈Πm(∇x(Fj) ·D∗)gm, (Fj · D+D∗

2 )∇xgm〉

+
∑

j

〈Πm(Fj ·D∗)gm, (∇x(Fj) · D+D∗

2 )∇xgm〉

+
1

2

∑

j

‖Πm(∇x(Fj) ·D∗)gm‖2 .
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As a result, using (2.12), we obtain

(3.8)
1

2

d

dt
E‖∇xgm‖2 + E‖D∇xgm‖2

≤ λ2

2
E
[

‖D∗gm‖2 + (2‖D∗gm‖+ ‖D∗Πm,m−1∇xgm‖) (‖D∇xgm‖+ ‖D∗Πm,m−1∇xgm‖)
]

3.1.4. Third estimate: E‖Dgm‖2. Recalling {A,D} = −∇x and {D,L} = −ND, by choosing
S = T = D, we derive

1

2

d

dt
E‖Dgm‖2 = −E〈∇xgm, Dgm〉 − E‖D2gm‖2 −NE‖Dgm‖2 + λ2

2
EN (m)

D,D(gm).

Furthermore, we have

N (m)
D,D(gm) =

∑

j

‖DΠm(Fj ·D∗)gm‖2

+
∑

j

〈(Fj ·D∗)Πm(Fj ·D∗)gm, D
∗Dgm〉

and, by (2.12), 〈∇xgm, Dgm〉 = 〈Πm,m−1∇xgm, Dgm〉. It follows then (using some inequalities
like ‖D∗Dh‖ ≤ ‖(D∗)2h‖ and ‖Πh‖ ≤ ‖h‖ with Π = Πm or Π = Πm,m−1) that
(3.9)
1

2

d

dt
E‖Dgm‖2 + E‖D2gm‖2 ≤ E‖Πm,m−1∇xgm‖‖Dgm‖+ λ2

2
E
[

‖(D∗)2gm‖2 + ‖DD∗gm‖2
]

.

3.1.5. Fourth estimate: E〈∇xgm, Dgm〉. We apply (3.5) with S = ∇x and T = D. It yields

d

dt
E〈∇xgm, Dgm〉 = −E〈∇xΠmAgm, Dgm〉 − E〈DΠmAgm,∇xgm〉

+ E〈∇xLgm, Dgm〉+ E〈DLgm,∇xgm〉

+
λ2

2
E[N (m)

∇x,D
(gm) +N (m)

D,∇x
(gm)].

For the total equation, i.e. when there is no projector Πm, one would use

(3.10) − 〈∇xAg,Dg〉 − 〈DAg,∇xg〉 = −‖∇xg‖2.
A way to derive7 (3.10) is to write

−〈∇xAg,Dg〉 − 〈DAg,∇xg〉 = 〈(D∗ −D)Ag,∇xg〉
and to use the identity A = (D +D∗) · ∇x. This gives

−〈∇xAg,Dg〉 − 〈DAg,∇xg〉 = 〈{D∗, D}∇xg,∇xg〉,
and one concludes by use of the identity {D∗, D} = −Id. For the terms with projectors, the
same kind of computations gives

−〈∇xΠmAgm, Dgm〉 − 〈DΠmAgm,∇xgm〉 = 〈{D∗Πm, DΠm}∇xg,∇xg〉.

7Obviously one may also use concrete definitions of differential operators but the abstract way shown here
has a clearer counterpart at the Galerkin level.
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By (2.12) and the identity ΠmΠm,m−1 = Πm,m−1, it follows that

− 〈∇xΠmAgm, Dgm〉 − 〈DΠmAgm,∇xgm〉
= −‖Πm,m−1∇xgm‖2 + 〈D∇xgm, D(Πm −Πm,m−1)∇xgm〉

Besides, identity L = −D∗D = N Id−DD∗ provides

E〈∇xLgm, Dgm〉+ E〈DLgm,∇xgm〉 = −E〈D∗D∇xgm, Dgm〉 − E〈DD∗Dgm,∇xgm〉
= −E〈D∇xgm, D

2gm〉 − E〈D∗DDgm,∇xgm〉 −NE〈Dgm,∇xgm〉
= −2E〈D∇xgm, D

2gm〉 −NE〈Dgm,Πm,m−1∇xgm〉.

Concerning the terms N (m)
∇x,D

(gm) and N (m)
D,∇x

(gm), we write them as the sum of

−
∑

j

〈(ΠmFj ·D∗)2gm, D · ∇xgm〉+ 〈∇xΠm(Fj ·D∗)gm, DΠm(Fj ·D∗)gm〉

and
∑

j

〈(ΠmFj ·D∗)2gm, D
∗ · ∇xgm〉+ 〈DΠm(Fj ·D∗)gm,∇xΠm(Fj ·D∗)gm〉,

to bound them proceeding as before by the sum of terms

‖(D∗)2gm‖‖D∇xgm‖, 2(‖D∗Πm,m−1∇xgm‖+ ‖D∗gm‖)‖DD∗gm‖
and

‖(D∗)2gm‖‖D∗Πm,m−1∇xgm‖ .
As a result, we finally obtain
(3.11)

d

dt
E〈∇xgm, Dgm〉+ E‖Πm,m−1∇xgm‖2

≤ E‖D∇xgm‖2 + 2E‖D∇xgm‖‖D2gm‖+NE‖Dgm‖‖Πm,m−1∇xgm‖

+
λ2

2
E
[

‖(D∗)2gm‖ (‖D∇xgm‖+ ‖D∗Πm,m−1∇xgm‖)
+ 2‖DD∗gm‖ (‖D∗Πm,m−1∇xgm‖+ ‖D∗gm‖)

]

.

Let us summarize in the following proposition the differential inequalities derived above.

Proposition 3.2. Suppose that hypothesis (1.10) holds and let gin ∈ L2(Ω;L2
x,v). Let m ∈ N

and let gm denote the Galerkin approximation given by Proposition 2.1. Then we have the

following estimates, respectively on

• the L2
ω,x,v-norm of gm

1

2

d

dt
E‖gm‖2 + E‖Dgm‖2 ≤ λ2E‖D∗gm‖2 ,

• the L2
ω,x,v-norm of ∇xgm

1

2

d

dt
E‖∇xgm‖2 + E‖D∇xgm‖2

≤ λ2

2
E
[

‖D∗gm‖2 + (2‖D∗gm‖+ ‖D∗Πm,m−1∇xgm‖) (‖D∇xgm‖+ ‖D∗Πm,m−1∇xgm‖)
]

,
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• the L2
ω,x,v-norm of Dgm

1

2

d

dt
E‖Dgm‖2 + E‖D2gm‖2 ≤ E‖Πm,m−1∇xgm‖‖Dgm‖+ λ2

2
E
[

‖(D∗)2gm‖2 + ‖DD∗gm‖2
]

,

• the L1
ω-norm of the cross product 〈∇xgm, Dgm〉

d

dt
E〈∇xgm, Dgm〉+ E‖Πm,m−1∇xgm‖2

≤ E‖D∇xgm‖2 + 2E‖D∇xgm‖‖D2gm‖+NE‖Dgm‖‖Πm,m−1∇xgm‖

+
λ2

2
E
[

‖(D∗)2gm‖ (‖D∇xgm‖+ ‖D∗Πm,m−1∇xgm‖)
+ 2‖DD∗gm‖ (‖D∗Πm,m−1∇xgm‖+ ‖D∗gm‖)

]

.

3.1.6. Closed form of the estimates. In this section, we gather estimates (3.7), (3.8), (3.9) and
(3.11) — derived above — in a closed form with respect to gm, ∇xgm, Dgm, D∇xgm and
D2gm. Note in particular that we need to replace all occurrences of the operator D∗ using
formula

(3.12) ‖D∗f‖2 = ‖Df‖2 +N‖f‖2

proved by (2.3) and (2.4). In what follows C denotes a positive constant that depends only on
the dimension N .

First estimate. The first bound (3.7) can now be written as

(3.13)
1

2

d

dt
E‖gm‖2 + E‖Dgm‖2 ≤ C λ2E[‖Dgm‖2 + ‖gm‖2].

Second estimate. The second one (3.8) becomes

(3.14)

1

2

d

dt
E‖∇xgm‖2 + E‖D∇xgm‖2

≤ C λ2E
[

‖gm‖2 + ‖Dgm‖2 + ‖Πm,m−1∇xgm‖2 + ‖D∇xgm‖2
]

.

Third estimate. Concerning the third one (3.9), we obtain
(3.15)
1

2

d

dt
E‖Dgm‖2+E‖D2gm‖2 ≤ E‖Dgm‖‖Πm,m−1∇xgm‖+C λ2E

[

‖gm‖2+‖Dgm‖2+‖D2gm‖2
]

.

Fourth estimate. Finally, likewise, the fourth bound (3.11) writes

(3.16)

d

dt
E〈∇xgm, Dgm〉+ E‖Πm,m−1∇xgm‖2

≤ E‖D∇xgm‖2 + 2E‖D∇xgm‖‖D2gm‖+NE‖Dgm‖‖Πm,m−1∇xgm‖
+ C λ2E

[

‖gm‖2 + ‖Dgm‖2 + ‖Πm,m−1∇xgm‖2 + ‖D∇xgm‖2 + ‖D2∇xgm‖2
]

.

3.2. Hypocoercive estimates. In this section, we derive hypocoercive estimates (3.2) and
(3.3). Without loss of generality we assume t0 = 0 and gin ∈ L2(Ω;L2

∇,D). Our strategy is to

prove uniform bounds on the approximate solutions (gm)m and take the limit m→ ∞.
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3.2.1. Balance of the estimates. To prove an exponential damping we shall combine (3.13),
(3.14), (3.15) and (3.16) of Section 3.1 to identify a functional bounded by its own dissipation.
The first step is to explain how to bound ‖gm‖. Mark that when m ≥ 1

(3.17)

‖gm‖2 =
∑

|k|≤m
|l|≤m

|〈ek,l, gm〉|2

≤
∑

|k|≤m
0<|l|≤m

|l|2 |〈ek,l, gm〉|2 +
∑

0<|k|≤m

(2π|k|)2|〈ek,0, gm〉|2 + |〈e0,0, gm〉|2

≤ ‖Dgm‖2 + ‖Πm,m−1∇xgm‖2 + |ρ∞(gm)|2 .
Now we look for a suitable functional in the form

F(g) = ‖g‖2 + α‖∇xg‖2 + β‖Dg‖2 + 2γ〈∇xg,Dg〉.
where α, β, γ are some positive coefficients. First we require γ2 < αβ so as to ensure

(3.18) C1‖g‖2L2
∇,D

≤ F(g) ≤ C2‖g‖2L2
∇,D

,

for some positive constants C1, C2.
Now by adding (3.13), (3.14), (3.15) and (3.16), we have

1

2

d

dt
EF(gm) + E

[

‖Dgm‖2 + α‖D∇xgm‖2 + β‖D2gm‖2 + γ‖Πm,m−1∇xgm‖2
]

≤ (1 + α+ β + γ)Cλ2E|ρ∞(gin)|2

+ (β +Nγ)E‖Dgm‖‖Πm,m−1∇xgm‖+ γE‖D∇xgm‖2 + 2γE‖D∇xgm‖‖D2gm‖

+ (1 + α+ β + γ) 2Cλ2E
[

‖Dgm‖2 + ‖Πm,m−1∇xgm‖2 + ‖D∇xgm‖2 + ‖D2∇xgm‖2
]

from which follows
(3.19)
1

2

d

dt
EF(gm) + KE

[

‖Dgm‖2 + ‖D∇xgm‖2 + ‖D2gm‖2 + ‖Πm,m−1∇xgm‖2
]

≤ K ′λ2E|ρ∞(gin)|2 + K ′λ2E
[

‖Dgm‖2 + ‖Πm,m−1∇xgm‖2 + ‖D∇xgm‖2 + ‖D2∇xgm‖2
]

for some positive K, K ′ depending only on N , α, β and γ, provided that γ ≤ α/2 and both
(β+Nγ)/

√
1× γ and γ/

√
α× β are sufficiently small. The latter constraints may be satisfied

jointly with γ2 < αβ by setting8 α = 1, β = γ and choosing γ sufficiently small.
Having picked suitable parameters α, β, γ, we now require λ to be sufficiently small — in

a way that depends only on N — to derive
(3.20)

1

2

d

dt
EF(gm) + K ′′E

[

‖gm‖2 + ‖Dgm‖2 + ‖D∇xgm‖2 + ‖D2gm‖2 + ‖Πm,m−1∇xgm‖2
]

≤ K ′′′E|ρ∞(gin)|2

for some positive constants K ′′, K ′′′ depending only on N .

8There is of course no uniqueness in this choice. For instance setting α = 1, β = γθ, any 1

2
< θ < 2 would

work provided γ is small enough.
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3.2.2. Exponential damping. Integrating (3.20) from 0 to t and taking the limit m→ ∞ yields
(3.2) (for t0 = 0).

To prove (3.3) we first stress that proceeding as in the proof of (3.17) gives

‖∇xgm‖2 ≤ ‖Πm,m−1∇xgm‖2 + ‖D∇xgm‖2

and conclude then from (3.20) and (3.18) that

1

2

d

dt
EF(gm) + cEF(gm) ≤ C E|ρ∞(gin)|2

for some positive constants c and C. This yields

∀t ≥ 0 , EF(gm)(t) ≤ EF(gin)e
−2 ct +

C

c
E|ρ∞(gin)|2

through a multiplication by e2ct and an integration in time. Using again (3.18) and taking the
limit m→ ∞ achieves the proof of (3.3) (for t0 = 0).

3.3. Hypoelliptic estimates. In this part, we conclude the proof of Theorem 3.1 by showing
that the solution g to Equation (1.14) with initial condition gin in L2(Ω;L2

x,v) gains regularity
instantaneously. Precisely, we prove the following result.

Proposition 3.3. Let t0 > 0. There exist positive constants λ∗ and C such that for any

gin ∈ L2(Ω;L2
x,v) and |λ| < λ∗, the corresponding solution g satisfies for any t ∈ (0, t0]

(3.21) E‖g(t)‖2 ≤ CE‖gin‖2, E‖Dg(t)‖2 ≤ C

t
E‖gin‖2, E‖∇xg(t)‖2 ≤ C

t3
E‖gin‖2.

By a simple approximation argument one may reduce the proof of the proposition to the proof
of estimates (3.21) starting from gin ∈ L2

∇,D. For writing convenience, we assume t0 = 1,
modifications to obtain the proof of the general case being mostly notational.

Though the proof of Proposition 3.3 has some similarities with the proof of exponential
damping, constraints on functionals leading to global hypoelliptic estimates are a lot more
stringent9 and we have not been able to produce them entirely at the level of the Galerkin
approximation. Instead we directly derive estimates on g by examining the equations satisfied
by Πmg and taking the limit m → ∞ using the already established propagation of regularity.
The key gain is that terms analogous to E‖D∇xgm‖2 in (3.16) that arises from failure of
commutativity of Πm and D∗ disappear when applied to g in the limit m → ∞ because
{Πm, D

∗} = −D∗(Πm −Πm,m−1).
We introduce the family of functionals parametrized by t ∈ [0, 1],

Kt(g) := ‖g‖2 + at3‖∇xg‖2 + bt‖Dg‖2 + 2ct2〈∇xg,Dg〉
where a, b and c are some positive constants to be chosen later on. By requiring c2 < ab, we
ensure

(3.22) ‖g‖2 + C1(t
3‖∇xg‖2 + t‖Dg‖2) ≤ Kt(g) ≤ ‖g‖2 + C2(t

3‖∇xg‖2 + t‖Dg‖2)
for some positive C1, C2. Proceeding as explained above we derive10 for any 0 ≤ t ≤ 1

Kt(g(t)) + C

∫ t

0

(E‖g(s)‖2 + s3E‖D∇xg(s)‖2 + sE‖D2g(s)‖2 + s2‖∇xg(s)‖2)ds ≤ K0(gin)

9This may be seen on the fact that in the strategy hereafter estimates should be compatible with chosen
powers of t.

10The reader is referred to the treatment of a similar case in [14, Appendix A.21] for omitted details
concerning algebraic manipulations.
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for some positive C, provided first that a, b and c are chosen such that both (b + c)/
√
1× c

and c/
√
a× b are sufficiently small and then that λ is sufficiently small. As above constraints

on a, b, c may be fulfilled by choosing a = 1, b = c and c small enough. By appealing to (3.22)
we achieve the proofs.

4. Invariant measure

In this section, we prove Theorem 1.3. To do so, we fix ρ̄ ∈ R and assume |λ| < λ0.

4.1. Proof of existence. Let gin ∈ L2
x,v be a deterministic initial datum in Xρ̄. We consider

the unique solution g to problem (Pρ̄) given by Theorem 1.2. First of all, using the regularizing
bound (3.1) of Theorem 3.1, we deduce that there exists a positive constant C such that

(4.1) E‖g(1)‖2L2
∇,D

≤ CE‖gin‖2.

We also recall the damping estimate (3.3) of Theorem 1.2: for t ≥ 1,

E‖g(t)‖2L2
∇,D

≤ Ce−c(t−1)E‖g(1)‖2L2
∇,D

+KE|ρ∞(g)|2.

It implies, with (4.1),

(4.2) sup
t≥1

E‖g(t)‖2L2
∇,D

≤ CE‖gin‖2 +Kρ̄2.

We introduce the family (µT )T>0 of probability measures on Xρ̄ defined by

µT :=
1

T

∫ 1+T

1

L (g(t)) dt,

where L (g(t)) denotes the law of g(t), and show that the family (µT )T>0 is tight. Since the
embedding L2

∇,D ⊂ L2
x,v is compact, balls of radius R > 0

KR := {f ∈ Xρ̄; ‖f‖L2
∇,D

≤ R}

are compact in Xρ̄. Furthermore, thanks to Markov’s inequality and (4.2),

µT (K
c
R) =

1

T

∫ 1+T

1

P(‖g(t)‖L2
∇,D

> R) dt

≤ 1

TR2

∫ 1+T

1

E‖g(t)‖2L2
∇,D

dt

≤ 1

R2
(CE‖gin‖2 +Kρ̄2).

This readily implies tightness of (µT )T>0. By Prokhorov’s Theorem, see for instance [3, The-
orem 2.3], we obtain that (µT )T>0 admits a subsequence (still denoted (µT )) such that µT

converges to some probability measure µ on Xρ̄ as T → ∞. Furthermore, a classical argu-
ment shows that this limit measure µ is indeed an invariant measure for problem (Pρ̄), see for
instance [3, Proposition 11.3].
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4.2. Proof of the mixing property. Let gin,1 and gin,2 ∈ Xρ̄ and denote by g1 and g2 the
solutions to (Pρ̄) with respective initial conditions gin,1 and gin,2. For t ≥ 0 we set r(t) :=
g1(t)−g2(t) and remark that r solves (P0) onX0. Combining again (3.2) and (3.3) and recalling
that (2.4) yields N

2 ‖f‖2 ≤ ‖f‖2
L2

∇,D

, we deduce that there exists positive constants c and C

such that, for t ≥ 1,

(4.3) E‖r(t)‖2 ≤ Ce−c(t−1)E‖gin,1 − gin,2‖2.
Let Ψ : Xρ̄ → R be 1-Lipschitz continuous, let gin ∈ Xρ̄ and s > 0. We apply (4.3) with
gin,1 = gin and gin,2 = g(s) to obtain for any t ≥ 1, T > 0,

∣

∣

∣

∣

∣

EΨ(g(t))− 1

T

∫ T+1

1

EΨ(g(t+ s))ds

∣

∣

∣

∣

∣

2

≤ 1

T

∫ T+1

1

E‖g(t)− g(t+ s)‖2ds

≤ Ce−c(t−1) 1

T

∫ T+1

1

E‖gin − g(s)‖2ds.(4.4)

By (3.1), we have sups∈[1,T ] ‖g(s)‖ ≤ C‖gin‖ uniformly in T (for some possibly different C)

and we deduce from (4.4) (for yet other values of constants) that for any t and T
∣

∣

∣

∣

∣

EΨ(g(t))− 1

T

∫ T+1

1

EΨ(g(t+ s))ds

∣

∣

∣

∣

∣

2

≤ Ce−c(t−1)‖gin‖2,

Taking the limit T → +∞ gives the mixing estimate (1.17) (hence also the uniqueness part of
Theorem 1.3). �

4.3. An explicit case. If ρ̄ = 0, then µ0 is the Dirac mass on the solution 0. There is also a
nontrivial case in which we can explicitly compute the invariant measure µρ̄ and in particular
check that some smallness condition on λ is indeed necessary.

Proposition 4.1. Assume ρ̄ 6= 0. Assume that Wt is an N -dimensional Brownian motion,

i.e. Fj are constant in x with value 0 for j > N and the j-th vector of the canonical basis of

RN for j = 1, . . . , N . Let V stat(t), normally distributed with variance 1, denote the stationary

solution to the Langevin equation

dV (t) = −V (t)dt+
√
2dWt.

Then µρ̄, the invariant measure for Equation (1.14) is the law of the invariant solution given

by (t, x, v) 7→ ρ̄gstat(t, x, v), where

(4.5) gstat(t, x, v) = M−1/2(v)M
(

v − λ√
2
V stat(t)

)

,

and where M is the Maxwellian function defined by (1.13).

Proof of Proposition 4.1. See Appendix B.2. �

Remark 4.2. It is clear on Formula (4.5) that the stochastic Vlasov force term in (1.1) has

a direct influence on the localization properties in v of the solution. We compute

‖gstat‖2 = e
λ2

2
|V stat(t)|2 .
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In particular, we have

E‖gstat‖2 =
∫

RN

e
λ2

2
|w|2− 1

2
|w|2dw.

This is finite if, and only if, |λ| < 1: we recover the necessity of this restriction on the size of

the noise made in the statement of Theorem 1.2. Note however that, here, no further restriction

of the type |λ| < λ0 as in the statement of Theorem 1.3 is necessary to obtain an invariant

measure with mixing properties.

Appendix A. Background and introductory material

In the present Appendix we gather some background material. Though it is certainly useless
to the expert it may provide the reader unfamiliar with some of the main notions underlying
the present paper a smoother entering gate.

A.1. A compendium on the stochastic integral. Let (β(t))t∈[0,T ] be a Brownian motion
over (Ω,F ,P). The first obstacle to the definition of the stochastic integral

I(g) =

∫ T

0

g(t)dβ(t)

is the lack of regularity of t 7→ β(t), which has almost-surely a regularity (1/2)−: for all
α ∈ [0, 1/2), almost-surely, β is in Cα([0, T ]) and not in C1/2([0, T ]). In particular, when g = β,
I(g) can not be defined as a Young’s Integral since this would require precisely β to be in Cα

with α > 1/2. Therefore, in that context, one has to expand the theory of Young’s or Riemann
– Stieltjes’ Integral. This is one of the purpose of rough paths’ theory, cf. [4], but as we briefly
sketch below, the original definition of I(g) does not need rough paths’ theory. It uses the
probabilistic properties of the Brownian motion.

Let (Ft)t∈[0,T ] be a given filtration: this is an increasing set of sub-σ-algebra of F . A process
(X(t))t∈[0,T ] is said to be adapted to (Ft)t∈[0,T ] (or adapted for short, if there is no ambiguity)
if, for each t ∈ [0, T ], X(t) is Ft-measurable. We assume that (β(t))t∈[0,T ] is adapted to

(Ft)t∈[0,T ]. If g is an L2-elementary predictable process, which means

(A.1) g(ω, t) =

n−1
∑

k=0

gk(ω)1(tk,tk+1],

where (tk)0≤k≤n is a partition of [0, T ] and each random variable gk is Ftk measurable and in
L2(Ω), then I(g) is defined as the Riemann sum

I(g) =

n−1
∑

k=0

gk(β(tk+1)− β(tk)).

The probabilistic properties of β imply that I(g) is well defined in L2(Ω) and that EI(g) = 0
and

(A.2) E|I(g)|2 = E

∫ T

0

|g(t)|2dt.

See [2, Theorem 2.3]. The identity (A.2) means that the map

(A.3) I : ET ⊂ L2(Ω× (0, T ),P× L) → L2(Ω,P)

is an isometry. In (A.3), we have denoted by ET the set of L2-elementary predictable functions
in the form (A.1) and by L the Lebesgue measure on [0, T ].



26 SYLVAIN DE MOOR, L. MIGUEL RODRIGUES, AND JULIEN VOVELLE

The Itō stochastic integral is the extension of I to the closure of ET in L2(Ω× [0, T ],P×L).
The last task in the definition of the stochastic integral is the identification of the closure of
ET (and also the identification of subsets of this closure). For this purpose, we introduce PT ,
the predictable sub-σ-algebra of F ×B([0, T ]) generated by the sets F0×{0}, Fs× (s, t], where
F0 is F0-measurable, 0 ≤ s < t ≤ T and Fs is Fs-measurable. We have denoted by B([0, T ])
the Borel σ-algebra on [0, T ]. It is clear that each element in ET is PT measurable. The first
result, [2, Lemma 2.4], is that the closure of ET in L2(Ω × [0, T ]) is L2

P(Ω× [0, T ]), the set of
functions in L2(Ω × [0, T ]) which are equal P × L-a.e. to a PT -measurable function. In the
core of our paper we also use implicitly other characterizations of L2

P(Ω× [0, T ]), we refer the
reader to [12, Chapter IV-5] and [2, Chapter 3] for more on the topic.

The Stratonovich stochastic integral
∫ T

0

g(t) ◦ dβ(t)

corresponds instead to the extension of the application associating the value

n−1
∑

k=0

gk + gk+1

2
(β(tk+1)− β(tk))

to an L2-elementary predictable process g of the form (A.1). In particular for such a g one
may check readily that

(A.4)

∫ T

0

g(t) ◦ dβ(t) =

∫ T

0

g(t)dβ(t) + 1
2 [g, β]T

where [·, ·]T denotes co-variation, which for g as above is written as

[g, β]T =

n−1
∑

k=0

(gk+1 − gk)(β(tk+1)− β(tk)) .

Conversion formula (A.4) extends to L2
P(Ω× [0, T ]). As a consequence

dXt = f(t,Xt) ◦ dβt + g(t,Xt)dt

is equivalently written as

dXt = f(t,Xt)dβt + (g(t,Xt) +
1
2∂Xf(t,Xt) f(t,Xt))dt .

See for instance [10, Chapter 3] for further discussions on the Stratonovich integral, including
comments on how it naturally arises from physical modeling considerations.

A.2. Existence of invariant measures by the compactness method. We briefly recall
here the basic principle underpinning the use of a compactness argument to prove the existence
of an invariant measure, by examining the case of a deterministic time evolution. Incidentally
we note that, though we restrict to the case where the underlying semi-group is R+, a similar
strategy proves the existence of an invariant measure for the action of any locally compact
group, so-called Haar measure in this context.

Let X be a (locally compact Hausdorff) topological space and φ : R+ → C(X) be a contin-
uous semi-flow. Pick any Borel measure on X and define, for T > 0,

µT =
1

T

∫ T

0

(φt)∗(µ0)dt .
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Then for any t0 observe that when T ≥ t0

(φt0)∗(µT )− µT =
1

T

∫ T+t0

T

(φt)∗(µ0)dt−
1

T

∫ t0

0

(φt)∗(µ0)dt

so that

‖(φt0)∗(µT )− µT ‖ ≤ 2t0
T

‖µ0‖ T→∞−→ 0 .

Therefore any accumulation point of (µT )T>0 (in any reasonable topology) is an invariant
measure and the compactness of those time averages is sufficient to prove the existence of such
a measure.

The main point to establish in order to apply those arguments — compactness of time
averages — is usually obtained, as we do in the present contribution, through Prokhorov’s
Theorem. See for instance [3, Theorem 2.3] for this theorem. For a thorough discussion
and numerous illustrations of the compactness argument for infinite-dimensional stochastic
evolutions we refer the reader to [3, Chapter 11].

A.3. Ellipticity and coercivity by global estimates. Our implementation of the com-
pactness method sketched above relies on hypocoercivity and hypoellipticity of the stochastic
evolution encoded by equation (1.1). Among many possible approaches we establish such
properties by energy estimates.

As it may serve as a guide through technical details of our analysis, for the convenience of
the reader we recall here classical coercive and elliptic global estimates where ”hypo” global
arguments originate. For simplicity we only discuss a deterministic case without forcing, obey-
ing

(A.5) ∂tf = ∆xf

for some f : R+ × TN → R, (t, x) 7→ f(t, x) starting from f0 at time 0. Concerning coercivity
note that for any t ≥ 0,

∫

TN f(t, ·) =
∫

TN f0 and

1

2

d

dt

∥

∥

∥

∥

f −
∫

TN

f(·, x)dx
∥

∥

∥

∥

2

L2(TN )

(t) = −‖∇xf(t, ·)‖2L2(TN )

≤ −(2π)2d
∥

∥

∥

∥

f(t, ·)−
∫

TN

f(t, x)dx

∥

∥

∥

∥

2

L2(TN )

where we have used a Poincaré inequality. This proves for any t ≥ 0
∥

∥

∥

∥

f(t, ·)−
∫

TN

f(t, x)dx

∥

∥

∥

∥

L2(TN )

≤ e−(2π)2d t

∥

∥

∥

∥

f0 −
∫

TN

f0(x)dx

∥

∥

∥

∥

L2(TN )

.

Concerning ellipticity the model basic estimate is as follows. For any t ≥ 0

1

2

d

dt

(

t 7→
∥

∥

∥

∥

f(t, ·)−
∫

TN

f(t, x)dx

∥

∥

∥

∥

2

L2(TN )

+ 2t ‖∇xf(t, ·)‖2L2(TN )

)

(t)

= −2t
∥

∥∇2
xf(t, ·)

∥

∥

2

L2(TN )
≤ 0 .

In particular for any t ≥ 0

‖∇xf(t, ·)‖L2(TN ) ≤ 1√
2t

∥

∥

∥

∥

f0 −
∫

TN

f0(x)dx

∥

∥

∥

∥

L2(TN )

.
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One may also combine both estimates to derive for some constant C and any t ≥ 0

‖∇xf(t, ·)‖L2(TN ) ≤ C max

({

1,
1√
t

})

e−(2π)2d t

∥

∥

∥

∥

f0 −
∫

TN

f0(x)dx

∥

∥

∥

∥

L2(TN )

.

In foregoing computations we have argued essentially formally but an approximation ar-
gument, either of projection/Galerkin type as in the main core of our paper or based on
cut-off/mollifiers as in Appendix C, may provide needed justifications. The goal of ”hypo”
theories is to provide replacements for the above when diffusion is only partial. This includes
kinetic models, where diffusive mechanisms do not act directly on all variables and that fall
directly in Hörmander’s and Villani’s frameworks, but also compressible fluid models where
dissipation do no act directly on all components of the solution, a case originally treated by
the Kawashima theory.

Appendix B. The Vlasov-Fokker-Planck operator

The probabilistic interpretation of the Vlasov-Fokker-Planck operator has already been dis-
cussed in the introduction of the paper (see (1.4)). In this section, we provide more details
about it and deduce some estimates on the Green kernel of the solution operator associated with
the Fokker-Planck equation. These estimates are used in Appendix C to solve Equation (1.1).

B.1. Green kernel and probabilistic interpretation. Let us denote by X = (x, v), Y =

(y, w) generic variables in TN ×RN . Let K#
t (X ;Y ) denote the kernel of the solution operator

associated with the kinetic Fokker-Planck equation

(B.1) ∂tf = Q(f)− v · ∇xf =: LFPf

on TN×RN . The function X 7→ K#
t (X,Y ) is the density with respect to the Lebesgue measure

on TN ×RN of the law µ̂
(Y )
t of the solution X

(Y )
t to the SDE (1.4) with F (t, x) ≡ 0, satisfying

the Cauchy condition

(B.2) X
(Y )
t=0 = Y.

Since K#
t (·;Y ) is a probability density, the map

K#
t : f 7→ K#

t f, K#
t f(X) =

∫∫

TN×RN

K#
t (X ;Y ) f(Y ) dY

is well defined as a continuous operator from L1 to L1 and

(B.3) ‖K#
t ‖L1→L1 = sup

Y

∫∫

X

K#
t (X ;Y ) dY = 1.

Note also that

(B.4)

∫∫

TN×RN

K#
t f(X)ϕ(X) dX = Ê

∫∫

TN×RN

f(Y )ϕ(X
(Y )
t ) dY,

for all f ∈ L1(TN × RN ), ϕ ∈ Cb(TN × RN). The explicit expression of X
(Y )
t is

x
(Y )
t = y + (1 − e−t)w +

∫ t

0

(1− e−(t−s)) dB̂s ,(B.5)

v
(Y )
t = e−tw +

∫ t

0

e−(t−s) dB̂s .(B.6)
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In particular the change of variable from Y to Ỹ = X
(Y )
t has Jacobian e−Nt. Combined with

(B.4) this yields the estimate

(B.7) sup
X

∫∫

Y

K#
t (X ;Y ) dY = ‖K#

t ‖L∞→L∞ ≤ eNt.

Indeed, we deduce from (B.4) that
∣

∣

∣

∣

∫∫

TN×RN

K#
t f(X)ϕ(X) dX

∣

∣

∣

∣

≤ ‖f‖L∞(TN×RN ) Ê

∫∫

TN×RN

|ϕ(X(Y )
t )| dY

= eNt ‖f‖L∞(TN×RN ) ‖ϕ‖L1(TN×RN )

for f ∈ L1 ∩ L∞(TN × RN ), ϕ ∈ L1 ∩ Cb(TN × RN ). Thanks to (B.3) and (B.7), from the
Cauchy-Schwarz inequality we conclude

(B.8) ‖K#
t ‖L2→L2 ≤ eNt/2

since
∫∫

TN×RN

|K#
t f(X)|2 dX ≤ eNt

∫∫

TN×RN

K#
t (|f |2)(X) dX ≤ eNt

∫∫

TN×RN

|f |2(X) dX

for all f ∈ L2. Alternatively, on this last step one may invoke directly an interpolation
argument on Lebesgue spaces.

For completeness, we also give an (almost) explicit expression of K#
t . Temporarily omitting

the periodic identification, we observe that when Y = 0, the process (X
(0)
t ) is Gaussian with

covariance matrix

(B.9) Qt :=

(

αt δt
δt γt

)

⊗ IN ,

(

αt δt
δt γt

)

:=









∫ t

0

|1− e−s|2ds
∫ t

0

e−s(1− e−s)ds
∫ t

0

e−s(1− e−s)ds

∫ t

0

e−2sds









where matrix notation corresponds to the identification RN × RN = (R × R)N . Denoting by
pt(X) the probability density of this Gaussian process, that is,

(B.10) pt(X) =
1

(2π)N det(Qt)1/2
exp

(

−1

2
〈Q−1

t X,X〉
)

,

we have by (B.4) and (B.5)-(B.6),
∫∫

TN×RN

K#
t f(X)ϕ(X) dX

=

∫∫

RN×RN

∫∫

TN×RN

f(Y )ϕ(y + (1− e−t)w + x, e−tw + v)) pt(X) dY dX

=

∫∫

RN×RN

∫∫

TN×RN

f(Y )ϕ(Y ) pt(x− [y + (1 − e−t)w], v − e−tw) dY dX

=

∫∫

TN×RN

∫∫

TN×RN

f(Y )ϕ(Y )

(

∑

ℓ∈ZN

pt(x− [y + ℓ+ (1− e−t)w], v − e−tw)

)

dY dX

and thus K#
t is the periodic version

(B.11) K#
t (X ;Y ) =

∑

ℓ∈ZN

Kt(X ; y + ℓ, w)
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of the Green kernel Kt of the transport-Fokker-Planck equation (B.1) set on RN × RN

(B.12) Kt(X ;Y ) = pt(x − [y + (1− e−t)w], v − e−tw),

with pt defined in (B.10).

B.2. Derivation of explicit invariant measures. We now use the probabilistic interpreta-
tion recalled above to compute explicitly some invariant measures and obtain Proposition 4.1.
Here our explicit investigation of invariant measures does not involve limits of time averages
but instead take the limit t0 → −∞ of laws of processes started at a time t0 < 0 with a
fixed initial datum. Note that in contrast with the time-average method that lends itself to a
compactness argument this requires the convergence of the full family indexed by t0.

For expository purposes we begin by showing how the argument provides a steady solution
of the deterministic equation, corresponding to λ = 0. Choose an initial probability µ0 of
density f0. Let us temporarily fix t0 < 0. It is convenient to introduce a Brownian motion B̂t

defined on R and set (B̂t0,t)t≥t0 := (B̂t − B̂t0)t≥t0 . Then we extend (B.5)-(B.6) by drawing
(x0, v0) with law µ0 and setting

xt0,t = x0 + (1− e−(t−t0))v0 + x̂t0,t, x̂t0,t =
√
2

∫ t

t0

(1 − e−(t−s))dB̂t0,s ,(B.13)

vt0,t = e−(t−t0)v0 + v̂t0,t, v̂t0,t =
√
2

∫ t

t0

e−(t−s)dB̂t0,s .(B.14)

The process X̂t0,t = (x̂t0,t, v̂t0,t) is a Gaussian process with covariance matrix Qt−t0 given by
(B.9). Let ft0,t denote the density of the law of Xt0,t. Then

(B.15) ft0,t(x, v)
t0→−∞−→

[∫∫

TN×RN

f0(Y )dY

]

M(v) .

This recovers the trivial fact that, for any ρ̄ ∈ R, (t, x, v) 7→ ρ̄M(v) solves (1.1) when λ = 0.
Let us give more details on the sense of (B.15) and its proof thanks to the probabilistic

interpretation of K#
t . We use (B.4) and write

Eϕ(X
(Y )
t0,t ) = E [E [ϕ(xt0,t, vt0,t)|σ(v̂t0,t)]] .

By (B.9), conditionally to v̂t0,t = v, x̂t0,t is a Gaussian random variable with covariance
(ατ − 2δτγ

−1
τ )IN and mean δτγ

−1
τ v, where τ = t− t0. Since ατ − 2δτγ

−1
τ ∼ τ when τ → +∞,

we have

E [ϕ(xt0,t, vt0,t)|σ(v̂t0,t)] ∼
∫

TN

ϕ(x, v̂t0,t)dx,

a.s., when t0 → +∞. Besides, v̂t0,t converges in law to the centred Normal law of covariance
IN , therefore

Eϕ(X
(Y )
t0,t ) →

∫∫

TN×RN

ϕ(x, v)M(v)dxdv,

when t0 → +∞. By (B.4), we deduce (B.15) in the weak sense, when tested against ϕ a
continuous and bounded function of (x, t).

We now relax the constraint λ = 0 but restrict to the context of Proposition 4.1 whereWt is
an N -dimensional Brownian motion. One may proceed as above and introduce, with obvious
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notation,

xt0,t = x0 + (1− e−(t−t0))v0 + x̂t0,t + zt0,t , zt0,t = λ

∫ t

t0

(1− e−(t−s))dWt0,s ,(B.16)

vt0,t = e−(t−t0)v0 + v̂t0,t + ut0,t, ut0,t = λ

∫ t

t0

e−(t−s)dWt0,s.(B.17)

The density ft0,t of the law of (xt0,t, vt0,t) (with respect to ω̂) solves (1.1) and is given by
∫∫

TN×RN

ft0,t(X)ϕ(X)dX = Êϕ(xt0,t, vt0,t).

By using (B.15) and the convergence in law

lim
t0→−∞

ut0,t =
λ√
2
V stat(t),

where V stat(t), normally distributed with variance 1, denotes the stationary solution to the
Langevin equation

dV (t) = −V (t)dt+
√
2dWt,

we obtain

lim
t0→−∞

∫∫

TN×RN

ft0,t(X)ϕ(X)dX

=

[∫∫

TN×RN

f0(Y )dY

]∫∫

TN×RN

ϕ(X)M
(

v − λ√
2
V stat(t)

)

dX

for all ϕ ∈ Cb(T
N × RN ). This provides the invariant measure in (4.5).

Remark B.1. In Lp(TN × RN ), p ∈ [1,+∞], the norm of

f stat(t, x, v) = M
(

v − λ√
2
V stat(t)

)

is 1, a.s. Using (B.3) we can prove, then, that, for all f ∈ L1(TN × RN ), the measure with

density K#
t f with respect to dX is converging weakly to the law of f stat. No smallness condition

on λ is necessary here. This should be contrasted with Remark 4.2.

Appendix C. Proof of Theorem 1.1

C.1. Approximation. Let (ψδ) be an approximation of identity for the convolution on RN

in the form ψδ(v) = δ−Nψ(δ−1v), where ψ is the smooth density of a probability measure on
RN , compactly supported in B(0, 1). We also assume that ψ is radially symmetric. Our aim
is first to solve the regularized equation

(C.1) df δ + v · ∇xf
δ dt + λJδ(∇vf

δ)⊙ dW δ
t = Q(f δ) dt,

where Jδ is the convolution in v with ψδ and dW δ
t has the same expression as dWt but with F

δ
j

replacing Fj , where F
δ
j is a smooth approximation of Fj (smoothness of F δ

j being required in
Proposition C.4), that we shall choose explicitly when taking the limit δ → 0. We build mild
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solutions to (C.1). Recall that (K#
t )t≥0 denotes the Green Kernel of the transport-Fokker-

Planck operator defined in (B.1) (see Section B.1) and that we also use the notation K#
t to

denote the operator f 7→ K#
t f , where

(C.2) K#
t f(X) =

∫∫

TN×RN

K#
t (X ;Y )f(Y )dY.

At last, for concision’s sake we also set H = L2(TN × RN ).

Definition C.1 (Mild solution to (C.1)). A function f δ ∈ C([0, T ];L2(Ω;H)) is said to be a
mild solution to Equation (C.1) with initial datum f δ

in ∈ H if the H-valued process (f δ(t))t≥0

is adapted and

f δ(t) = K#
t f

δ
in − λ

∑

j≥0

∫ t

0

K#
t−s(F

δ
j · ∇vJ

δ(f δ))(s)dβj(s)

+
λ2

2

∑

j≥0

∫ t

0

K#
t−s(F

δ
j · ∇vJ

δ(F δ
j · ∇vJ

δ(f δ)))(s)ds,(C.3)

for all t ∈ [0, T ].

Note that we consider the Itō form of (C.1) in (C.3).

Now we prove the existence of a solution f δ to (C.1) (Proposition C.2) and show that it
is also a weak solution to (C.1) (Proposition C.3). The natural energy estimate for f δ shall
provide uniform bounds that are sufficient to take the limit δ → 0 in the weak formulation of
the problem (Proposition C.5). As an intermediate step, to justify computations leading to
this energy estimate we prove some regularity for f δ in Proposition C.4.

Proposition C.2 (Resolution of (C.1)). Let f δ
in ∈ H. There exists a unique mild solution

f δ ∈ C([0, T ];L2(Ω;H)) to (C.1) with initial datum f δ
in.

Proof of Proposition C.2. Let Dδ
j denote the operator of convolution in v with F δ

j · ∇ψδ

(C.4) Dδ
jf(x, v) =

∫

RN

F δ
j (x) · ∇ψδ(w)f(x, v − w)dw.

Then F δ
j · ∇vJ

δ = Dδ
j and (C.3) reads

(C.5)

f δ(t) = K#
t f

δ
in − λ

∑

j≥0

∫ t

0

K#
t−sD

δ
jf

δ(s)dβj(s) +
λ2

2

∑

j≥0

∫ t

0

K#
t−s

[

Dδ
j

]2
f δ(s)ds =: Iδ(f δ)(t).

The operator Dδ
j is of order 0. This is sufficient to solve the fixed-point equation (C.5) in the

space ET of functions in C([0, T ];L2(Ω;H)) that are adapted. To prove this claim we first
observe that

(C.6) |Dδ
jf(x, v)|2 ≤ ‖∇ψ‖L1(RN )

1

δ
|F δ

j (x)|2
∫

RN

|∇ψδ(w)| |f(x, v − w)|2dw,

since ‖∇ψδ‖L1(RN ) = δ−1‖∇ψ‖L1(RN ). From (C.6) and (1.10), we deduce that

∑

j≥0

‖Dδ
jf‖2H ≤ ‖∇ψ‖2L1(RN )

1

δ2
‖f‖2H ,(C.7)

∑

j≥0

‖[Dδ
j ]

2f‖H ≤ ‖∇ψ‖2L1(RN )

1

δ2
‖f‖H .(C.8)
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Consider now the norm ‖f‖ET
= supt∈[0,T ] e

−Mt
[

E‖f(t)‖2H
]1/2

on ET , where M is suitably

tuned below. Using (B.8), (C.7) and the Itō isometry, we have

(C.9)

∥

∥

∥

∥

∥

∥

∑

j≥0

∫ ·

0

K#
·−sD

δ
jf(s)dβj(s)

∥

∥

∥

∥

∥

∥

2

ET

≤ ‖∇ψ‖2L1(RN )

1

δ2
1

2M +N
‖f‖2ET

provided that M ≥ N/2. By (B.8), (C.8), provided that M ≥ N/2, we obtain also

(C.10)

∥

∥

∥

∥

∥

∥

∑

j≥0

∫ ·

0

K#
·−s(

[

Dδ
j

]2
f(s))ds

∥

∥

∥

∥

∥

∥

ET

≤ ‖∇ψ‖2L1(RN )

1

δ2
2

2M +N
‖f‖ET

.

Hence for M large enough, the map Iδ is a strict contraction on ET . Therefore the result
stems from the Banach fixed-point Theorem. �

Proposition C.3 (Weak solutions to (C.1)). Let fin ∈ H. Let f δ ∈ C([0, T ];L2(Ω;H)) be the

mild solution to (C.1) with initial datum fin. Then f δ is a weak solution to (C.1) on [0, T ] in
the sense that for all ϕ in C∞

c (TN × RN ) and all t ≥ 0,
(C.11)

〈f δ(t), ϕ〉 = 〈fin, ϕ〉+
∫ t

0

〈f δ(s), v · ∇xϕ〉ds+ λ
∑

j≥0

∫ t

0

〈

f δ(s), F δ
j · Jδ∇vϕ

〉

dβj(s)

+

∫ t

0

〈f δ(s),Q∗(ϕ)〉ds + λ2

2

∑

j≥0

∫ t

0

〈

f δ(s),
(

F δ
j · Jδ∇v

)2
ϕ
〉

ds, a.s.,

where Q∗ is defined by (2.8).

Proof of Proposition C.3. We apply [3, Theorem 6.5] to obtain (C.11). This means
that we interpret (C.1) as [3, Eq. (6.1)]. The correspondence in notation is as follows. In [3,
Paragraph 6.1], the letter H denotes the space L2(TN ×RN) (consistently with our notational
convention), U = H , Q is the identity, U1 is any Hilbert space containing U = H with Hilbert-
Schmidt embedding, U0 = U , W (t) =

∑

j≥0 βj(t)εj , where (εj) is a Hilbert basis of H . The

letter X stands for f δ, the operator A is the transport-Fokker-Planck operator LFP of (B.1),
the source term is

f(t) :=
λ2

2

∑

j≥0

[

Dδ
j

]2
f δ(t),

the operator B with domain D(B) = H is given by

B(X)εj = −λDδ
jX, X ∈ H, j ≥ 0,

where Dδ
j is defined in (C.4). In particular, the condition

E

∫ T

0

‖B(X(s))‖2L0
2

ds < +∞

of [3, Theorem 6.5] is satisfied by (C.7) since

E

∫ T

0

‖B(X(s))‖2L0
2

ds = λ2E

∫ T

0

∑

j≥0

‖Dδ
jf

δ(s)‖2Hds.

This yields (C.11). �
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Proposition C.4 (Regularity of solutions to (C.1)). Let f δ
in ∈ H. Let f δ be the unique

mild solution in C([0, T ];L2(Ω;H)) to (C.1) with initial datum f δ
in. Then, for every k ∈ N∗,

regularity W k,2(TN × RN ) is propagated in the sense that

(C.12) sup
t∈[0,T ]

E‖f δ(t)‖2Wk,2(TN×RN ) ≤ Ck(δ)‖f δ
in‖2Wk,2(TN×RN ),

where the constant Ck(δ) depends only on δ, T , k, ψ and N .

Proof of Proposition C.4. We consider the case k = 1 only, the proof of (C.12) for
higher-order regularity being completely similar. Note first that when f ∈ W 1,2(TN × RN ),

from (B.12) and (C.2), we derive for any t ∈ [0, T ] ∇xK
#
t f = K#

t ∇xf and

∇vK
#
t f = etK#

t ∇vf + (1− et)K#
t ∇xf.

Our starting point is the iteration scheme f δ
0 = f δ

in, f
δ
m+1 = Iδ(f δ

m), where Iδ is defined

in (C.5). The sequence (f δ
m) converges to f δ as m → ∞ in the space ET used above. By

differentiating the above scheme and using variants of estimates (C.9)-(C.10) we obtain the
differential inequality, 0 ≤ t ≤ T , m ≥ 0,

(C.13) E‖f δ
m+1(t)‖2W 1,2(TN×RN ) ≤ C(δ)

[

‖f δ
in‖2W 1,2(TN×RN ) +

∫ t

0

‖f δ
m(s)‖2W 1,2(TN×RN )ds

]

,

for a constant C(δ) depending on δ, T , ψ and N . This proves recursively that for any m and
0 ≤ t ≤ T

E‖∇x,vf
δ
m(t)‖2W 1,2(TN×RN ) ≤ C(δ)‖f δ

in‖2W 1,2(TN×RN )

m
∑

p=0

(C(δ)t)p

p!
.

By lower semi-continuity of ‖∇x,v(·)‖ET
on ET , taking the limit m → ∞ yields (C.12) for

k = 1 with C1(δ) = C(δ)eTC(δ). �

C.2. Existence of weak solutions. Our goal is now to take the limit δ → 0 and prove the
existence of a solution to (1.1). Our first step provides bounds uniform with respect to δ.

Proposition C.5 (Uniform bounds on solutions to (C.1)). Let f δ
in ∈ H satisfy

(C.14) f δ
in ∈W k0,2(TN × RN ),

with a degree of regularity k0 > 2+N . Let f δ be the unique mild solution in C([0, T ];L2(Ω;H))
to (C.1) with initial datum f δ

in. Then f δ satisfies the following energy estimate

(C.15) sup
t∈[0,T ]

E‖f δ(t)‖2L2(TN×RN ) + E‖∇vf
δ‖2L2(TN×[0,T ]×RN) ≤ C‖f δ

in‖2L2(TN×RN )

where C depends only on T and N . Furthermore,

(C.16) E‖f δ‖2Cα
w([0,T ];L2(TN×RN )) ≤ C‖f δ

in‖2L2(TN×RN ),

where the constant C depends only on T and N , and where the norm ‖ · ‖Cα
w([0,T ];L2(TN×RN ))

is exactly as defined in (2.28).

Proof of Proposition C.5. Our choice of k0 ensures a continuous embedding of the
Sobolev space W k0,2(TN × RN ) in C2(TN × RN ). By Proposition C.4 and (C.14), f δ has a
modification still denoted f δ such that f δ(t) is of class C2(TN ×RN ) for all t ∈ [0, T ] and such
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that (C.1) is satisfied for all (x, v), almost surely. At this level of regularity we may apply Itō’s
Formula to obtain point-wise

|f δ(t)|2 = |f δ
in(t)|2 − 2λ

∑

j≥0

∫ t

0

f δ(s)Dδ
jf

δ(s) dβj(s)

+

∫ t

0

(

− 1
2v · ∇x|f δ(s)|2 +Q(|f δ(s)|2)− 2|∇vf

δ(s)|2 +N |f δ(s)|2
)

ds(C.17)

+ λ2
∑

j≥0

∫ t

0

(

f δ(s)[Dδ
j ]

2f δ(s) + |Dδ
jf

δ|2(s)
)

ds.

Note that
∫∫

TN×RN

f(x, v)[Dδ
j ]

2f(x, v)dxdv = −
∫∫

TN×RN

[Dδ
jf(x, v)]

2dxdv

since ψ is radially symmetric. Consequently (C.17) gives, by integration over (ω, x, v),

sup
t∈[0,T ]

e−NtE‖f δ(t)‖2L2(TN×RN ) + 2

∫ T

0

e−NtE‖∇vf
δ(t)‖2L2(TN×RN )dt ≤ ‖f δ

in‖2L2(TN×RN )

which yields (C.15). We deduce the Hölder estimate (C.16) from the energy estimate (C.15)
and the weak formulation (C.11). As the method is the same as the one used to obtain the
weak continuity in time in the proof of Theorem 1.2, we skip details here and refer the reader
to arguments leading from (2.19) to (2.30). �

Then we consider a sequence of initial data f δ
in, satisfying the regularity hypothesis (C.14),

that converges to fin in H as δ → 0. Let f δ be the associated mild solution to (C.1) (cf.
Proposition C.2). The argument proving the convergence of f δ in L2(Ω; Cα

w([0, T ];L
2(TN ×

RN ))) to a weak solution of (1.1) is completely similar to the one given in the existence part
of the proof of Theorem 1.2 and therefore we omit it. Let us only mention that we take
F δ
j = Fj ∗ ψδ, ψδ being viewed as a function of x here, and we use the elementary estimate

∑

j≥0

‖F δ
j − Fj‖2∞ ≤

∑

j≥0

ωL∞(Fj , δ;T
N )2 ≤ δ2

∑

j≥0

‖∇xFj‖2∞
δ→0→ 0

that follows from (1.10). To establish the latter claim we have introduced the notion of Lp

modulus of continuity ωLp(a, δ;K) for p ∈ [1,+∞] and any measurable set K, defined by

(C.18) ωLp(a, δ;K) = sup
{

‖a(·)− a(·+ Y )‖Lp(K); |Y | < δ
}

.

C.3. Uniqueness of weak solutions. We derive uniqueness of solutions to (1.1) as a con-
sequence of (1.12). To establish (1.12) for weak solutions, we follow a procedure similar to
the one in [14, Appendix A.20], using cut-off functions and convolution kernels to localize
and regularize the solution and performing relevant estimates on localized regularizations then
obtaining the claimed (1.12) by taking suitable limits.

Again we use ψδ, δ > 0, defined in Section C.1 as an approximation of identity for the
convolution. Also we choose a cut-off function χ ∈ C∞

c (RN ) such that 0 ≤ χ ≤ 1, χ ≡ 1 on
B(0, 1) and with support in the ball B(0, 2). Let δ > 0 and ε > 0. We denote by χε a rescaled
cut-off function obtained through

χε(v) = χ(εv).
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In what follows the generic variable in TN × RN is denoted by X = (x, v) and we also abuse
slightly notational conventions by sometimes seeing functions of x or v only as functions of X ,
for instance we use indifferently χε(X) for χε(v). We denote by ψ⊗

δ the kernel on RN × RN

defined by

(C.19) ψ⊗
δ (X) =

1

δ2N
ψ
(x

δ

)

ψ
(v

δ

)

= ψδ(x)ψδ(v).

In contrast with [14, Appendix A.20], we use the same regularization parameter δ in space and
in velocity. This slight simplification follows from a different treatment of commutators (cf.
(C.25)). We denote by Jδ the operator of convolution with ψ⊗

δ . Since ψ⊗ is symmetric, Jδ is
self-adjoint on L2(TN ×RN ). Moreover since ψ⊗ is smooth and compactly supported, Jδ acts
continuously on C∞

c (TN ×RN) and maps D′(TN ×RN ) on C∞(TN ×RN ). In what follows we
use gε,δ as a shorthand for χεJδ(g) — a localized and regularized version of g — and gε,δ for
Jδ(χεg).

When ϕ ∈ C∞
c (TN ×RN ), we may use ϕε,δ as a test function in (1.11) to obtain an equation

of the form

(C.20) 〈fε,δ(t), ϕ〉 = 〈[fin]ε,δ, ϕ〉+
∫ t

0

〈gε,δ(s), ϕ〉ds+
∑

j≥0

∫ t

0

〈hjε,δ(s), ϕ〉dβj(s),

where, by properties of f , both

t 7→ 〈gε,δ(t), ϕ〉 and t 7→ 〈hjε,δ(t), ϕ〉

are adapted and a.s. continuous on [0, T ]. Indeed (C.20) holds with hjε,δ(s) given by

(C.21) hjε,δ(s) = −λ (Fj · ∇vf(s))ε,δ

and

(C.22) gε,δ(s) = [divv(vf(s))]ε,δ − (v · ∇xf(s))ε,δ +(∆vf(s))ε,δ +
λ2

2

∑

j≥0

((Fj · ∇v)
2(f(s)))ε,δ .

Applying Itō’s Formula to (C.20) and summing over ϕ ∈ B, where B is a Hilbert basis of
L2(TN × RN ) constituted of elements of C∞

c (TN × RN ), leads via Parseval’s identity to

(C.23)
1

2
E‖fε,δ(t)‖2 =

1

2
E‖[fin]ε,δ‖2 + E

∫ t

0

[

〈gε,δ(s), fε,δ(s)〉+
1

2

∑

j≥0

‖hjε,δ(s)‖2
]

ds.

We go on with the proof of (1.12). To do so, we need to prove that in a certain limit
δ → 0, ε → 0, we recover skew-symmetry of divergence-free vector fields, positivity of −∆v,
cancellation of Stratonovich terms... The most harmless corrective terms, vanishing at the
limit, may be handled with the following result.

Lemma C.6. There exists C such that for any g ∈ L2(TN × RN ) and any ε > 0

(C.24) ‖{χ2
ε,∇v}g‖ ≤ C ε ‖g‖ .

There exists C such that for any Lipschitz a on TN × RN , any g ∈ L2(TN × RN ) and any

δ > 0

(C.25) ‖{a, Jδ}g‖ ≤ C δ ‖∇Xa‖L∞(TN×RN ) ‖g‖ .
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Proof of Lemma C.6. Estimate (C.24) is readily obtained with C = 2‖∇v(χ)‖L∞(RN ).
To obtain (C.25), we observe that

{a, Jδ}g(X) =

∫

RN×RN

(a(X)− a(X − Y ))ψ⊗
δ (Y )g(X − Y )dY,

and conclude with C =
√
2 by noting that |Y | ≤

√
2δ on the support of ψ⊗

δ . �

In particular, for some constant C, we conclude that
∣

∣〈(∆vf(s))ε,δ, (f(s))ε,δ〉+ ‖(∇vf(s))ε,δ‖2
∣

∣ ≤ C ε ‖f(s)‖ ‖∇vf(s)‖
and

∣

∣

∣

λ2

2

∑

j≥0

〈((Fj · ∇v)
2(f(s)))ε,δ , (f(s))ε,δ〉+

1

2

∑

j≥0

‖hjε,δ(s)‖2
∣

∣

∣

≤ λ2

2

∑

j≥0

|〈(Jδ(Fj(Fj · ∇v)(f(s))), {χ2
ε,∇v}Jδ(f(s))〉|

+
λ2

2

∑

j≥0

|〈χε{Fj , Jδ}(Fj · ∇v)(f(s)), (∇vf(s))ε,δ〉|

+
λ2

2

∑

j≥0

|〈((Fj · ∇v)(f(s)))δ,ε, χε{Fj , Jδ}∇vf(s)〉|

≤ C ε ‖f(s)‖ ‖∇vf(s)‖ + C δ ‖∇vf(s)‖2

by using (1.10).
The remaining terms of the right-hand side of (C.22) require more care, essentially because

we do not control moments in velocity nor space derivatives.
To deal with the second of those terms, we propose the following variation on the proof of

estimate (C.25). Observe that for any smooth g

{v · ∇x, Jδ}g(X) =

∫

RN×RN

w · ∇x(ψ
⊗
δ )(Y )(g(X − Y )− g(X))dY,

with implicit notation Y = (y, w), so that

‖{v · ∇x, Jδ}g‖ ≤ C ωL2(g,
√
2δ;TN × RN )

with C = ‖v · ∇xψ
⊗‖L1(TN×RN ), where ωL2 is as in (C.18). By a classical density/semi-

continuity argument this extends to any g ∈ L2(TN × RN ). As a consequence,

|〈(v · ∇xf(s))ε,δ, (f(s))ε,δ〉| =|〈χε{v · ∇x, Jδ}f(s), (f(s))ε,δ〉|
≤C ‖f(s)‖ωL2(f(s),

√
2δ;TN × RN)

for some constant C. This is the first bound that does not provide a quantitative convergence
to zero. Yet note that the estimate is uniform with respect to ε.

Concerning the last term we note that
∣

∣

∣〈([divv(vf(s))]ε,δ, (f(s))ε,δ〉 −
N

2
‖(f(s))ε,δ(s)‖2

∣

∣

∣

= |〈{χεJδ, div(v ·)}f(s), (f(s))ε,δ〉|
≤ |〈χε{Jδ, v} · ∇vf(s), (f(s))ε,δ〉| + |〈v · {χε,∇v}Jδ(f(s)), (f(s))ε,δ〉|
≤ C δ ‖f(s)‖ ‖∇vf(s)‖ + C ‖f(s)‖ ‖Jδf(s)‖L2({(x,v);|v|≥ε−1})
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for some constant C (involving ‖v ·∇χ‖L∞(RN )). The latter estimate is far from being uniform
but is sufficient jointly with the foregoing estimates to conclude by taking first lim supε→0 then
lim supδ→0 that

1

2
E‖f(t)‖2 + E

∫ t

0

‖∇vf(s)‖2ds ≤
1

2
E‖fin‖2 +

N

2
E

∫ t

0

‖f(s)‖2ds.

thus to obtain (1.12) by an application of the Gronwall Lemma. �
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CNRS & Université Lyon 1, Villeurbanne, France

E-mail address: vovelle@math.univ-lyon1.fr


	1. Introduction
	2. Existence and uniqueness of solutions
	2.1. Preliminaries
	2.2. The Galerkin scheme
	2.3. Proof of Theorem 1.2

	3. Regularization and decay
	3.1. Termwise estimates
	3.2. Hypocoercive estimates
	3.3. Hypoelliptic estimates

	4. Invariant measure
	4.1. Proof of existence
	4.2. Proof of the mixing property
	4.3. An explicit case

	Appendix A. Background and introductory material
	A.1. A compendium on the stochastic integral
	A.2. Existence of invariant measures by the compactness method
	A.3. Ellipticity and coercivity by global estimates

	Appendix B. The Vlasov-Fokker-Planck operator
	B.1. Green kernel and probabilistic interpretation
	B.2. Derivation of explicit invariant measures.

	Appendix C. Proof of Theorem 1.1
	C.1. Approximation
	C.2. Existence of weak solutions
	C.3. Uniqueness of weak solutions

	References

