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Microlocal analysis of the generalized Radon

transform arising in a model of pure industry

A.D. Agaltsov1,2

We show that the generalized Radon transform arising in a model
of pure industry taking into account the substitution of production
factors at the micro-level is an integral Fourier operator satisfying
the condition of microlocal regularity. We describe a method for
reconstruction of singularities of a function from the singularities of
its generalized Radon transform.

Keywords: generalized Radon transform, microlocal analysis, in-
tegral Fourier operators, model of pure industry, constant elasticity
of substitution

AMS classi�cation: 44A12 (Radon transform), 35S30 (Fourier in-
tegral operators), 46N10 (applications of functional analysis in eco-
nomics)

1 Introduction

Modern production systems are experiencing such e�ects as standartization and
globalization which, in particular, lead to the situation when di�erent produc-
tion factors (resources) can substitute each other in the production process.
One of the actual problems of the production theory is to give a mathematical
description of the production process in a pure industry taking into account
this e�ect of substitution of production factors and allowing its quantitative
analysis.

One of the models of pure industry taking into account the aforementioned
e�ect was proposed by A.A. Shananin in [Sha2], [Sha3]. This model generalizes
the Houthakker�Johansen model of pure industry (see [Sha1]) allowing an arbi-
trary continuous positively homogeneous monotone function as the production
function at the micro-level whereas the Houthakker�Johansen model allowed
only the Leontief production functions.

In the present paper we consider Shananin's model of pure industry in one
of the most important particular cases, when the elasticity of substitution of
production factors is constant. We also restrict our attention to the case of
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two production factors in order to simplify the mathematical formulas but the
multidimensional case is completely similar.

In Shananin's model the main tool of quantitative description of a pure
industry at the macro-level is the pro�t function which, under the assumption of
constant elasticity of substitution of production factors, is given by the following
formula:

Πα(p0, p1, p2) =
∫ p0

0

∫ t

0

1
τ
Rα

(
p1

τ
,
p2

τ

)
dτ dt α ≤ 1, (1.1)

where p0 is the unit price of the �nal product, p0, p1 are the unit prices of
the production factors, (1 − α) is the elasticity of substitution of production
factors and Rα is the generalized Radon transform on the positive quadrant
X = {(x1, x2) : x1 > 0, x2 > 0} which maps a su�ciently regular real-valued
function u on X to the function Rαu on P = {(p1, p2) : p1 > 0, p2 > 0} de�ned
as follows:

Rαu(p) =
∫
Xα,p

u(x)ωα,p, (1.2)

where p = (p1, p2),

Xα,p =
{

(x1, x2) ∈ X : qα(p1x1, p2x2) = 1
}
, (1.3)

qα(x1, x2) = (xα1 + xα2 )1/α, x1, x2 > 0, (1.4)

ωα,x is the Gelfand�Leray 1-form given by the interior product:

ωα,p = dxqα(p1x1, p2x2) y (dx1 ∧ dx2), (1.5)

and orientation on Xα,p is given by the volume form |∇xqα(p1x1, p2x2)|ωα,p.
Recall that by de�nition ωα,p is the restriction to Xα,p of any 1-form ω̃α,p

on X satisfying
dxqα(p1x1, p2x2) ∧ ω̃α,p = dx1 ∧ dx2.

The form ωα,p doesn't depend on the choice of ω̃α,p.
In the setting of Shananin's model qα is the unit cost function of the �nal

product, u has the meaning of density of distribution of production powers over
technologies and Πα(p0, p1, p2) is the total pro�t of the industry for a production
cycle. In this context function qα de�ned in (1.4) is called the constant elasticity
of substitution function (CES-function), corresponding to elasticity (1− α).

The case α = 1 corresponds to production systems with no substitution of
production factors at the microlevel. This assumption is not ful�lled in the
majority of production systems experiencing the e�ects of standartization and
globalization. In this case transform (1.2) is the classical Radon transform in
R2 with limited data: only those straight lines that intersect both coordinate
axes in the �rst (nonnegative) quadrant are considered. The properties of this
transform were studied in [HS].

Passing α→ 0 in (1.2) we obtain the transform R0 that integrates function
u over the sets x1x2 = const. This case corresponds to production systems
with the Cobb�Douglas production functions. Note that transform R0 maps
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a function of two variables to a function of one variable (after an appropriate
change of variables). We exclude this case from consideration.

As it was mentioned before, the pro�t function Πα is the main tool of quan-
titative description of the production system at the macro-level (as well as the
production function, but they are dual, see [Sha2]). Note that we consider Πα

(resp. Rα) as an integral transform acting on functions u de�ned in X. From
this point of view it follows from formula (1.1) that transforms Πα and Rα are
essentially the same (they are related by di�erentiation and integration, respec-
tively). This means that the problem of quantitative analysis of production
process in Shananin's model reduces to the study of the transform Rα.

We are mainly interested in the following problems for transform Rα.

Problem 1 (Uniqueness). Find su�cient conditions for injectivity of transform
Rα on a suitable space. Find examples of non-injectivity of transform Rα.

Problem 2 (Characterization). Decribe the range of transform Rα on a suitable
space.

Problem 3 (Inversion). Find a stable algorithm (or formula) for inversion of
Rα on a suitable space. Obtain the stability estimates.

Problem 4 (Microlocal properties). Describe the propagation of singularities
by transform Rα.

By ¾suitable spaces¿ we understand the spaces which naturally arise in the
above setting of the generalized model of pure industry, for example, the space of
non-negative compactly supported continuous functions or more general spaces.

Transform Rα was introduced in Ref. [HS] in the case when α = 1. It was
studied for the �rst time under the assumption that α > 0 in Ref. [Ag1]. In Ref.
[Ag2] the more general transform was considered, where integration in (1.2) is
over the level hypersurfaces of an arbitrary positively homogeneous function in
positive orthant satisfying some regularity assumptions.

Problem 1 was considered in Ref. [Ag2]. In this work it was shown that
transform Rα is injective on the subspace of non-negative functions (and even
measures) growing not faster than exponents at in�nity. Besides, it was shown
that the ranges of transforms Rα and Rβ for α > 0, β > 0, α 6= β, on a subspace
of functions (and even measures) with su�cient decay at in�nity intersect only
by zero function.

Problem 2 was studied in Ref. [Ag1]. In a subsequent work we will present
results on Problem 2 in the case of more general integral transform over the
level hypersurfaces of an arbitrary su�ciently regular positively homogeneous
function.

Problem 3 was addressed in Ref. [Ag1] in the case of transform Rα and in
Ref. [Ag2] in the case of more general integral transform.

Besides, Problems 1, 2, 3 for transform Rα were studied in Ref. [HS] in the
case when α = 1.
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In the present paper we study Problem 4. More precisely, we show that Rα,
α ∈ R \ {0, 1}, is a Fourier integral operator satisfying the property of microlo-
cal regularity and we propose a method for reconstruction of singularities, see
Theorem 2.1 and Proposition 2.1 of Section 2.

We don't consider the case α = 1 for the following reason. On the one hand,
our method of proof of microlocal regularity is based on a version of method
of stationary phase presented in Section 4 which uses the fact that the linear
function S(x, ξ) = ξ1x1 + ξ2x2 at �xed ξ1, ξ2 with ξ1ξ2 > 0 attains the unique
extremum x∗(p, ξ) on Xα,p for any p ∈ P when α ∈ R \ {0, 1} and this is not
true when α = 1. On the other hand, restrictions in space prevent us from
studying the microlocal properties of R1 as an exceptional case in the present
paper. Finally, our study of transform Rα is mainly motivated by the study
of production systems with substitution of production factors at the microlevel
and this case corresponds to α 6= 1.

It is important to note that in many applications related with generalized
Radon transforms we are interested in anomalies in distribution of a quantity
described by function u rather than in exact values of u. In this case the
property of microlocal regularity allows us to estimate these anomalies via the
singularities of Rαu without constructing the inverse operator R−1

α .
Besides, the knowledge of microlocal properties of operator Rα is very im-

portant if we are interested in reconstruction problem for this operator from
incomplete data (or in presence of noise). In particular, even if the reconstruc-
tion is possible it may be not convenient for numerical computations if the
generalized Radon transform has bad microlocal properties.

On the other hand, even if the generalized Radon transform is not injective,
it is sometimes possible to construct a convenient pseudo-inverse operator if
the generalized Radon transform has good microlocal properties. For related
discussion, see, e.g., Ref. [Fa].

In addition, the property of microlocal regularity (in the case of analytic
singularities) was used by some authors to estimate the support of function u
given the support of its generalized Radon transform, see, e.g., Refs. [BQ1],
[BQ2], [Bo], [Qu2], [Qu3], [Kr].

Note that the history of microlocal approach to generalized Radon trans-
forms goes back to Refs. [Gu], [GS].

Concerning the results given in literature on microlocal properties of gener-
alized Radon transforms, see, e.g., Refs. [ABKQ], [Bo], [BQ1], [BQ2], [FLU],
[FQ], [GU], [KLQ], [Qu2], [Qu3], [SU] and references therein.

2 Main results

To formulate main results we need to introduce some notations. For �xed α ∈
R \ 0, x ∈ X we de�ne

Pα,x =
{

(p1, p2) ∈ P : qα(p1x1, p2x2) = 1
}
,
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with orientation given by the volume form |∇pqα(p1x1, p2x2)|ωα,x, where ωα,x =
dpq(p1x1, p2x2) y (dp1 ∧ dp2).

The dual transform R∗α to Rα maps a su�ciently regular real-valued function
v on P to the function R∗αv on X given by the formula

R∗αv(x) =
∫
Pα,x

v(p)ωα,x. (2.1)

Note that since P ∼= X, in fact, transform Rα is self-dual.
Let Zα be the following incidence relation between the points in X and P :

Zα
def==
{

(p1, p2;x1, x2) ∈ P ×X : qα(p1x1, p2x2) = 1
}
.

We consider Zα as a submanifold of P ×X.
The total space of conormal bundle N∗Zα of Zα in P × X is given by the

following formula:

N∗Zα =
{(
p1, p2;λ

∑2

j=1
xαj p

α−1
j dpj ;x1, x2;λ

∑2

j=1
pαj x

α−1
j dxj

)
∈

∈ T ∗P × T ∗X ∼= T ∗(P ×X) : qα(p1x1, p2x2) = 1, λ ∈ R
}
.

(2.2)

We denote by Ṅ∗Zα the manifold N∗Zα with zero section removed.
In a similar way, the total space of conormal bundle N∗Xα,p of Xα,p in X

is given by formula

N∗Xα,p =
{

(x1, x2;λ
∑2

j=1
pαj x

α−1
j dxj) :

(x1, x2) ∈ X, qα(p1x1, p2x2) = 1, λ ∈ R
}
, p ∈ P.

(2.3)

We de�ne the canonical relation Cα to be the total space of the twisted
conormal bundle of Zα in P ×X with zero section removed:

Cα
def== (Ṅ∗Zα)′ = {(p, ηdp;x,−ξdx) ∈ T ∗P × T ∗X :

(p, ηdp, x, ξdx) ∈ Ṅ∗Zα},
(2.4)

where
p = (p1, p2), η = (η1, η2), x = (x1, x2), ξ = (ξ1, ξ2),

ηdp = η1dp1 + η2dp2, ξdx = ξ1dx1 + ξ2dx2.

Theorem 2.1. Let α ∈ R \ {0, 1} be �xed. Then:

1. Rα is a Fourier integral operator associated with canonical relation Cα.
Hence Rα is the linear continuous operator from C∞c (X) to C∞(P ) and
from E ′(X) to D ′(P ), where E ′(X) denotes the space of compactly sup-
ported distributions from D ′(X);

2. (microlocal regularity) for any �xed u ∈ E ′(X) the condition p 6∈ sing suppRαu
is satis�ed if and only if

WF (u) ∩N∗Xα,p = ∅, (2.5)

where WF denotes the wave front set and N∗Xα,p is de�ned in (2.3);
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3. for any u ∈ E ′(X) if (x, ξdx) ∈WF (Rαu), ξ = (ξ1, ξ2), then ξ1ξ2 > 0.

Statement 2 of Theorem 2.1 tells us that if distribution u ∈ E ′(X) has a
singularity at point x ∈ Xα,p which is conormal to curve Xα,p, then distribution
Rαu has a singularity at point p. Furthermore, all singularities of Rαu arise in
this way.

Note that since the dual transform R∗α de�ned in (2.1) is given by the same
formula as transform Rα (after changing x to p and vice versa), Theorem 2.1
also holds for R∗α if we replace X by P , Xα,p by Pα,x and vice versa in its
statement.

Theorem 2.1 is proved in Section 3. The proof of the �only if� part of
statement 2 of Theorem 2.1 is based on Lemma 3.1 of Section 3 which is proved
in Section 5.

In order to formulate the following result we need to introduce two notations.
For �xed 0 < δ < 1

2 chose any χδ ∈ C∞(0,+∞) such that

χδ(t) =

{
0, if t < δ or t > δ−1,

1, if t ≥ 2δ and t ≤ 1
2δ
−1.

(2.6)

For �xed α ∈ R \ {0, 1} de�ne γ(α) by formula

γ(α) =


1 + α−1, α > 1,
−1 + 3α−1, 0 < α < 1,
1− 3α−1, α < 0.

(2.7)

Proposition 2.1 (reconstruction of singularities). Let α ∈ R \ {0, 1} and 0 <
ε < 1

2 be �xed. De�ne γ(α) by formula (2.7) and put δ = 2−
1
α−1εγ(α). Then for

any u ∈ E ′(X) such that

suppu ⊆ {(x1, x2) ∈ X : ε < xj < ε−1, j = 1, 2}, (2.8)

and for all (x, ξdx) ∈ T ∗X, x = (x1, x2), ξ = (ξ1, ξ2), satisfying ε < xj < ε−1,

j = 1, 2, ε < ξ1
ξ2
< ε−1, the following formula holds:

(x, ξdx) ∈WF (u) if and only if (x, ξdx) ∈WF
(
R∗αχ

1
δχ

2
δRαu

)
, (2.9)

where χjδ denotes the operator of multiplication by χδ(pj), j = 1, 2, and χδ is
de�ned in formula (2.6).

Proposition 2.1 is proved in Section 3. The proof is based on Lemma 3.1 of
Section 3.

Proposition 2.1 allows us to reconstruct singularities of u given Rαu and a
priori information about bounds on support of u, by choosing an appropriate δ
and applying operator R∗αχ

1
δχ

2
δ to Rαu. For numerical examples, see Section 6.

Remark 2.1. Note that replacing function qα in formula (1.4) by the function
of the same form but with n ≥ 3 arguments, we could consider the generalized
Radon transform over the level hypersurfaces of CES-function in dimension n.

The generalization of Theorem 2.1 and Proposition 2.1 to this case is straight-
forward. We consider the two-dimensional case in order to simplify the proofs.
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Remark 2.2. In fact, statements 1, 3 and the �if� part of statement 2 of
Theorem 2.1 remain valid if we replace function qα in de�nition (1.2) by much
more general smooth function q. In particular, we could consider functions
q ∈ C∞(X) satisfying the following conditions:

Q1. q(λx) = λq(x), x ∈ X, λ > 0,

Q2. q(x), ∂1q(x), ∂2q(x) are positive for x ∈ X, where ∂jq = ∂q/∂xj , j = 1, 2;

Q3. for any �xed p ∈ P the map Φq,p : Xq,p → (0,+∞) de�ned by

Φq,p(x) =
x1∂1q(p1x1, p2x2)
x2∂2q(p1x1, p2x2)

,

Xq,p =
{

(x1, x2) ∈ X : q(p1x1, p2x2) = 1
}
, (2.10)

is bijective.

These conditions are satis�ed, in particular, by functions qα, α ∈ R \ 0.
In the above interpretation of transform (1.2) in the setting of the generalized

model of pure industry functions qα, α ≤ 1, correspond to unit cost functions
for production systems with constant coe�cient of elasticity of substitution of
production factors whereas concave functions q di�erent from qα, α ≤ 1, and
satisfying assumptions Q1, Q2 correspond to production systems with variable
coe�cient of elasticity of substitution.

Let us sketch the proof of statements 1, 2 (�if� part) and 3 of Theorem 2.1
in the case of smooth functions q satisfying Q1, Q2, Q3, see also the proof of
Theorem 2.1.

Denote byRq the generalized Radon transform de�ned by formula (1.2) using
function q instead of qα. Denote by Cq the corresponding canonical relation.

The proof of statement 1 of Theorem 2.1 for this class of functions q remains
the same as for functions qα, see Section 3.

It follows from Q2 that for any set M ⊆ T ∗X, if (p, ηdp) ∈ Cq ◦M , η =
(η1, η2), then η1η2 > 0, where

Cq ◦M
def==
{

(p, ηdp) ∈ T ∗P : ∃(x, ξdx) ∈M : (p, ηdp;x, ξdx) ∈ Cq
}
. (2.11)

This implies statement 3 of Theorem 2.1 if we take into account the inclusion
WF (Rqu) ⊆ Cq ◦WF (u), u ∈ E ′(X).

It follows from assumptions Q1, Q2, Q3 that the canonical projection from
Cq to T

∗X is injective and that the following inclusion holds:

Cq ◦WF (u) ∩ T ∗pP ⊆ Cq ◦ Ṅ∗Xq,p. (2.12)

Using (2.12) we can obtain the �if� part of statement 2 of Theorem 2.1.
The �only if� part of statement 2 of Theorem 2.1 is the most di�cult to

prove. To generalize it to the case of smooth functions q satisfying Q1, Q2, Q3
we need to obtain an analogue of Lemma 3.1 below. Restrictions in space and
time prevent us from obtaining this analogue in the present paper. Nevertheless,
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we prove the main part of Lemma 3.1 (see also Lemma 4.1) for the general case
of smooth functions q satisfying Q1, Q2 to be able to use it in a subsequent
paper.

Remark 2.3. It follows from de�nitions (1.2), (2.1) that:

1. even if u is compactly supported in X, v = Rαu doesn't have compact
support in general;

2. if v is not compactly supported in P , the value of R∗αv is not always
de�ned.

Hence R∗αRαu is not always de�ned for u ∈ C∞c (X).
In the Gelfand's approach to generalized Radon transforms via double �-

brations (see, e.g., Ref. [GGS]) this corresponds to the fact that the canonical
projection from Zα to X is not a proper map. Furthermore, this problem can't
be resolved even by considering transform Rα on functions which have supports
in some �xed compact subset of X.

Therefore, we are not able to deduce the �only if� part of statement 2 of
Theorem 2.1 from the microlocal regularity properties of operator R∗αRα as it
can be done when the canonical projection from the incidence relation to the
source space is a proper map and the double �bration corresponding to the
generalized Radon transform satis�es the so-called Bolker assumption, see, e.g.,
Refs. [Gu], [GS], [Qu1] for more details.

3 Proof of Theorem 2.1 and Proposition 2.1

3.1 Approximation of Rα by proper Fourier integral oper-

ators

In this subsection we show that Rα is the Fourier integral operator associated
with Cα and we formulate an auxilary lemma, which is crucial in the proof of
the �only if� part of statement 2 of Theorem 2.1.

Let α ∈ R \ {0, 1} be �xed. For any u ∈ C∞c (X) the following chain of
equalities holds:

Rαu(p) =
∫
Xα,p

u(x)ωα,p =
∫

R
δ(s− 1)

∫
qα(p1x1,p2x2)=s

u(x)ωα,p ds

=
1

2π

∫
R

∫
R
eiθ(s−1)

∫
qα(p1x1,p2x2)=s

u(x)ωα,p dθds

=
1

2π

∫
R

∫
X

eiφα(p,x,θ)u(x) dxdθ,

(3.1)

where p ∈ P and φα(p, x, θ) is the real phase function:

φα(p, x, θ) = θ(qα(p1x1, p2x2)− 1), p ∈ P, x ∈ X, θ ∈ R \ 0. (3.2)
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It follows from (3.1), (3.2) that Rα is a Fourier integral operator associated with
Cα. Hence Rα is a linear continuous operator from C∞c (X) to C∞(P ) and from
E ′(X) to D ′(P ). Statement 1 of Theorem 2.1 is proved.

Formula (3.1) implies that Rα is not a proper operator. We are going to
approximate Rα by proper Fourier integral operators.

Let 0 < δ < 1
2 be �xed. Chose χδ ∈ C∞(0,+∞) as in (2.6) and χ̃δ ∈ C∞(R)

such that

χ̃δ(t) =

{
1, |t| < 1

2δ,

0, |t| > δ.

Put

æα,δ(p, x) = χδ(p1)χδ(p2)χδ(x1)χδ(x2)χ̃δ(qα(p1x1, p2x2)− 1), (3.3)

where p = (p1, p2) ∈ P , x = (x1, x2) ∈ X.
We de�ne the Fourier integral operator Rα,δ by the following formula:

Rα,δu(p) =
1

2π

∫
R

∫
X

eiφα(p,x,θ)æα,δ(p, x)u(x) dxdθ, p ∈ P, (3.4)

where u ∈ C∞c (X) and φα is de�ned in (3.2).
In a similar way with formula (3.1) we can obtain that

Rα,δu(p) =
∫
Xα,p

æα,δ(p, x)u(x)ωα,p, p ∈ P. (3.5)

In particular, the de�nition of Rα,δ doesn't depend on the choice of function χ̃δ.
It follows from formula (3.4) that the Schwartz kernel Kα,δ of operator Rα,δ

is given by formula

Kα,δ(p, x) =
1

2π

∫
R
eiφα(p,x,θ)æα,δ(p, x) dθ. (3.6)

Formulas (3.3), (3.6) imply that

suppKα,δ ⊆
{

(p1, p2;x1, x2) ∈ P ×X :

qα(p1x1, p2x2) ≤ δ, δ ≤ xj ≤ δ−1, δ ≤ pj ≤ δ−1, j = 1, 2
}
.

(3.7)

Hence, Kα,δ is compact and Rα,δ is a proper operator.
As a proper Fourier integral operator, Rα,δ continuously maps C∞c (X) to

C∞c (P ) and E ′(X) to E ′(P ). Note that the dual operator R∗α,δ is given by the
same formula (3.4) (after changing x to p and vice versa). Hence, the composi-
tion R∗α,δRα,δ is a well-de�ned proper linear continuous operator on C

∞
c (X) and

on E ′(X). We will show that, in fact, R∗α,δRα,δ is a pseudo-di�erential operator
and we will compute its principal symbol.

In order to formulate the following result we need to introduce the set Σε,
0 < ε < 1:

Σε =
{

(ξ1, ξ2) ∈ R2 : ε <
ξ1
ξ2
< ε−1

}
. (3.8)
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Lemma 3.1. Let α ∈ R \ {0, 1} and 0 < δ < 1
2 be �xed. Then R∗α,δRα,δ is

a classical proper pseudo-di�erential operator of order 1 on X with principal
symbol σP (x, ξdx), (x, ξdx) ∈ T ∗X, given by formula

σPα,δ(x, ξdx) =


2π
|α| exp

(
i(π/4) · sgn(1− α) · (1− sgn ξ1)

)
(x1x2)−

1
β×

×|ξ1ξ2|−
1
β |ξx|1− 2

αæ2
α,δ(p

∗(x, ξ), x), if ξ1ξ2 > 0,
0, otherwise,

(3.9)

where x = (x1, x2), ξ = (ξ1, ξ2), p∗(x, ξ) = (p∗1(x, ξ), p∗2(x, ξ)), ξx = ξ1x1 + ξ2x2,
1/α+ 1/β = 1,

p∗j (x, ξ) = |ξx|− 1
α |ξj |

1
αx
− 1
β

j , j = 1, 2. (3.10)

Besides, there exists ε = ε(α, δ) > 0 such that the full symbol σα,δ(x, ξdx) of
R∗α,δRα,δ is zero for x ∈ X, ξ ∈ R2 \ (0 ∪ Σε ∪ −Σε).

For the de�nition of classical pseudo-di�erential operator see, e.g., Ref.
[Shu], De�nition 3.5.

The biggest part of the present paper is devoted to the proof of Lemma 3.1.
In Section 4 we will present and prove a version of method of stationary phase
and in Section 5 we will apply this method to prove Lemma 3.1.

3.2 Final part of the proof of Theorem 2.1

We begin this subsection by proving a lemma which follows from Lemma 3.1 and
which will be used in the proof of the �only if� part of statement 2 of Theorem
2.1. In the end of this subsection we prove statements 2, 3 of Theorem 2.1.

We need to introduce some notations. For canonical relation Cα de�ned in
(2.4) the transposed canonical relation Ctα is de�ned by the following formula:

Ctα
def== {(x, ξdx, p, ηdp) ∈ T ∗X × T ∗P : (p, ηdp, x, ξdx) ∈ Cα} =

=
{

(x1, x2;λ
∑2

j=1
pαj x

α−1
j dxj ; p1, p2;−λ

∑2

j=1
xαj p

α−1
j dpj) ∈

∈ T ∗X × T ∗P : qα(p1x1, p2x2) = 1, λ ∈ R \ 0
}
.

(3.11)

In a similar way with (2.11), for a subset M ′ ⊆ T ∗P we denote

Ctα ◦M ′
def==
{

(x, ξdx) ∈ T ∗X : ∃(p, ηdp) ∈M ′ : (x, ξdx; p, ηdp) ∈ Ctα
}
. (3.12)

We also need to introduce the following sets:

Σ =
{
ξ = (ξ1, ξ2) ∈ R2 : ξ1 > 0, ξ2 > 0

}
,

T ∗±X =
{

(x, ξdx) ∈ T ∗X : ξ ∈ ±Σ
}
,

T ∗±P =
{

(p, ηdp) ∈ T ∗P : η ∈ ±Σ},
(3.13)

Xδ =
{

(x1, x2) ∈ X : δ < xj < δ−1, j = 1, 2
}
, 0 < δ < 1,

Pδ =
{

(p1, p2) ∈ P : δ < pj < δ−1, j = 1, 2
}
, 0 < δ < 1.

(3.14)
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Lemma 3.2. Let α ∈ R \ {0, 1} and u ∈ E ′(X) be �xed. Then

WF (u) ∩
(
T ∗+X ∪ T ∗−X

)
⊆ Ctα ◦WF (Rαu). (3.15)

Proof. Let u ∈ E ′(X) and (x0, ξ0dx) ∈ WF (u) with ξ0 ∈ Σ ∪ (−Σ) be �xed.
Lemma 3.2 will be proved if we show that

(x0, ξ0dx) ∈ Ctα ◦WF (Rαu). (3.16)

Chose 0 < δ < 1
2 such that

suppu ⊆ X2δ and p
∗(x0, ξ0) ∈ P2δ, (3.17)

where p∗(x0, ξ0) = (p∗1(x0, ξ0), p∗2(x0, ξ0)) is de�ned in (3.10).
If follows from (3.3), (3.9), (3.17) that æα,δ(p∗(x0, ξ0), x0) = 1 and

σPα,δ(x
0, ξ0dx) 6= 0. (3.18)

Formula (3.18) implies that

(x0, ξ0dx) ∈WF
(
R∗α,δRα,δu

)
. (3.19)

Operator R∗α,δ is a Fourier integral operator associated with canonical rela-

tion Ctα and the following inclusion holds:

WF
(
R∗α,δRα,δu

)
⊆ Ctα ◦WF (Rα,δu). (3.20)

It follows from formulas (2.6), (3.3), (3.5), (3.17) that

(Rα,δu)(p) = χδ(p1)χδ(p2)(Rαu)(p), p ∈ P.

Hence
WF (Rα,δu) ⊆WF (Rαu). (3.21)

Formula (3.16) follows from (3.19), (3.20), (3.21). Lemma 3.2 is proved.

Proof of statements 2, 3 of Theorem 2.1. We denote by πP , πX , π̃P , π̃X the
canonical projections:

Cα
πP←−−

π
X−−→

Ṫ ∗P Ṫ ∗X

CtαeπX←−−
eπ
P−−→

Ṫ ∗X Ṫ ∗P

As above, the dot means that we exclude the zero section.
Note that the maps πP , πX , π̃P , π̃X are injective. Consider, for example,

the map πP . By de�nition

πP
(
p1, p2;λ

∑2

j=1
xαj p

α−1
j dpj ;x1, x2;−λ

∑2

j=1
pαj x

α−1
j dxj

)
=
(
p1, p2;λ

∑2

j=1
xαj p

α−1
j dpj

)
.

(3.22)

11



It follows from (3.22) that the value of πP (p, ηdp, x, ξdx) determines uniquely
the ratio x1/x2. Since xα1 p

α
1 + xα2 p

α
2 = 1, it also determines x1, x2. Hence, it

also determines λ and the map πP is injective.
The following formulas follow from (2.2), (2.3), (2.4), (3.11):

πP ◦ π−1
X (WF (u)) ⊆ T ∗+P ∪ T ∗−P, (3.23)

πP ◦ π−1
X (Ṅ∗Xα,p) = T ∗+,pP ∪ T ∗−,pP, (3.24)

π̃X ◦ π̃−1
P (T ∗pX \ 0) = Ṅ∗Xα,p. (3.25)

where p ∈ P , T ∗±P is de�ned in (3.13) and T ∗±,p = T ∗±P ∩ T ∗pP .
Besides, using de�nitions (2.4), (3.11), (2.11), (3.12) we obtain that

πP ◦ π−1
X (WF (u)) = Cα ◦WF (u), (3.26)

π̃X ◦ π̃−1
P (WF (Rαu)) = Ctα ◦WF (Rαu). (3.27)

Statement 3. Using (3.23), (3.26) and inclusion WF (Rαu) ⊆ Cα ◦WF (u)
we obtain that if (x, ξdx) ∈ WF (Rαu), ξ = (ξ1, ξ2), then ξ1ξ2 > 0. Statement
3 of Theorem 2.1 is proved.

Statement 2: �if � part. Suppose that (2.5) holds. Using injectivity of πP we
obtain that

πP ◦ π−1
X (WF (u)) ∩ πP ◦ π−1

X (Ṅ∗Xα,p) = ∅.

This formula together with formulas (3.23), (3.24), (3.26) imply that

Cα ◦WF (u) ∩ T ∗pP = ∅. (3.28)

Using formula (3.28) and inclusion WF (Rαu) ⊆ Cα ◦WF (u) we obtain that
p 6∈ sing suppRαu.

Statement 2: �only if � part. Suppose that p 6∈ sing suppRαu. Equivalently,

WF (Rαu) ∩ (T ∗pP \ 0) = ∅. (3.29)

Using injectivity of π̃X and formulas (3.25), (3.27) we obtain from (3.29) the
following formula:

Ctα ◦WF (Rαu) ∩ Ṅ∗Xα,p = ∅. (3.30)

Note that formula (2.3) implies that

Ṅ∗Xα,p ⊆ T ∗+X ∪ T ∗−X. (3.31)

Using inclusion (3.15) of Lemma 3.2 and formulas (3.30), (3.31), we obtain
formula (2.5). Theorem 2.1 is proved.

3.3 Proof of Proposition 2.1

Let u ∈ E ′(X) and (x, ξdx) ∈ T ∗X satisfying the conditions of Proposition 2.1
be �xed. It follows from the de�nition of δ and from (3.10) that

σPα,δ(x, ξdx) 6= 0, (3.32)
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where σPα,δ is the symbol of operator R
∗
α,δRα,δ de�ned in (3.9).

�Only if� part. Suppose that (x, ξdx) ∈WF (u). Then it follows from (3.32)
that

(x, ξdx) ∈WF
(
R∗α,δRα,δu

)
. (3.33)

Since u satis�es (2.8) and 2δ < ε, the following formula is valid:

Rα,δu = χ1
δχ

2
δRαu. (3.34)

Also note that
R∗α,δ = χ̃1

δχ̃
2
δR
∗
αχ

1
δχ

2
δ , (3.35)

where χ̃jδ is the operator of multiplication by χδ(xj), j = 1, 2.
Formulas (3.34), (3.35) imply that

WF
(
R∗α,δRα,δu

)
⊆WF (R∗α(χ1

δ)
2(χ2

δ)
2Rαu

)
.

From this formula, taking into account that we can replace (χjδ)
2 by χjδ, j = 1,

2, and from formula (3.33) it follows that

(x, ξdx) ∈WF
(
R∗αχ

1
δχ

2
δRαu

)
. (3.36)

�If� part. Suppose now that (3.36) holds. Then we have the following se-
quence of inclusions:

(x, ξdx) ∈WF
(
R∗αχ

1
δχ

2
δRαu

)
⊆ Ctα ◦WF (χ1

δχ
2
δRαu) ⊆ Ctα ◦WF (Rαu)

⊆ Ctα ◦ Cα ◦WF (u) ⊆WF (u),

since R∗α is the Fourier integral operator associated with canonical relation Ctα
and the inclusion Ctα ◦ Cα ⊆ diag(T ∗X × T ∗X) holds, where

diag(T ∗X × T ∗X) def==
{

(x, ξdx, x, ξdx) ∈ T ∗X × T ∗X
}
, (3.37)

Ctα ◦ Cα
def==
{

(y, ζdy, x, ξdx) ∈ T ∗X × T ∗X :

∃(p, ηdp) ∈ T ∗P : (y, ζdy, p, ηdp) ∈ Ctα, (p, ηdp, x, ξdx) ∈ Cα
}
.

(3.38)

Proposition 2.1 is proved.

4 Method of stationary phase

In this section we formulate and prove a version of method of stationary phase
which will be used in Section 5 in the proof of Lemma 3.1.

We say that a subset Σ̂ ⊆ R2 \ 0 is conic if{
tξ ∈ R2 : t > 0, ξ ∈ Σ̂

}
= Σ̂.
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Let Σ̂ ⊆ R2 \ 0 be an open conic set. We denote by Sγ(X × Σ̂), γ ∈ R,
the set of functions a ∈ C∞(X × Σ̂) satisfying the following property: for any

compact K ⊂ X × Σ̂ and for any α = (α1, α2), β = (β1, β2) ∈ Z2
+ there exists

such constant Cα,βK > 0 that∣∣Dα
xD

β
ξ a(x, ξ)

∣∣ ≤ Cα,βK |ξ|
γ−|β|, |ξ| ≥ 1, ξ = tξ̃, t > 0, (x, ξ̃) ∈ K,

where

Dα
x =

∂|α|

∂xα1
1 ∂xα2

2

, Dβ
ξ =

∂|β|

∂ξβ1
1 ∂ξβ2

2

,

and |α| = α1 + α2, |β| = β1 + β2.

The space Sγ(P × Σ̂), γ ∈ R, is de�ned in a similar way. We also put

S−∞(X × Σ̂) = ∩γ∈RS
γ(X × Σ̂) and S−∞(P × Σ̂) = ∩γ∈RS

γ(P × Σ̂).
We will formulate and prove a version of method of stationary phase for the

integrals of the following form:

I(p, ξ) =
∫
Xq,p

eiS(x,ξ)f(x, ξ)ωq,p, (4.1)

where q ∈ C∞(X) satis�es Q1, Q2 of Remark 2.2, Xq,p is de�ned in (2.10) with
orientation given by the volume form |∇xq(p1x1, p2x2)|ωq,p, where ωq,p is the
Gelfand�Leray form:

ωq,p = dxq(p1x1, p2x2) y (dx1 ∧ dx2),

and S ∈ C∞(X × Σ̂) satis�es the following assumption:

S1. S(x, λξ) = λS(x, ξ), x ∈ X, ξ ∈ Σ̂, λ > 0.

Assumtion Q2 of Remark 2.2 implies that at �xed p ∈ P the curve Xq,p is the
graph of C∞ function

x2 = x2(x1, p), x−1 (p) < x1 < x+
1 (p) ≤ +∞. (4.2)

Put S̃(t, p, ξ) = S((t, x2(t, p)), ξ).
We suppose that q and S satisfy the following additional assumptions:

QS1. at �xed p ∈ P , ξ ∈ Σ̂ function S̃(·, p, ξ) has the unique local extremum
x∗1(p, ξ) on the interval (x−1 (p), x+

1 (p)) which is the unique zero of function

S̃t(·, p, ξ); the map x∗1 : X × Σ̂→ (0,+∞) is C∞ and open;

QS2. the second derivative S̃tt(x∗1(p, ξ), p, ξ) is nonzero and has the same sign

for all p ∈ P , ξ ∈ Σ̂.

Lemma 4.1. Let Σ̂ be Σ or −Σ. Let q ∈ C∞(X) satisfy assumptions Q1, Q2 of

Remark 2.2 and S ∈ C∞(X×Σ̂) satisfy assumption S1 above. Suppose also that

q, S satisfy assumptions QS1, QS2 de�ned above. Suppose that f ∈ Sm(X× Σ̂),
m ∈ R, and f(·, ξ) has compact support in X for any �xed ξ ∈ Σ̂. Then:
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1. the following inclusion holds:

e−iS
∗(p,ξ)I(p, ξ) ∈ Sm− 1

2 (P × Σ̂), (4.3)

where I(p, ξ) is de�ned in (4.1), S∗(p, ξ) = S(x∗(p, ξ), ξ), x∗(p, ξ) =
(x∗1(p, ξ), x∗2(p, ξ)), x∗1 is de�ned in assumption QS1 above, x∗2(p, ξ) =
x2(x∗1(p, ξ), p);

2. if, in addition, function f satis�es

f(x, λξ) = λmf(x, ξ), x ∈ X, ξ ∈ Σ̂, λ > 0, (4.4)

then there exist the unique functions aj ∈ C∞(P×Σ̂), j ∈ N∪0, satisfying

aj(p, λξ) = λm−
1
2−jaj(p, ξ), p ∈ P, ξ ∈ Σ̂, λ > 0, j ∈ N ∪ 0, (4.5)

and such that for any N ∈ N ∪ 0 the following formula is valid:

e−iS
∗(p,ξ)I(p, ξ)−

∑N

j=0
aj(p, ξ) = rN (p, ξ) ∈ Sm−N− 3

2 (P × Σ̂); (4.6)

furthermore, the following formula is holds:

a0(p, ξ) = (2π)1/2eiπ/4f(x∗(p, ξ), ξ)
(
S̃tt(x∗1(p, ξ), p, ξ)

)−1/2×

×p−1
2

(
∂2q
(
p1x
∗
1(p, ξ), p2x

∗
2(p, ξ)

))−1
.

(4.7)

Proof. We suppose that Σ̂ = Σ and

S̃tt(x∗1(p, ξ), p, ξ) > 0, p ∈ P, ξ ∈ Σ. (4.8)

The other three cases (Σ̂ = −Σ, S̃tt > 0; Σ̂ = Σ, S̃tt < 0; Σ̂ = −Σ, S̃tt < 0) can
be considered in a similar way.

The proof of Lemma 4.1 consists of six steps.
Step 1: uniform Morse coordinate. Using integration by parts and taking

into account that S̃t(x∗1(p, ξ), p, ξ) = 0 we obtain that at �xed p ∈ P , ξ ∈ Σ for
x1 su�ciently close to x∗1(p, ξ) the following chain of equalities holds:

S̃(x1, p, ξ)− S∗(p, ξ)

=
∫ 1

0

(1− τ)
d2

dτ2
S̃
(
x∗1(p, ξ) + τ(x1 − x∗1(p, ξ)), p, ξ

)
dτ

= (x1 − x∗1(p, ξ))2
∫ 1

0

(1− τ)S̃tt
(
x∗1(p, ξ) + τ(x1 − x∗1(p, ξ), p, ξ

)
dτ

=
1
2
z2
1(x1, p, ξ),

(4.9)

where z1(x1, p, ξ) is de�ned for x1 su�ciently close to x∗1(p, ξ):

z1(x1, p, ξ) =
√

2(x1 − x∗1(p, ξ))×

×
(∫ 1

0

(1− τ)S̃tt
(
x∗1(p, ξ) + τ(x1 − x∗1(p, ξ)), p, ξ

)
dτ

)1/2

.
(4.10)
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Let 0 < ε < 1 be �xed. De�ne s = x1 − x∗1(p, ξ) for x1 ∈ (x−1 (p), x+
1 (p)).

Recall that the sets Σε, Pε, ε > 0, are de�ned in formulas (3.8), (3.14). Since
x∗1 is open and continuous, the set x∗1(Pε×Σε) in an interval and x∗1(Pε×Σε) b
(x−1 (p), x+

1 (p)).
Hence, for all p ∈ Pε and ξ ∈ Σε the range of variable s contains an interval

(−ν̃ε, ν̃ε), ν̃ε > 0, not depending on p, ξ.

Fix p̃ ∈ P and ξ̃ ∈ Σ. It follows from (4.8), (4.10) that

∂z1
∂x1

(
x∗1(p̃, ξ̃), p̃, ξ̃

)
=
(
S̃tt(x∗1(p̃, ξ̃), p̃, ξ̃

))1/2
> 0. (4.11)

Since the derivatives Stt(x1, p, ξ) and ∂z1/∂x1(x1, p, ξ) are continuous w.r.t.
(x1, p, ξ), there exist open neighborhood U1(p̃, ξ̃) of point 0 ∈ R, open neigh-

borhood U2(p̃, ξ̃) of point p̃ ∈ P and open conic neighborhood U3(p̃, ξ̃) of point
ξ̃ ∈ Σ such that for any (s, p, ξ) ∈ Π3

j=1Uj(p̃, ξ̃) function z1(x1, p, ξ) is well-
de�ned and the following inequality holds:

∂z1
∂x1

(
s+ x∗1(p, ξ), p, ξ

)
> 0.

The set P ε is compact and the set Σε is conically compact (i.e., it is conic
and its intersection with the unit circle S1 in R2 is compact). The system of sets

Π3
j=2Uj(p̃, ξ̃), p̃ ∈ P , ξ̃ ∈ Σ, is an open cover of P ε × Σε. Let Π3

j=2Uj(p̃
k, ξ̃k),

k = 1, . . . , N1, be its �nite subcover. Denote by (−νε, νε) any symmetric

with respect to zero interval contained in ∩N1
k=1U1(p̃k, ξ̃k). Then z1(x1, p, ξ) is

well-de�ned for x1 − x∗1(p, ξ) ∈ (−νε, νε), p ∈ Pε, ξ ∈ Σε and

∂z1
∂x1

(x1, p, ξ) > 0 for x1 − x∗1(p, ξ) ∈ (−νε, νε), p ∈ Pε, ξ ∈ Σε. (4.12)

Step 2: partition of unity. Fix p̃ ∈ Pε, ξ̃ ∈ Σε. Since x∗1 is continuous, there

exist an open neighborhood P̃ (p̃) of p̃ in Pε and an open conic neighborhood

Σ̃(ξ̃) of ξ̃ in Σε such that |x∗1(P̃ (p̃)× Σ̃(ξ̃))| < 1
2νε.

The set P 2ε is compact and the set Σ2ε is conically compact. The sets
P̃ (p̃)×Σ̃(ξ̃), p̃ ∈ Pε, ξ̃ ∈ Σε, form an open cover of P 2ε×Σ2ε. Let P̃ (p̃k)×Σ̃(ξ̃k),
k = 1, . . . , N2 be its �nite subcover, so that

P2ε × Σ2ε ⊆
⋃N2

k=1

(
P̃ (p̃k)× Σ̃(ξ̃k)

)
⊆ Pε × Σε. (4.13)

Denote (x−1,k, x
+
1,k) = x∗1(P̃ (p̃k)× Σ̃(ξ̃k)), k = 1, . . . , N2. Then

x+
1,k − x

−
1,k <

1
2νε, k = 1, . . . , N2. (4.14)

It follows from (4.12), (4.14) that

∂z1
∂x1

(x1, p, ξ) > 0 on (x−1,k −
1
2νε, x

+
1,k + 1

2νε)× P̃ (p̃k)× Σ̃(ξ̃k). (4.15)
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Fix k ∈ {1, . . . , N2}. Let ϕk1 ∈ C∞(0,+∞) satisfy 0 ≤ ϕk1(x1) ≤ 1, x1 > 0,

ϕk1(x1) =

{
1, if x−1,k −

1
8νε < x1 < x+

1,k + 1
8νε,

0, if x1 < x−1,k −
1
4νε or x1 > x+

1,k + 1
4νε.

(4.16)

We de�ne ϕk2 = 1− ϕk1 . Formula (4.16) implies that

dist
(
suppϕk2 , x

∗
1(P̃ (p̃k)× Σ̃(ξ̃k)

)
≥ 1

8νε. (4.17)

At �xed k ∈ {1, . . . , N2}, p ∈ P , ξ ∈ Σ we rewrite integral (4.1) in the
following form:

I(p, ξ) = Ik1 (p, ξ) + Ik2 (p, ξ), (4.18)

Ikj (p, ξ) =
∫ x+

1 (p)

x−1 (p)

ei
eS(x1,p,ξ)f(x1, x2(x1, p), ξ)ϕkj (x1) dx1

p2∂2q(p1x1, p2x2(x1, p))
, j = 1, 2, (4.19)

where ∂2q(y1, y2) = ∂q
∂y2

(y1, y2).

Step 3: integral Ik1 (p, ξ). It follows from (4.15) that at �xed p ∈ P̃ (p̃k),
ξ ∈ Σ̃(ξ̃k) function z1(·, p, ξ) on (x−1,k−

1
2νε, x

+
1,k+ 1

2νε) has the inverse x1(·, p, ξ).
It follows from (4.9), (4.16), (4.19) that

Ik1 (p, ξ) = eiS
∗(p,ξ)

∫ +∞

−∞
e
i
2 z

2
1gk(z1, p, ξ) dz1, (4.20)

where

gk(z1, p, ξ) =


f(x1(z1, p, ξ), x2(z1, p, ξ), ξ)∂x1

∂z1
(z1, p, ξ)×

×p−1
2

(
∂2q(p1x1(z1, p, ξ), p2x2(z1, p, ξ))

)−1×
×ϕk1(x1(z1, p, ξ)), if x1(z1, p, ξ) ∈ suppϕk1 ,

0, otherwise,

(4.21)

and x2(z1, p, ξ) = x2(x1(z1, p, ξ), p).
De�ne z̃1(x1, p, ξ) = |ξ|− 1

2 z1(x1, p, ξ). It follows from assumption S1 and
from formula (4.10) that z̃1(x1, p, λξ) = z̃1(x1, p, ξ), x1 ∈ (x−1,k−

1
2νε, x

+
1,k+ 1

2νε),

p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k), λ > 0. Note that at �xed p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k) the inverse
x̃1(·, p, ξ) of z̃1(·, x, ξ) on (x−1,k−

1
2νε, x

+
1,k+ 1

2νε) exists and the following formulas
hold:

x1(z1, p, ξ) = x̃1(|ξ|− 1
2 z1, p, ξ), (4.22)

x̃1(z̃1, p, λξ) = x̃1(z̃1, p, ξ), λ > 0, (4.23)

for all z1 (resp. z̃1) in the domain of de�nition of x1(·, p, ξ) (resp. x̃1(·, p, ξ)),
p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k).

It follows from assumption S1 and from formula (4.10) that the quantity

|ξ|− 1
2 z1(x1, p, ξ) is uniformly bounded for x1 ∈ suppϕk1 , p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k).
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Taking this into account and using formulas (4.22), (4.23) we obtain that at

�xed k ∈ {1, . . . , N2} for any α, β ∈ Z2
+ there exist constants Cα,β1,k > 0 such

that the following inequalities hold:∣∣Dα
pD

β
ξ x1(z1, p, ξ)

∣∣, ∣∣Dα
pD

β
ξ x2(z1, p, ξ)

∣∣, ∣∣Dα
pD

β
ξ ϕ

k
1(x1(z1, p, ξ))

∣∣,∣∣Dα
pD

β
ξ

(
q(p1x1(z1, p, ξ), p2x2(z1, p, ξ))

)−1∣∣ ≤ Cα,β1,k |ξ|
−|β|,∣∣Dα

pD
β
ξ

∂x1

∂z1
(z1, x, ξ)

∣∣ ≤ Cα,β1,k |ξ|
−|β|− 1

2 ,∣∣Dα
pD

β
ξ f(x1(z1, p, ξ), x2(z1, p, ξ), ξ)

∣∣ ≤ Cα,β1,k |ξ|
m−|β|,

(4.24)

where p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k), |ξ| ≥ 1, z1 ∈ z1(suppϕk1 , p, ξ).
Formulas (4.20), (4.21) and inequalities (4.24) imply that at �xed k ∈

{1, . . . , N2} for any α, β ∈ Z2
+ there exist constants Cα,β2,k > 0, Cα,β3,k > 0 such

that ∣∣Dα
pD

β
ξ g

k(z1, p, ξ)
∣∣ ≤ Cα,β2,k |ξ|

m− 1
2−|β|, (4.25)∣∣Dα

pD
β
ξ

(
e−iS

∗(p,ξ)Ik1 (p, ξ)
)∣∣ ≤ Cα,β3,k |ξ|

m− 1
2−|β|. (4.26)

where z1 ∈ R, p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k), |ξ| ≥ 1.
We need to introduce some notations. Let P̃ ⊆ P be an open set and Σ̃ ⊆ Σ

be an open conic set. Let γ ∈ R be �xed. We denote by S̃γ(P̃ × Σ̃) the set of
functions a ∈ C∞(P̃ × Σ̃) such that for any α, β ∈ Z2

+ there exists a constant

C̃α,β > 0 such that∣∣Dα
pD

β
ξ a(p, ξ)

∣∣ ≤ C̃α,β |ξ|γ−|β|, p ∈ P̃ , ξ ∈ Σ̃, |ξ| ≥ 1. (4.27)

Besides, we denote S̃−∞(P̃ × Σ̃) = ∩γ∈RS̃
γ(P̃ × Σ̃).

Note that we can rewrite formula (4.26) in the following form:

e−iS
∗(p,ξ)Ik1 (p, ξ) ∈ S̃m− 1

2 (P̃ (p̃k)× Σ̃(ξ̃k)), k = 1, . . . , N2. (4.28)

Step 4: functions aj(p, ξ). Throughout the Steps 4, 5 we suppose that (4.4)
holds.

Using assumptions Q1, S1 and formulas (4.4), (4.19), (4.20) we obtain the
identity∫ +∞

−∞
e
i
2 z

2
1gk(z1, p, λξ) dz1 = λm

∫ +∞

−∞
e
i
2λz

2
1gk(z1, p, ξ) dz1, (4.29)

where p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k), λ > 0.
Using the Plancherel identity we get∫ +∞

−∞
e
i
2λz

2
1gk(z1, p, ξ) dz1 = (2πλ)−

1
2 ei

π
4

∫ +∞

−∞
e
it2
2λ ĝk(t, p, ξ) dt, (4.30)
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where p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k), λ > 0 and

ĝk(t, p, ξ) =
∫ +∞

−∞
e−itz1gk(z1, p, ξ) dz1.

Note that the following formula holds for t ∈ R, λ > 0, N ∈ N ∪ 0:

e
it2
2λ =

N∑
j=0

1
j!

(
it2

2λ

)j
+

1
N !

(
it2

2

)N+1 ∫ 1/λ

0

e
i
2 st

2
(

1
λ
− s
)N

ds.

Hence, the following equality is valid:

+∞∫
−∞

e
it2
2λ ĝk(t, p, ξ) dt =

N∑
j=0

(2iλ)−j

j!

+∞∫
−∞

(it)2j ĝk(t, p, ξ) dt+ rkN (λ, p, ξ), (4.31)

where p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k), λ > 0 and

rkN (λ, p, ξ) =

+∞∫
−∞

1/λ∫
0

(it2)N+1

N !2N+1
e
i
2 st

2
(

1
λ
− s
)N

ĝk(t, p, ξ) ds dt. (4.32)

Taking into account formulas (4.16), (4.21), we obtain the formula∫ +∞

−∞
(it)2j ĝk(t, p, ξ) dt = 2π

∂2jg

∂z2j
1

(0, p, ξ), j = 0, . . . , N, (4.33)

where p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k),

g(z1, p, ξ) = f(x1(z1, p, ξ), x2(z1, p, ξ), ξ)
∂x1

∂z1
(z1, p, ξ)×

×p−1
2

(
∂2q(p1x1(z1, p, ξ), p2x2(z1, p, ξ))

)−1
.

(4.34)

Note that functions x1(z1, p, ξ) (resp. x̃1(z̃1, p, ξ)), g(z1, p, ξ) at �xed p ∈ P ,
ξ ∈ Σ are de�ned, at least, for z1 (resp. z̃1) in a small neighborhood of 0 ∈ R
and in this neighborhood formulas (4.22), (4.23) hold. This is a consequence of
(4.11), (4.34).

Formulas (4.22), (4.23) imply that

∂sx1

∂zs1
(0, p, λξ) = λ−

s
2
∂sx1

∂zs1
(0, p, ξ), λ > 0, (4.35)

where p ∈ P , ξ ∈ Σ, s ∈ N∪0. Using (4.4), (4.34), (4.35) we obtain the identity

∂2jg

∂z2j
1

(0, p, λξ) = λm−j−
1
2
∂2jg

∂z2j
1

(0, p, ξ), λ > 0, j ∈ N ∪ 0, (4.36)

where p ∈ P , ξ ∈ Σ.
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De�ne

aj(p, ξ) =
(2π)

1
2

(2i)jj!
ei
π
4
∂2jg

∂z2j
1

(0, p, ξ), j = 0, . . . , N, (4.37)

where p ∈ P , ξ ∈ Σ.
It follows from (4.10), (4.11), (4.34), (4.36), (4.37) that aj ∈ C∞(P × Σ),

j = 0, . . . , N , and that formulas (4.5), (4.7) hold.
Step 5: function rkN (λ, p, ξ). Using formulas (4.20), (4.29), (4.30), (4.31),

(4.37), we obtain the following equalities:

e−iS
∗(p,λξ)Ik1 (p, λξ)−

∑N

j=0
aj(p, λξ) = (2π)−

1
2 ei

π
4 rkN (1, p, λξ), (4.38)

e−iS
∗(p,λξ)Ik1 (p, λξ)−

∑N

j=0
λm−

1
2−jaj(p, ξ)

= (2π)−
1
2λm−

1
2 ei

π
4 rkN (λ, p, ξ),

(4.39)

where p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k), λ > 0, N ∈ N ∪ 0.
Formulas (4.5), (4.38), (4.39) imply that

rkN (1, p, ξ) = |ξ|m− 1
2 rkN (|ξ|, p, |ξ|−1ξ), (4.40)

where p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k), N ∈ N ∪ 0.
Note that at �xed p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k), α, β ∈ Z2

+ function Dα
pD

β
ξ g(·, p, ξ)

belongs to C∞c (R). Hence, its Fourier transform belongs to the Schwartz space

and there exists such constant Cα,β4,k > 0 that∫ +∞

−∞
|t|2(N+1)

∣∣Dα
pD

β
ξ ĝ(t, p, |ξ|−1ξ)

∣∣dt ≤ Cα,β4,k |ξ|
−|β|, (4.41)

where p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k), |ξ| ≥ 1.
It follows from formulas (4.32), (4.40), (4.41) that

rkN (1, p, ξ) ∈ S̃m−N− 3
2 (P̃ (p̃k)× Σ̃(ξ̃k)), k = 1, . . . , N2, N ∈ N ∪ 0. (4.42)

Step 6: �nal part of the proof. Using formula (4.17), taking into account
that f(·, ξ) has the compact support at �xed ξ ∈ Σ and integrating by parts in
(4.19) we obtain

Ik2 (p, ξ) ∈ S̃−∞(P̃ (p̃k)× Σ̃(ξ̃k)), k = 1, . . . , N2. (4.43)

Formulas (4.18), (4.28), (4.43) imply that

e−iS
∗(p,ξ)I(p, ξ) ∈ S̃m− 1

2 (P̃ (p̃k)× Σ̃(ξ̃k)), k = 1, . . . , N2. (4.44)

Finally, using (4.13), (4.44) we get

e−iS
∗(p,ξ)I(p, ξ) ∈ Sm− 1

2 (P2ε × Σ2ε).
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Since we can chose ε arbitrarily small, we obtain (4.3).
Denote

rN (p, ξ) = e−iS
∗(p,ξ)I(p, ξ)−

∑N

j=0
aj(p, ξ),

where p ∈ P , ξ ∈ Σ, N ∈ N ∪ 0. It follows from formulas (4.18), (4.38) that

rN (p, ξ) = e−iS
∗(p,ξ)Ik2 (p, ξ) + (2π)−

1
2 ei

π
4 rkN (1, p, ξ), (4.45)

where p ∈ P̃ (p̃k), ξ ∈ Σ̃(ξ̃k), k = 1, . . . , N2 and N ∈ N ∪ 0.
Using formulas (4.13), (4.42), (4.43), (4.45) we obtain

rN (p, ξ) ∈ Sm−N− 3
2 (P2ε × Σ2ε).

Since ε can be chosen arbitrarily small, we get (4.6).
Uniqueness of functions aj , j ∈ N∪0, follows from uniqueness of asymptotic

expansion (4.6) of function e−iS
∗(p,ξ)I(p, ξ). Lemma 4.1 is proved.

5 Proof of Lemma 3.1

In this section we prove Lemma 3.1. The proof is divided into �ve lemmas.

Lemma 5.1. Let α ∈ R \ {0, 1} and 0 < δ < 1
2 be �xed. Then R∗α,δRα,δ is a

proper pseudo-di�erential operator.

Proof. Note that the following statements are true:

1. Cα doesn't contain points of types (p, 0, x, ξdx), (p, ηdp, x, 0) and Ctα
doesn't contain points of types (x, 0, p, ηdp), (x, ξdx, p, 0);

2. the support of Kα,δ (resp. K∗α,δ) is compact in P × X (resp. X × P ),
where Kα,δ is the Schwartz kernel of Rα,δ de�ned in (3.6) and K∗α,δ is the
Schwartz kernel of R∗α,δ, given by the same formula (3.6) after changing p
to x and vice versa;

3. submanifolds Ctα × Cα and T ∗X × diag(T ∗P × T ∗P )× T ∗X (where diag
is de�ned in (3.37)) of T ∗X × T ∗P × T ∗P × T ∗X intersect transversally.

Statement 3 can be proved in the following way. Note that(
Ctα × Cα

)
∩
(
T ∗X × diag(T ∗P × T ∗P )× T ∗X

)
=

=
{

(x, λ
∑2

j=1
pαj x

α−1
j dxj , p,−λ

∑2

j=1
xαj p

α−1
j dpj , p,−λ

∑2

j=1
xαj p

α−1
j dpj ,

x, λ
∑2

j=1
pαj x

α−1
j dxj) : x ∈ X, p ∈ P, qα(p1x1, p2x2) = 1, λ ∈ R \ 0

}
.

It follows from this formula and from formulas (2.2), (2.4), (3.11) that

dim
(
Ctα × Cα

)
= 8, dim

(
T ∗X × diag(T ∗P × T ∗P )× T ∗X

)
= 12,

dim
(
(Ctα × Cα) ∩ (T ∗X × diag(T ∗P × T ∗P )× T ∗X)

)
= 4.
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Hence, the dimension of sum of tangent spaces of Ctα × Cα and of T ∗X ×
diag(T ∗P × T ∗P )× T ∗X in points of interection of these submanifolds is equal
to dimension of T ∗X × T ∗P × T ∗P × T ∗X. Statement 3 is proved.

It follows from statements 1, 2, 3 above that R∗α,δRα,δ is a Fourier integral

operator associated with canonical relation Ctα ◦ Cα ⊂ diag(T ∗X × T ∗X) (see
(3.38) and Ref. [Du], Theorem 2.4.1). Hence, R∗α,δRα,δ is a pseudo-di�erential
operator.

Operator R∗α,δRα,δ is proper since operators R
∗
α,δ and Rα,δ have compactly

supported Schwartz kernels.

The remaining part of this subsection is devoted to computation of principal
symbol of R∗α,δRα,δ.

We need to introduce some notations. Note that at �xed p = (p1, p2) ∈ P
the curve Xα,p is the graph of function

x2 = x2(x1, p)
def== p−1

2 (1− pα1xα1 )1/α,

0 < x1 < p−1
1 , if α > 0,

p−1
1 < x1 < +∞, if α < 0.

Similarly, at �xed x = (x1, x2) ∈ X the curve Pα,x is the graph of function

p2 = p2(p1, x) def== x−1
2 (1− pα1xα1 )1/α,

0 < p1 < x−1
1 , if α > 0,

x−1
1 < p1 < +∞, if α < 0.

Let α ∈ R \ {0, 1} and ξ = (ξ1, ξ2) ∈ Σ ∪ (−Σ) be �xed, 1/α + 1/β = 1.
De�ne

S(x, ξ) = ξ1x1 + ξ2x2, x = (x1, x2) ∈ X, (5.1)

U(p, ξ) = (sgn ξ1)
(
|ξ1|βp−β1 + |ξ2|βp−β2

)1/β
, p = (p1, p2) ∈ P. (5.2)

Restricting functions S(x, ξ) and U(p, ξ) to Xα,p and Pα,x, respectively, we
obtain the following functions:

S̃(x1, p, ξ)
def== S((x1, x2(x1, p)), ξ)

= ξ1x1 + ξ2p
−1
2 (1− pα1xα1 )1/α,

Ũ(p1, x, ξ)
def== U((p1, p2(p1, x)), ξ).

Lemma 5.2. Let α ∈ R \ {0, 1} and ξ = (ξ1, ξ2) ∈ Σ ∪ (−Σ) be �xed. Let
1/α+ 1/β = 1. Then:

1. at �xed p = (p1, p2) ∈ P function S(·, ξ) has the unique local extremum
(x∗1(p, ξ), x∗2(p, ξ)) on Xα,p and the following formulas are valid:

x∗j (p, ξ) = |U(p, ξ)|1−β |ξj |β−1p−βj , j = 1, 2, (5.3)

S
(
(x∗1(p, ξ), x∗2(p, ξ)), ξ

)
= U(x, ξ), (5.4)

S̃x1x1

(
x∗1(p, ξ), p, ξ

)
= (1− α)|U(p, ξ)|2β−1 (p1p2)βξ1|ξ1|1−β |ξ2|−β ; (5.5)
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2. at �xed x = (x1, x2) ∈ X function U(·, ξ) has the unique local extremum
on Pα,x given by formula (3.10) and the following formulas are valid:

U
(
(p∗1(x, ξ), p∗2(x, ξ)), ξ

)
= S(x, ξ), (5.6)

Ũp1p1
(
p∗1(x, ξ), x, ξ

)
= αβ|S(x, ξ)|1+ 2

αx
1+ 2

β

1 x−1
2 |ξ1|1−

2
α ξ−1

2 . (5.7)

Proof. 1. Derivatives of function S̃(·, p, ξ) are given by the following formulas:

S̃x1(x1, p, ξ) = ξ1 − ξ2pα1 p−1
2 xα−1

1

(
1− pα1xα1

) 1
α−1

,

S̃x1x1(x1, p, ξ) = (1− α)p−1
2 ξ2

(
1− pα1xα1

) 1
α−2

pα1x
α−2
1 . (5.8)

Solving equation S̃x1(x1, p, ξ) = 0 at �xed p ∈ P , ξ ∈ Σ ∪ (−Σ) for x1, we �nd
the unique point x∗1(p, ξ) given by (5.3).

Formula (5.4) follows from (5.3) and formula (5.5) follows from (5.3), (5.8).

2. Derivatives of function Ũ(·, x, ξ) are given by the following formulas:

Ũp1(p1, x, ξ) = −(sgn ξ1) pα−1
1 |Ũ(p1, x, ξ)|1−β×

×
(
|ξ1|βp−αβ1 − |ξ2|βxα1x

β
2 (1− pα1xα1 )−β

)
,

Ũp1p1(p1, x, ξ) = (1− β)
(
Ũ(p1, x, ξ)

)−1(
Ũp1(p1, x, ξ)

)2+

+αβ(sgn ξ1) pα−2
1 |Ũ(p1, x, ξ)|1−β×

×
(
|ξ1|βp−αβ1 + |ξ2|βp−α(1+β)

2 x2α
1 x−2α

2 pα1

)
.

(5.9)

Solving equation Ũp1(p1, x, ξ) = 0 at �xed x ∈ X, ξ ∈ Σ∪ (−Σ) for p1 we obtain
the unique point p∗1(x, ξ) given by (3.10).

Formula (5.6) follows from (3.10) and formula (5.7) follows from formulas
(3.10), (5.9).

Lemma 5.3. Let α ∈ R \ {0, 1} and 0 < δ < 1
2 be �xed. Then:

1. there exists δ′ = δ′(α, δ) > 0 such that for any u ∈ C∞(X)

(Rα,δeiS(·,ξ)u)(p) ∈ S−∞
(
P ×

(
R2 \ (0 ∪ Σδ′ ∪ −Σδ′)

))
,

where S is de�ned in (5.1), Σδ′ is de�ned in (3.8);

2. there exists δ′′ = δ′′(α, δ) > 0 such that for any v ∈ C∞(P )

(R∗α,δe
iU(·,ξ)v)(x) ∈ S−∞

(
X ×

(
R2 \ (0 ∪ Σδ′′ ∪ −Σδ′′)

))
,

where U is de�ned in (5.2), Σδ′′ is de�ned in (3.8).

Proof. 1. It follows from (3.5) that it is su�cient to show that there exists
δ′ = δ′(α, δ) > 0 such that function S(·, ξ) de�ned in (5.1) at �xed ξ ∈ R2 \ (0∪
Σδ′ ∪ −Σδ′) doesn't have local extrema on Xα,p ∩ supp æα,δ for all p ∈ P .
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Note that S(·, ξ) at �xed ξ ∈ R2 \ (0 ∪ Σ ∪ −Σ) doesn't have local extrema
on curve Xα,p for all p ∈ P .

It follows from de�nition (3.3) that

æα,δ(p, x) = 0, if p 6∈ Pδ or x 6∈ Xδ, (5.10)

where Xδ, Pδ are de�ned in formula (3.14).
Using Lemma 5.2 (1) we obtain that at �xed p ∈ P , ξ ∈ Σ ∪ (−Σ) function

S(·, ξ) has the unique local extremum (x∗1(p, ξ), x∗2(p, ξ)) on Xα,p given by for-
mula (5.3). It follows from formula (5.3) that there exists such δ′ = δ′(α, δ) > 0
that for any p ∈ Pδ/2, ξ = (ξ1, ξ2) ∈ Σ∪(−Σ) such that ξ1/ξ2 ≤ δ′ or ξ2/ξ1 ≤ δ′,
we have x∗(p, ξ) 6∈ Xδ/2.

Hence, using (5.10) we obtain that if p ∈ P , ξ ∈ (Σ \ Σδ) ∪ ((−Σ) \ (−Σδ)),
then x∗(p, ξ) 6∈ Xα,p ∩ supp æα,δ. The �rst statement of Lemma 5.3 is proved.

2. The second statement can be proved in a similar way.

Lemma 5.4. Let α ∈ R \ {0, 1} and 0 < δ < 1
2 be �xed. Let 1/α + 1/β = 1.

Then there exist the unique functions aj ∈ C∞(P ×R2 \0), j ∈ N∪0, satisfying

aj(p, λξ) = λ−j−
1
2 aj(p, ξ), p ∈ P, ξ ∈ R2 \ 0, λ > 0, (5.11)

and such that the following formula holds:

e−iU(p,ξ)(Rα,δeiS(·,ξ))(p)−
∑N

j=0
aj(p, ξ) ∈ S−N−

3
2 (P × R2 \ 0), (5.12)

where N ∈ N ∪ 0, S is de�ned in (5.1), U is de�ned in (5.2).
Furthermore, the following formula holds:

a0(p, ξ) = (2π)
1
2 |1− α|− 1

2 exp
(
i(π/4) · sgn(1− α)

)
×

×(p1p2)−
β
2 |ξ1ξ2|

β
2−1|U(p, ξ)| 32−βæα,δ

(
p, (x∗1(p, ξ), x∗2(p, ξ))

)
,

(5.13)

where p ∈ P , ξ ∈ Σ ∪ (−Σ); x∗1(p, ξ), x∗2(p, ξ) are de�ned in (5.3).

Proof. We will prove this lemma using Lemma 4.1 of Section 4.
Note that function qα satis�es assumptions Q1, Q2 of Remark 2.2 and func-

tion S de�ned in (5.1) satis�es assumption S1 of Section 4 with Σ̂ = Σ and

Σ̂ = −Σ. It follows from Lemma 5.2 (1) that functions qα, S satisfy assump-
tions QS1, QS2 of Section 4.

Using formulas (5.3), (5.5) of Lemma 5.2 we also obtain the following equal-
ity:

|S̃x1x1(x∗1(p, ξ), p, ξ)| 12 ∂2qα
(
p1x
∗
1(p, ξ), p2x

∗
2(p, ξ)

)
=

= |1− α| 12 (p1p2)
β
2 |ξ1ξ2|1−

β
2 |U(p, ξ)|β− 3

2 ,
(5.14)

where p ∈ P , ξ ∈ Σ ∪ (−Σ).
Now Lemma 5.4 follows from Lemmas 4.1, 5.3 (1) if we take into account

that asymptotic expansions are unique.
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The following lemma �nishes the proof of Lemma 3.1.

Lemma 5.5. Let α ∈ R \ {0, 1} and 0 < δ < 1
2 be �xed. Let 1/α + 1/β = 1.

Then there exist the unique functions bm ∈ C∞(X×R2\0), m ∈ N∪0, satisfying

bm(x, λξ) = λ−m−1bm(x, ξ), x ∈ X, ξ ∈ R2 \ 0, λ > 0, (5.15)

and such that the following formula is valid:

e−iξx(R∗α,δRα,δe
iS(·,ξ))(x)−

∑N

m=0
bm(x, ξ) ∈ S−N−2(X × R2 \ 0), (5.16)

where N ∈ N ∪ 0, S is de�ned in (5.1).
Furthermore,

b0(x, ξ) = 2π|α|−1 exp
(
i(π/4) · sgn(1− α) · (1− sgn ξ1)

)
×

×(x1x2)−
1
β |ξ1ξ2|−

1
β |ξx|1− 2

αæ2
α,δ

(
(p∗1(x, ξ), p∗2(x, ξ)), x

)
,

(5.17)

where x ∈ X, ξ ∈ Σ ∪ (−Σ); p∗1(x, ξ), p∗2(x, ξ) are de�ned in (3.10).
Besides, there exists ε = ε(α, δ) > 0 such that bm(x, ξ) = 0 for x ∈ X,

ξ ∈ R2 \ (0 ∪ Σε ∪ −Σε), m ≥ 0, where Σε is de�ned by formula (3.8).

Proof. Using Lemma 5.4 we obtain the expansion:

e−iU(p,ξ)(Rα,δeiS(·,ξ))(p) =
∑N

j=0
aj(p, ξ) + rN (p, ξ), (5.18)

where p ∈ P , ξ ∈ R2 \ 0, rN ∈ S−N−
3
2 (P × R2 \ 0), N ∈ N ∪ 0.

Note that function qα satis�es assumptions Q1, Q2 of Remark 2.2 and func-
tion U de�ned in (5.2) satis�es assumption S1 of Section 4 with Σ̂ = Σ and

Σ̂ = −Σ. It follows from Lemma 5.2 (2) that functions qα, U also satisfy
assumptions QS1, QS2 of Section 4.

Using formulas (3.10), (5.7) we also obtain the following formula:

|Ũp1p1(p∗1(x, ξ), x, ξ)| 12 ∂2qα
(
p∗1(x, ξ)x1, p

∗
2(x, ξ)x2

)
=

= |αβ| 12 (x1x2)
1
2+ 1

β |ξ1ξ2|
1
2−

1
α |ξx| 2α− 1

2 ,
(5.19)

where x ∈ X, ξ ∈ Σ ∪ (−Σ); p∗1(x, ξ), p∗2(x, ξ) are de�ned in (3.10).
Using Lemmas 4.1, 5.3 (2) we obtain that there exist the unique functions

bj,k ∈ C∞(X × R2 \ 0), j, k ∈ N ∪ 0, satisfying

bj,k(x, λξ) = λ−j−k−1bj,k(x, ξ), x ∈ X, ξ ∈ R2 \ 0, λ > 0, (5.20)

and such that the following formula holds:

e−iξxR∗α,δ

(
eiU(·,ξ)aj(·, ξ)

)
(x)−

M∑
k=0

bj,k(x, ξ) ∈ S−j−M−2
(
X × R2 \ 0

)
, (5.21)
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where j, M ∈ N ∪ 0. Furthermore, it follows from Lemma 5.3 (2) that there
exists ε = δ′′(α, δ) > 0 such that bj,k(x, ξ) = 0 if x ∈ X, ξ ∈ Rd \ (0∪Σε ∪−Σε)
for all j, k ∈ N ∪ 0.

Besides, denoting b0 = b0,0 we obtain (5.17).

Taking into account that rN ∈ S−N−
3
2 (P × R2 \ 0) and using Lemmas 4.1,

5.3 (2), we obtain that

e−iξxR∗α,δ

(
eiU(·,ξ)rN (·, ξ)

)
(x) ∈ S−N−2

(
X × R2 \ 0

)
. (5.22)

Denote bm =
∑
j+k=m bj,k, m ∈ N. Now Lemma 5.5 follows from (5.18),

(5.20), (5.21), (5.22) if we take into account that asymptotic expansions are
unique.

Lemmas 5.1, 5.5 imply the statement of Lemma 3.1 if we take into account
that the full symbol of R∗α,δRα,δ is given by formula

σα,δ(x, ξdx) = e−iξx(R∗α,δRα,δe
iS(·,ξ))(x).

and the principal symbol σPα,δ(x, ξdx) is the term of top degree in the asymptotic
expansion of σα,δ(x, ξdx).

6 Numerical examples

In the work [Ag2] an explicit formula for inversion of transform Rα, α ∈ R \ 0,
on the space C3

c (X) of smooth functions with compact support was obtained.
But Theorem 2.1 shows that the transform Rα is de�ned on a much more
general space E ′(X) of distributions with compact support. Proposition 2.1
together with Theorem 2.1 (3) show that in this case it is at least possible to
reconstruct the singularities (x, ξdx) ∈ T ∗X of a distribution u ∈ E ′(X) such
that ξ = (ξ1, ξ2), ξ1ξ2 > 0. We will illustrate this by several examples.

Also note that this reconstruction of singularities is stable with respect to
perturbations of class C∞c (X) since the Fourier integral operators map smooth
functions to smooth functions.

1. Visibility of singularities. Let u be the characteristic function of the
black �gure at Fig. 1 (a). Note that the wavefront set of u consists of such pairs
(x, ξdx) that x belongs to the boundary point of the black �gure and ξ 6= 0
belongs to the linear hull of the normal cone to the black �gure at x.

Consider the transform Rα with α = 0.5 and chose ε = 0.49. In notations of
Proposition 2.1 we have γ(α) = 5, δ > 0.003. Note that for any x = (x1, x2) ∈
suppu we have x1, x2 ∈ (ε, ε−1). Besides, for any (x, ξdx) ∈ WF (u) such
that x is not a corner of the black �gure we have that ε < ξ1

ξ2
< ε−1. Set

δ∗ = 0.003. Applying Theorem 2.1 (3) and Proposition 2.1 we obtain that
u∗ = R∗αχ

1
δ∗χ

2
δ∗Rαu has the same singularities (x, ξdx) as function u everywhere

except the corner points of the black �gure.
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(a) (b)

Figure 1: visibility: (a) original �gure; (b) reconstructed function.

The function u∗ is presented in Fig. 1 (b). We see that the numerical result
is consistent with the statements of Theorem 2.1 (3) and Proposition 2.1 so that
the singularities of u∗ are precisely the singularities of u.

2. Invisibility of singularities. Now we consider the worst possible case.
Note that all the singularities of function u∗ = R∗αχ

1
δ∗χ

2
δ∗Rαu are contained in

the singularities of function u so that the worst possible case arises when u has
singularities but u∗ doesn't.

Consider, as above, the transform Rα with α = 0.5 and set ε = 0.49 so that
γ(α) = 5, δ > 0.003. Set δ∗ = 0.003. Let u be the characteristic function of
the black �gure at Fig. 2 (a) so that for any x = (x1, x2) ∈ suppu we have
x1, x2 ∈ (ε, ε−1) and for any (x, ξdx) ∈ WF (u) we have that ξ1

ξ2
< 0, where

ξ = (ξ1, ξ2) and x is not a corner point of the black �gure. Then, according
to Theorem 2.1 (3) and Proposition 2.1, the function u∗ can have singularities
only in corner points of the black �gure.

The function u∗ is presented in Fig. 2 (b). Once again, the numerical recon-
struction is consistent with the statements of Theorem 2.1 (3) and Proposition
2.1 since u∗ doesn't have singularities but in the corner points of the black �gure.

3. Partial visibility. Let u be the characteristic function of the black �gure
at Fig. 3 (a). In this case the wavefront set of u consists of the pairs (x, ξdx)
where x belongs to the boundary of the black �gure and ξ 6= 0 is orthogonal to
the boundary at point x.

We chose α = 0.5, γ(α) = 5, ε = 0.25 so that δ > 10−4. Take δ∗ = 10−4

and set u∗ = R∗αχ
1
δ∗χ

2
δ∗Rαu. According to Theorem 2.1 (3) and Proposition 2.1

function u∗ must have singularities at points (x, ξdx) where x belongs to the
boundary of the black �gure, ξ 6= 0 is orthogonal to the boundary of the black
�gure at point x and 14◦ ≈ arctan ε < arctan( ξ1ξ2 ) < arctan ε−1 ≈ 76◦. Also,

according to Theorem 2.1 (3) u∗ mustn't have singularities if either x doesn't
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(a) (b)

Figure 2: insivibility: (a) original function; (b) reconstructed function.

belong to the boundary of the black �gure or ξ1ξ2 < 0.
Function u∗ is presented at Fig. 3 (b). We see that the result of numerical

simulation con�rms the statements of Theorem 2.1 (3) and Proposition 2.1.
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