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Multi-agent flocking under general communication rule

Samuel Martin, Antoine Girard, Arastoo Fazeli and Ali Jadbabaie

Abstract—In this paper, we consider a multi-agent system consisting of mobile agents with second-order dynamics. The communication network is determined by a general interaction rule based on the distance between agents. The goal of this paper is to determine practical conditions ensuring that the agents asymptotically agree on a common velocity, i.e. a flocking behavior is achieved. Unlike previous studies on the topic, our results simultaneously satisfy the three following features: our conditions apply to a model which does not require long distance communication; they only depend on the initial positions and velocities of the agents, and most importantly, our results allow for the disconnection of communication links which are not necessary for flocking. To circumvent the difficulty arising from the state dependent dynamics, a suitable bounding process is used. We apply our result to two cases where communication takes place either within deterministic or stochastic distance radiiuses. Our result is illustrated through simulations.

I. INTRODUCTION

Analysis and design of cooperative behaviors in networked dynamic systems has lately received a lot of attention. Multi-agent systems find applications in technical areas such as mobile sensor networks [CB09], cooperative robotics [CMKB04] or distributed implementation of algorithms [TBA86]. A central question arising in the study of multi-agent systems is whether the group will be able to reach a consensus. Intuitively, agents are said to reach a consensus when all individuals agree on a common value (e.g. the heading direction of a flock of birds, the candidate to elect for voters).

To carry out formal studies on consensus problems, one usually assumes that the multi-agent system follows some abstract communication protocol and then investigates conditions under which a consensus will be reached. Existing frameworks include discrete and continuous-time systems involving or neglecting time-delays in the communication process (see e.g. [OSFM07]). The communication network between agents is usually modeled by a graph. The graph topology is either assumed to be fixed or can switch over time. The switching topology of the interactions is sometimes assumed to depend on the state of the agents (e.g. the strength of the communication can be a function of the distance between agents).

Consensus can be modeled in a deterministic fashion; however, in many applications it seems that the topology of the network is quite random. Recently there has been a growing interest in studying consensus algorithms in a probabilistic setting [HM05], [Wu06], [PS07], [TSJ08], [PT07], [AOP10], [TN10], [Cha09], [JLM03], [TJP07], where network changes can be independent, identically distributed (i.i.d.) over time [TSJ08], ergodic-stationary [TSJ10], or Markovian [IJ09]. This randomness can be due to the unpredictability of the environment in which the communication between agents occurs or due to the inherent probabilistic characteristic of the communication among agents [FZ07].

An example where consensus protocols apply is when agents in the network communicate if they are within some distance which is governed by some random process. For instance in wireless networks, the log-normal shadowing statistical model can be approximated assuming that the range within which agents communicate is random and uniformly distributed over some interval [BW09]. Therefore, in these probabilistic cases one should investigate conditions under which consensus will be reached with some given probability. It would be quite useful if a lower bound for this probability could be found as well.

Many papers have investigated sufficient conditions ensuring asymptotic consensus. The assumptions made in the models are usually rather general (see e.g. [Mor05]). This enables the given conditions to apply in a wide range of cases. Conditions usually require some connectivity properties on the expected communication network to hold over time. A drawback in such conditions is that they often cannot be verified a priori.

In this paper we consider a group of agents with second order dynamics. We generalize previous works from Martin and Girard [MG10] and Martin et al. [MFG12] by considering the following setting : The communication network is determined by an interaction rule based on the distance between agents (see section II). The influence between two agents is a non-increasing function of the distance between them. This influence is supposed to be symmetric. Under these mild assumptions, the goal of the paper is to determine practical conditions (on the initial positions and velocities of agents) ensuring that the agents eventually agree on a common velocity, i.e. a flocking behavior is achieved (see section IV-A). These conditions depend on the initial configuration only. As defined, the dynamics is state dependent and therefore hard to forecast. We exhibit a suitable bounding process which allows us to build upon previous work such as [TSJ06], to establish such conditions (see section IV-C). In order to show the applicability of our theoretical result, we apply it to two distinct communication rules. First, agents interact whenever their distance is smaller than a fixed communication radius (section V-A). Then, we set distinct communication radiiuses for each agents, each of them varying randomly in time (section V-A). In the latter case, we show how to compute the optimal bound for flocking (section VI-A). This allows us to test our result in numerical simulations (section VI-B). Finally, we investigate the impact of the mean and variance
of the communication radiiuses on the bound for flocking (section VI-B). Our result is illustrated through simulations.

Unlike previous studies on the topic, our results simultaneously satisfy the following features:

- the change in the network topology is endogenous, i.e. it depends explicitly on the agents’ states,
- our conditions apply to a model which does not require long distance communication,
- the conditions only depend on the initial configuration of the system,
- and most importantly, our results allow for the disconnection of communication links which are not necessary in order to obtain asymptotic flocking.

Related results in the literature include [DM09] where the authors assume a hierarchy in the communication network and [CM08] where the authors consider additive noise to as the algebraic connectivity of the network. Let be the Laplacian matrix of . The second smallest eigenvalue of is usually referred to as the algebraic connectivity of the network. Let be the Laplacian matrix of . The matrix is symmetric, positive-semidefinite. Its eigenvalues are non-negative reals and its smallest one is 0 with eigenvector , vector of all ones. We denote these eigenvalues in increasing order as

The symmetry assumption allows us to make use of algebraic graph theory. Without this assumption our main results do not hold. The fact that the weights decrease with the distance between agents reflects communication constraints often found in real systems: it is easier for the agents to sense each other when they are closer to one another. As we shall see in section V-B, the fact that the weights depend explicitly on time allows to include important classes of systems such as systems with disturbance. Metric interactions are usually assumed to be a good representation of how collective behavior takes place. Thus, most of the literature on the subject, including [Rey87], [VCBJ95], uses them.

We say that the agents achieve a flocking behavior if all the agents asymptotically move with a common direction:

\[ \forall i, j \in \mathcal{N}, \lim_{t \to +\infty} |v_i(t) - v_j(t)| = 0. \]

The goal of this paper is to determine sufficient conditions which guarantee that the flocking behavior is achieved. Such conditions should be easily verifiable using only the initial positions and velocities of agents.

II. Problem Formulation

In this paper, we study a discrete time, multi-agent system. We consider a set of mobile agents evolving in a -dimensional space. Each agent is characterized by its position and its velocity at time , where is the time step parameter of the system.

The initial positions and velocities are given by and , respectively. The agents exchange information over a communication network. The topology of the network depends on the relative position of agents and is therefore subject to change. The agents use the available information to adapt their velocity in order to achieve a flocking behavior. Formally, the evolution of each agent occurs every time step and for some , this evolution is described at time by the following discrete-time protocol:

\[
\begin{align*}
    x_i(t+1) &= x_i(t) + \varepsilon v_i(t) \\
    v_i(t+1) &= v_i(t) + \varepsilon \sum_{j \in \mathcal{N}} a_{ij}(t, ||x_j(t) - x_i(t)||) (v_j(t) - v_i(t)).
\end{align*}
\]

where is the communication weight between and and denotes the Euclidean norm. The weight is defined as if agents and take place at time and is equal to 0 otherwise.

In this paper we focus on communication of agents defined by a metric rule, which explains why the communication weights depend explicitly on the distance between agents. In this paper, we also assume that the following condition is satisfied:

**Assumption 1.** The communication weights are symmetric and decrease when agents go away from one another: for all and for all ,

\[
\begin{align*}
    &\forall z \in \mathbb{R}^d, a_{ij}(t, z) = a_{ji}(t, z), \\
    &\forall z_1, z_2 \in \mathbb{R}^d, z_1 \leq z_2 \Rightarrow a_{ij}(t, z_1) \geq a_{ij}(t, z_2).
\end{align*}
\]

1 In the following, denotes the usual Euclidean norm on or depending on the context.

The second smallest eigenvalue of is usually referred to as the algebraic connectivity of the network. Let be the Laplacian matrix of . The matrix is symmetric and therefore also has real eigenvalues. We denote them in decreasing order as follows:

\[ 0 = \lambda_1(L) \leq \lambda_2(L) \leq \ldots \leq \lambda_d(L). \]

The second smallest eigenvalue of is referred to as the algebraic connectivity of the network. Let be the Laplacian matrix of . The matrix is symmetric and therefore also has real eigenvalues. We denote them in decreasing order as follows:

\[ 0 = \lambda_1(W) \leq \lambda_2(W) \leq \ldots \leq \lambda_d(W), \]

so that we have for ,

\[ \lambda_i(W) = 1 - \varepsilon \lambda_i(L). \]

**Lemma 2** (Lemma 8 [KM07]). Let . The spectral radius of is max(1 – , -1 + ).
Remark 3. In the rest of the paper, we shall assume \( \varepsilon < \frac{1}{\lambda_2(L)} \) for all Laplacian matrix considered. This is always possible by choosing \( \varepsilon = \frac{1}{\sum_{t=1}^{\infty}} \) \( s \) (see e.g. [GR01]). Under this assumption, the spectral radius of \( W - J \) is \( 1 - \varepsilon \lambda_2(L) \). This assumption also yields \( \varepsilon < \frac{1}{\lambda_2(L)} \) and thus \( 1 - \varepsilon \lambda_2(L) > 0. \)

To a communication weight matrix \( A \), we associate a weighted graph \( G = (N,E,A) \) consisting of a set of nodes \( N \) \( \{1, \ldots, n\} \) and a set of edges \( E \subseteq N \times N \) such that \((i,j) \in E \) if \( a_{ij} > 0 \). According to assumption 1, \( E \) is symmetric \((i,j) \in E \) iff \((j,i) \in E \) and anti-reflexive \((i,i) \notin E \). If \((i,j) \in E \), we say that \( i \) is a neighbor of \( j \). A path between \( i \) and \( j \) is a sequence of nodes \( (i_1,i_2, \ldots, i_k) \) such that \( i_1 = i, i_k = j \) and \( \forall k \in \{1, \ldots, p-1\}, (i_k,i_{k+1}) \in E \). We shall consider throughout this paper paths without loops, i.e. for every couple of nodes \((i,j) \in N \times N \) such that \( i \neq j \), there exists a path between \( i \) and \( j \).

We define a partial order relation on weighted graphs.

\[ G' \preceq G, \]

where \( \preceq \) is a (spanning) subgraph of \( G \), which is denoted \( G' \preceq G \),

when for all \( i, j \in N, \ A'_{ij} \leq A_{ij} \).

The following proposition shows that \( \lambda_2(L) \) is a good measure of the connectivity of the graph:

\[ \lambda_2(L) \]

Lemma 5 (GR01). Let \( L \) and \( L' \) be the Laplacian matrices associated to graphs \( G \) and \( G' \) respectively.

- \( G \) is connected iff \( \lambda_2(L) > 0 \).
- If \( G' \preceq G \), i.e. \( G' \) is a subgraph of \( G \), then \( \lambda_2(L') \leq \lambda_2(L) \).

B. Consensus over Random Networks

In this section, we apply the algebraic formalism to system (1) to derive a useful result. This approach was for instance used in [TSJ06] and [KM07].

Let \( x(t) = (x_1(t)^T, \ldots, x_n(t)^T)^T \in \mathbb{R}^n \) and \( v(t) = (v_1(t)^T, \ldots, v_n(t)^T)^T \in \mathbb{R}^{n^2} \) be the stacked vectors of positions and velocities, respectively. We also define the stacked vectors of initial positions and velocities: \( x^0 = (x_1^0, \ldots, x_n^0)^T \in \mathbb{R}^n \) and \( v^0 = (v_1^0, \ldots, v_n^0)^T \in \mathbb{R}^{n^2} \). Let \( L(t) \) be \( L(t) \otimes I_d \), \( W(t) \) be \( W(t) \otimes I_d \) and \( J(t) \) be \( J(t) \otimes I_d \) where \( I_d \) is the \( d \times d \) identity matrix and \( \otimes \) denotes the Kronecker product. Then, system (1) becomes in matrix form

\[ x(t+1) = x(t) + L(t)v(t) \]
\[ v(t+1) = W(t)v(t) - (L_{d} - \varepsilon L(t))v(t). \]

Since \( L(t) \) is symmetric and \( I_d \) is an eigenvalue associated to eigenvalue 0, the average of the velocities \( \bar{v} = 1/n \cdot (L_{d} - \varepsilon L(t))v(t) \) is preserved by (4). It follows that if the agents achieve a flocking behavior, the common asymptotic velocity is necessarily \( \bar{v} \).

For \( i \in N \), let \( \delta_i(t) = v_i(t) - \bar{v} \), we define the velocity disagreement vector \( \delta(t) = (\delta_1(t)^T, \ldots, \delta_n(t)^T)^T \). Let \( y_i(t) = x_i(t) - \varepsilon^2 v^T \) and \( y(t) = (y_1(t)^T, \ldots, y_n(t)^T)^T \). Denote \( z(t) = y(t) - x^0 \). We have \( z(0) = 0 \). The vector \( y(t) \) essentially gives the relative positions of the agents, as we have

\[ \forall i, j \in N, \ x_i(t) - x_j(t) = y_i(t) - y_j(t) \]

whereas \( z(t) \) gives the modifications of the relative positions since

\[ \forall i, j \in N, \ z_i(t) - z_j(t) = (x_i(t) - x_j(t)) - (x_i^0 - x_j^0). \]

The dynamics of \( z \) and \( \delta \) are as follows:

\[ z(t+1) = z(t) + \varepsilon \delta(t), \]
\[ \delta(t+1) = W(t)\delta(t). \]

Lemma 6 (Lemma 7 [KM07]). For all time \( t \in \mathbb{N} \),

\[ \|\delta(t+1)\| \leq (1 - \varepsilon \lambda_2(L(t)))\|\delta(t)\|. \]

Lemma 6 gives a sufficient condition for flocking, i.e. \( \sum_{t=0}^{\infty} (1 - \varepsilon \lambda_2(L(t))) = 0 \). However, this condition is not simple to verify since \( L(t) \) is a position dependent matrix. This is why, in the next section, we introduce a bounding function of \( \|\delta(t)\| \) which is easier to deal with.

IV. SUFFICIENT CONDITION FOR FLOCKING

A. Main result

In this section, we propose a theorem giving sufficient conditions for flocking. To do so, we introduce the variable \( \rho > 0 \) which represents the maximal perturbation allowed on the relative positions of agents. We then define the weighted graph \( G(t) = (N, \tilde{E}(t), \tilde{A}(t)) \) corresponding to the initial relative distance between agents perturbed by \( \rho \), where \( \tilde{A}(t) = (\tilde{a}_{ij}(t)) \)

\[ \tilde{a}_{ij}(t) = a_{ij}(t, ||x_i(0) - x_j(0)|| + \rho), \]

where the functions \( a_{ij} \) are the interaction weights used in system (1). We denote \( L(t) \) the Laplacian matrix of weighted graph \( G(t) \). Notice that the graph \( G(t) \) is not explicitly state-dep

These notation allow us to state the main theoretical theorem of the paper:

Theorem 7. Flocking is achieved if \( 2 \)

\[ \frac{\sum_{t=0}^{\infty} \prod_{w=0}^{t-1} (1 - \varepsilon \lambda_2(L(w)))}{\varepsilon^2} \|\delta(0)\| \leq \frac{\rho}{\varepsilon \sqrt{2}}. \]

As given the computation of the sufficient condition for flocking given in Theorem 7 may not seem obvious. We shall see how this can be done for specific communication rules in section V. We can already qualitatively comment on this condition. The condition depends on the initial velocities through the vector \( \|\delta(0)\| \). As expected, flocking is more likely to occur if the initial velocity disagreement is small. The dependency on the initial positions comes from \( \lambda_2(L(w)) \). Notice that according to assumption 1 and lemma 5, \( \lambda_2(L(w)) \) decreases when the distance between agents increases, making flocking less likely to occur. The robustness \( \rho \) appears twice in
the condition since \( \lambda_2(\tilde{L}(\nu)) \) also depends on it. The optimal choice of parameter \( \rho \) will be discussed in section VI-A.

The proof of the previous theorem requires intermediate results which we derive in the next two sections. We thus postpone the proof to the end of section IV-C. Essentially, we will show that for all time \( t \geq 0 \),

\[
\tilde{G}(t) \preceq G(t),
\]

i.e. \( \tilde{G}(t) \) bounds the minimal quantity of interactions taking place in \( G(t) \). To do so, we combine the following steps:

- equation (8) imposes a minimal convergence rate for the velocity disagreement, which in turns gives a bound on the distance modification at time \( t + 1 \) (see lemma 9).
- if the distances between agents \( |x_i(t) - x_j(t + 1)| \) are not modified more than the robustness \( \rho \) then equation (8) is satisfied at time \( t + 1 \) (see proposition 8).

An induction on time \( t \) allows to conclude. The fact that equation 8 implies flocking lies implicitly in the fact that it bounds the distances between agents and thus forces the velocities to converge (see Theorem 10).

B. Robustness of the interaction graph

The definition of graph \( \tilde{G}(t) \) and assumption 1 yields a sufficient condition for preserving the graph \( \tilde{G}(t) \) in \( G(t) \) over time:

**Proposition 8.** Let \( t \in \mathbb{N} \). Let \( z(t) = y(t) - x^0 \) as in section III-B. If

\[
|z(t)| \leq \frac{\rho}{\sqrt{2}},
\]

then \( \tilde{G}(t) \) is a subgraph of \( G(t) \), i.e. \( \tilde{G}(t) \preceq G(t) \), where the partial order \( \preceq \) is defined in definition 4.

**Proof.** Let \( i, j \in \mathbb{N} \) distinct. We have

\[
-2(z_i(t)z_j(t)) \leq |z_i(t)|^2 + |z_j(t)|^2.
\]

Thus,

\[
|z_i(t) - z_j(t)|^2 = |z_i(t)|^2 + |z_j(t)|^2 - 2(z_i(t)z_j(t)) \leq 2(|z_i(t)|^2 + |z_j(t)|^2) \leq 2|z(t)|^2.
\]

Then, using the assumption of the proposition, we have \( |z_i(t) - z_j(t)| \leq \rho \), so that equation (5) gives

\[
|z_i(t) - z_j(t)| = |z_i(t) - x_j(t) - (x_i^0 - x_j^0)| \leq |z_i(t) - x_j(t) - (x_i^0 - x_j^0)| + |x_i^0 - x_j^0| \leq |z_i(t) - z_j(t)| + |x_i^0 - x_j^0| \leq \rho + |x_i^0 - x_j^0|.
\]

This, along with assumption 1, allows to conclude. \( \Box \)

We will show in the application section that under certain conditions, the assumption required in proposition 8 is verified, i.e. the modification on the distances between agents is always smaller than maximal perturbation \( \rho \) (which explains its name).

In the next section, we explain how to use proposition 8 to derive a sufficient condition for flocking.

C. Bounding processes

We define a system of two variables lying in \( \mathbb{R}^+ \), \((p, q)\) which will serve to bound system (1):

\[
p(t + 1) = p(t) + \varepsilon q(t), \\
q(t + 1) = (1 - \varepsilon \lambda_2(\tilde{L}(t)))q(t),
\]

where \( p(0) = 0 \) and \( q(0) = ||\delta(0)|| \). Under a certain assumption, we shall show that \( p \) bounds \( ||z|| \), the distance modification between agents while \( q \) serves as a bound to the velocity disagreement vector \( ||\delta|| \) (see equation (6)). As we shall see in the application, the behavior of \((p, q)\) is easier to characterize than the one of \((z, \delta)\).

We can now state the bounding property:

**Lemma 9.** We have

\[
\forall t \in \mathbb{N}, \quad p(t) < \frac{\rho}{\sqrt{2}} \Rightarrow \forall t \in \mathbb{N}, \quad \lambda_2(L(t)) \geq \lambda_2(\tilde{L}(t)) \quad \Rightarrow \quad ||\delta(t)|| \leq q(t).
\]

**Proof.** We show the result by induction on time. Assume that the left-hand side of the implication is satisfied. By definition, \( q(0) = ||\delta(0)|| \) and \( p(0) = ||z(0)|| = 0 \). Assume the result is true for some time \( t \) : \( ||\delta(t)|| \leq q(t) \) and \( ||z(t)|| \leq p(t) \). The inequality on the positions at time \( t + 1 \) comes as follows:

\[
||z(t + 1)|| = ||z(t) + \varepsilon \delta(t)|| \leq ||z(t)|| + \varepsilon ||\delta(t)|| \leq p(t) + \varepsilon q(t) = p(t + 1) + \varepsilon q(t) < \frac{\rho}{\sqrt{2}} + \varepsilon q(t) = \frac{\rho}{\sqrt{2}} + \varepsilon q(t + 1) < \frac{\rho}{\sqrt{2}} + \varepsilon q(t + 1) = \frac{\rho}{\sqrt{2}} + \varepsilon q(t + 1).
\]

For the inequality on the velocities, we have \( ||\delta(t)|| \leq p(t) < \rho/\sqrt{2} \), where we used the left-hand side of the implication. Thus, we can apply proposition 8 along with Lemma 5 to obtain \( \lambda_2(L(t)) \geq \lambda_2(\tilde{L}(t)) \). Then, Lemma 6 gives

\[
||\delta(t + 1)|| \leq (1 - \varepsilon \lambda_2(\tilde{L}(t)))||\delta(t)|| \leq (1 - \varepsilon \lambda_2(\tilde{L}(t)))q(t) \leq (1 - \varepsilon \lambda_2(\tilde{L}(t)))q(t) = q(t + 1).
\]

This last lemma leads to the following result:

**Theorem 10.** If for all time \( t, \quad p(t) \leq \frac{\rho}{\sqrt{2}} \) then flocking is achieved, i.e. \( \lim_{t \to \infty} ||\delta(t)|| = 0 \).

**Proof.** We have that \( \lambda_2(L(t)) > 0 \) (see algebraic graph theory section III-A). Also, since \( \lambda_2(L(t)) < \lambda_2(\tilde{L}(t)) \) (see Lemma 9). These two facts along with Remark 3 give that \( (1 - \varepsilon \lambda_2(\tilde{L}(t))) \) is in \((0,1)\). Thus, since sequence \( q \) is defined by system (9), it is non-negative and non-increasing. As a consequence, sequence \( q \) must converge. It is easy to see that if \( \lim_{t \to \infty} q(t) = 0 \) then \( p \) diverges. Thus, \( \lim_{t \to \infty} q(t) = 0 \). Using Lemma 9, we have \( ||\delta(t)|| \leq q(t) \), thus \( \lim_{t \to \infty} ||\delta(t)|| = 0 \) which guarantees flocking. \( \Box \)

In order to use the previous Lemma, we need to be able to characterize the evolution of \( p \) in function of the initial configurations of the system. This will be done in the application section.

**Proof of Theorem 7.** Notice that, from system (9), for \( t \in \mathbb{N} \),

\[
p(t) = \varepsilon \left( \sum_{t=0}^{\infty} \prod_{s=0}^{t-1} (1 - \varepsilon \lambda_2(\tilde{L}(u))) \right) ||\delta(0)||,
\]
which, using Remark 3, shows that \( p \) is a non-decreasing sequence. Thus, Theorem 7 becomes a direct corollary of Theorem 10.

\[ \square \]

V. Applications

We now present two applications to our main theoretical result. The first one assume that agents interact when at a distance smaller than a fixed interaction radius \( R > 0 \), i.e.

\[ a_{ij}(t) = \max(0, \tilde{\chi}(\|x_i(t) - x_j(t)\|) \leq R) \]

where the \( \tilde{\chi}() \) is the characteristic function (for an assertion A, \( \tilde{\chi}(A) = 1 \) if A is true and 0 otherwise). Such interactions weights satisfy assumption 1. Therefore, Theorem 7 applies: flocking is achieved if

\[ \frac{1}{\sqrt{2}} \sum_{t=0}^{\infty} \left(1 - e^{\lambda_2t(\tilde{L}(0))}\right) \|\delta(0)\| \leq \frac{p}{\sqrt{2}}, \]

where \( \tilde{L}(0) \) is the Laplacian matrix associated to adjacency matrix \( \tilde{A} = (\tilde{a}_{ij}(0))_{ij} \) defined so that, according to equation (7),

\[ \tilde{a}_{ij}(t) = \tilde{\chi}\left(\|x_i(0) - x_j(0)\| + \rho \leq R\right). \]

The matrix \( \tilde{L} \) is thus independent of time. A consequence of this fact is the following theorem:

**Theorem 11.** Flocking is achieved if

\[ \|\delta(0)\| \leq \frac{\lambda_2(\tilde{L}(0))\rho}{\sqrt{2}}. \]

**Proof.** Using the fact that \( \tilde{L} \) is independent of time, we can rewrite the assumption in Theorem 7 as

\[ \left(\sum_{t=0}^{\infty} \left(1 - e^{\lambda_2(\tilde{L}(0))t}\right)\|\delta(0)\| \leq \frac{\rho}{\sqrt{2}} \right) \iff \frac{\|\delta(0)\|}{e^{\lambda_2(\tilde{L}(0))}} \leq \frac{\rho}{\sqrt{2}}, \]

where for the first equivalence, we have computed the infinite sum of a geometric sequence, since according to Remark 3 and Lemma 9, \( 1 - e^{\lambda_2(\tilde{L}(0))} \) is \( (0, 1) \). The last equation is precisely the assumption required in Theorem 11. Thus, Theorem 7 allows to conclude.

\[ \square \]

B. Interactions under random communication radius

In this section, we focus on communication of agents defined by a metric rule parametrized by random interaction radius. To do so, we assume that each agent \( i \) has a sensing radius \( R_i(t) \) following uniform distribution over the interval \([R - \bar{R}/2, R + \bar{R}/2] \), \( \bar{R} > 0 \) being the average communication range and \( \bar{R} \in [0, 2\bar{R}] \) the width of the possible variations.

The communication weights are then defined by

\[ a_{ij}(t) = \tilde{\chi}\left(\|x_i(t) - x_j(t)\| \leq R_i(t) \text{ and } i \neq j\right), \]

where

\[ R_i(t) = \min(R_i(t), R_i(t)). \]

Taking \( R_i(t) = \min(R_i(t), R_i(t)) \) means that two agents interact if and only if both agents can sense the other. Thus if the sensing is low range, so will be the communication. It has been shown in [BW09] that the uniform distribution is a good approximation of the log-normal shadowing statistical model for wireless networks and is, as such, of practical relevance.

Such metric interactions make the communication weights symmetric and, given a fixed radius \( R_i(t) \), decreasing with the distance between agents and thus verify assumption 1. Therefore, Theorem 7 applies. Moreover, the sensing radius \( \bar{R} \) is independent and identically distributed in time (i.i.d.). Since \( R_i(t) \) is the minimum of two time-independent random variables, it is itself time-independent. In the first part of the section, we shall see how these facts helps to determine precise a lower bound on the probability of flocking.

1) Probability of flocking: In this section we make use of notation \( \tilde{G}(t) \), \( \tilde{A}(t) = [\tilde{a}_{ij}(t)] \), the adjacency matrix, and \( \tilde{L}(t) \) the Laplacian associated to matrix \( \tilde{A}(t) \). Since \( R_i(t) \) are time-independent processes, so are \( \tilde{a}_{ij}(t), \tilde{A}(t) \), and \( \tilde{L}(t) \). Thus, \( \tilde{L}(t) \) is independent of time. Then, let \( \tilde{\lambda}_2 \equiv \mathbb{E}(\lambda_2(\tilde{L}(t))) \).

In the rest of the section, we will assume \( \tilde{\lambda}_2 > 0 \). This occurs iff \( G(t) \) is connected with non-zero probability (this is true if for instance \( \rho = 0 \) provided that \( G(0) \) is connected with non-zero probability).

According to [TSJ06], if the communication graph is connected on average for all time (i.e. \( \forall t \geq 0, \mathbb{E}(\lambda_2(\tilde{L}(t))) > 0 \)), then velocity alignment is guaranteed. Lemma 5 states that if \( \tilde{G}(t) \subseteq G(t), \mathbb{E}(\lambda_2(\tilde{L}(t))) \geq \mathbb{E}(\lambda_2(\tilde{L}(t))) > 0 \). Consequently, the preservation of \( \tilde{G}(t) \) in the communication graph over time allows to characterize the velocity alignment rate in function of \( \mathbb{E}(\lambda_2(\tilde{L}(t))) \).

This discussion leads to the following theorem:

**Theorem 12.** Assume that \( \rho > 0 \) and \( \tilde{\lambda}_2 > 0 \). Moreover suppose \( \|\delta(0)\| \leq \frac{\rho \lambda_2}{\sqrt{2}} \). Then the probability that flocking is achieved is higher than

\[ 1 - \frac{1}{1 + \kappa} \quad \text{where} \quad \kappa = \frac{1}{\nu_e} = \left(\frac{\rho \lambda_2}{\sqrt{2} \mathbb{E}(\|\delta(0)\|)} - 1\right)^2, \]

and \( \nu_e = \frac{\mathbb{E}(\|\delta(0)\|)}{(\lambda_2 + \mathbb{E}(\lambda_2(\tilde{L}(t))))^2} \in [0, 1] \), where \( \mathbb{E}(\lambda_2(\tilde{L}(t))) \equiv \mathbb{E}(\mathbb{E}(\lambda_2(\tilde{L}(t)))) = \mathbb{E}(\mathbb{E}(\lambda_2(\tilde{L}(t)))) \) is the variance of \( \lambda_2(\tilde{L}(t)) \).

**Remark 13.** As given, the result allows us to obtain the probability of flocking arbitrarily close to 1 in three ways:

- First, one can choose the initial disagreement vector sufficiently small.
- Second, since \( \lim_{\epsilon \to 0} \nu_e = 0 \), assume the condition on \( \|\delta(0)\| \) is satisfied, and then choose \( \epsilon \) sufficiently small.
- Finally, the variance \( \mathbb{E}(\lambda_2(\tilde{L}(t))) \) converges to 0 when \( \bar{R} \) vanishes. In this case, the limit bound is exactly the one

\[ \frac{R}{\bar{R}} \in [0, 2\bar{R}] \]
given by Theorem 11, for the deterministic setting. This is consistent since when $\bar{R}$ vanishes, the stochasticity of the system disappears.

Notice that, on the opposite, choosing $\rho$ arbitrarily high would not work since $\bar{\lambda}_2$ is a decreasing function of $\rho$. We detail the optimal choice of $\rho$ in section VI-A.

**Remark 14.** The result remains valid for any communication rule leading to an independent and identically distributed symmetric communication graph $G(t)$.

The proof of the theorem requires characterizing the evolution of the bound $p$ on the modification of the distances in function of the initial configuration of the system, and is therefore relocated at the end of the next section.

**Lemma 15.** For all $t \in \mathbb{N}$, we have

$$
\begin{align*}
\mathbb{E}(q(t + 1)) &= \alpha \mathbb{E}(q(t)) , \\
\mathbb{E}(q(t + 1)^2) &= \beta \mathbb{E}(q(t)^2) 
\end{align*}
$$

where

$$
\begin{align*}
\alpha &= \mathbb{E}(1 - \epsilon \bar{\lambda}_2(\bar{L}(t))) = 1 - \epsilon \bar{\lambda}_2 , \\
\beta &= \mathbb{E}((1 - \epsilon \bar{\lambda}_2(\bar{L}(t))^2)) = 1 - 2\epsilon \bar{\lambda}_2 + \epsilon^2 \mathbb{E}(\bar{\lambda}_2(\bar{L}(t))^2) .
\end{align*}
$$

**Proof.** The Lemma can be derived easily using the fact that $\bar{L}(t)$ is independent of $q(t)$.

The bounding process is useful only if the variance of $q(t)$ converges to 0. This is the case under the condition assumed in Remark 3 regarding $\epsilon$ : 

**Remark 16.** Assuming $\epsilon < 1/\bar{\lambda}_2(\bar{L}(t))$ for all $t$ as in Remark 3, both $\alpha$ and $\beta$ lie in interval $(0, 1)$.

The previous remark holds since, according to Remark 3, $1 - \epsilon \bar{\lambda}_2(\bar{L}(t)) \in (0, 1)$ for any realization of the random radiuses $R(t)$. Then, the definition of $\alpha$ and $\beta$ allows us to conclude.

A direct corollary of Lemma 15 is the following :

**Corollary 17.** For all $t, u \in \mathbb{N}$, we have

$$
\begin{align*}
\mathbb{E}(q(t)) &= \alpha^u \mathbb{E}(q(0)) , \\
\mathbb{E}(q(t)^2) &= \beta^u \mathbb{E}(q(0)^2) , \\
\mathbb{E}(q(t + u)q(t)) &= \alpha^u \mathbb{E}(q(t)^2) 
\end{align*}
$$

**Proof.** The first and second equations are straight-forward. The third one is also a consequence of $\bar{L}(t)$ being i.i.d.:

$$
\begin{align*}
\mathbb{E}(q(t + u)q(t)) &= \mathbb{E}\left[\prod_{j=0}^{u-1}(1 - \epsilon \bar{\lambda}_2(\bar{L}(t + j)))q(t)^2\right] \\
&= (1 - \epsilon \mathbb{E}(\bar{\lambda}_2(\bar{L}(t)))^u)\mathbb{E}(q(t)^2) .
\end{align*}
$$

Noticing that $p(t) = \epsilon \sum_{k=0}^{t-1} q(k)$ and with the assumption $\bar{\lambda}_2 > 0$, the following also holds : 

**Lemma 18.** If we assume $\bar{\lambda}_2 > 0$, we have, for all $t \in \mathbb{N}$,

$$
\begin{align*}
\mathbb{E}(p(t)) &= \epsilon \mathbb{E}(p(0)) + o(t) , \\
\sigma^2(p(t)) &= \epsilon^2 \frac{\beta - \alpha \sigma^2(\mathbb{E}(q(t)))}{(1 - \alpha)^2(1 - \beta)} + o(t)
\end{align*}
$$

where $\sigma^2(p(t)) = \mathbb{E}(p(t)^2) - \mathbb{E}(p(t))^2$ and $o(t)$ is a function converging to 0 when $t$ approaches to infinity.

**Proof.** The first equality comes from the above remark and the first equation in Corollary 17:

$$
\begin{align*}
\mathbb{E}(p(t)) &= \epsilon \sum_{k=0}^{t-1} \mathbb{E}(q(k)) = \epsilon \sum_{k=0}^{t-1} \alpha^k \mathbb{E}(q(0)) \\
&= \epsilon \frac{1 - \alpha^t}{1 - \alpha} \mathbb{E}(q(0)) = \epsilon \frac{q(0)}{1 - \alpha} + o(t)
\end{align*}
$$

where we used $|\alpha| < 1$ as given in Remark 16.

For the second equality,

$$
\begin{align*}
p(t)^2 &= \epsilon^2 \sum_{k,p=0}^{t-1} q(k)q(j) \\
&= \epsilon^2 \left[\sum_{k=0}^{t-1} q(k)^2 + 2 \sum_{k<j} q(j)q(k)\right] \\
&= \epsilon^2 \left[\sum_{k=0}^{t-1} q(k)^2 + 2 \sum_{k=0}^{t-1} q(k+\alpha)q(k)\right] .
\end{align*}
$$

Using the linearity of the expectation, Corollary 17 and $|\alpha| < 1$, we obtain

$$
\begin{align*}
\mathbb{E}(p(t)^2) &= \epsilon^2 \sum_{k=0}^{t-1} \mathbb{E}(q(k)^2) + 2 \sum_{k=1}^{t-1} \alpha^k \mathbb{E}(q(k)^2) \\
&= \epsilon^2 \sum_{k=0}^{t-1} \left[1 + 2\left(\frac{1 - \alpha^{k-1}}{1 - \alpha}\right)\right] \mathbb{E}(q(k)^2) \\
&= \epsilon^2 \sum_{k=0}^{t-1} \frac{1 + \alpha}{1 - \alpha} \frac{1 - \alpha^{-k}}{1 - \alpha^{-k}} \beta^k \mathbb{E}(q(0)^2) \\
&= \epsilon^2 \left[\frac{1 + \alpha}{1 - \alpha} \sum_{k=0}^{t-1} \frac{1 - \alpha^{-k}}{1 - \alpha^{-k}} \beta^k \mathbb{E}(q(0)^2)^2\right] .
\end{align*}
$$

Moreover, Remark 3 gives $0 < \epsilon < \frac{1}{\mathbb{E}(\bar{\lambda}_2(\bar{L}(t)))}$ for any realization of the random radiuses $R(t)$ and choice $r_j$. Thus,

$$
\epsilon \mathbb{E}(\lambda^2(\bar{L}(t))) = \mathbb{E}(\lambda^2(\bar{L}(t))) < \mathbb{E}(\lambda^2(\bar{L}(t))) = \bar{\lambda}_2 .
$$

So, we have

$$
\beta = 1 - 2\epsilon \bar{\lambda}_2 + \epsilon^2 \mathbb{E}(\lambda^2(\bar{L}(t)))^2 < 1 - 2\epsilon \bar{\lambda}_2 + \epsilon \bar{\lambda}_2 = \alpha .
$$

Thus, $\beta \neq \alpha$. Also $|\beta| < 1$, so we have

$$
\begin{align*}
\mathbb{E}(p(t)^2) &= \epsilon^2 \left[\frac{1 + \alpha}{1 - \alpha} \frac{1 - \beta}{1 - \beta} - \frac{2\alpha'}{1 - \alpha} \frac{\beta'}{1 - \beta}\right] \mathbb{E}(q(0)^2) \\
&= \epsilon^2 \left[\frac{1 + \alpha}{1 - \alpha} \frac{1 - \beta}{1 - \beta} - \frac{2\alpha'}{1 - \alpha} \frac{\beta'}{1 - \beta}\right] \mathbb{E}(q(0)^2) \\
&= \epsilon^2 \left[\frac{1 + \alpha}{1 - \alpha} \frac{1 - \beta}{1 - \beta} \mathbb{E}(q(0)^2) + \alpha + \beta^2\right] .
\end{align*}
$$

Then,

$$
\begin{align*}
\sigma^2(p(t)) &= \mathbb{E}(p(t)^2) - \mathbb{E}(p(t))^2 \\
&= \epsilon^2 \left[\frac{1 + \alpha}{1 - \alpha} \frac{1 - \beta}{1 - \beta} - \frac{1}{(1 - \alpha)^2}\right] \mathbb{E}(q(0)^2) + o(t) .
\end{align*}
$$

Reformulating the last right-hand side leads to the expected result. □
Finally, we translate the equation from the previous lemma in terms of the expectation and deviation of the algebraic connectivity:

**Corollary 19.** For all \( t \in \mathbb{N} \), we have

\[
\begin{align*}
\mathbb{E}(p(t)) &= \frac{\|\delta(0)\|}{\lambda_2} + o(t), \\
\sigma^2(p(t)) &= \frac{\|\delta(0)\|^2}{\lambda_2^2} + o(t),
\end{align*}
\]

where \( \nu_e \in [0, 1] \) is defined in Theorem 12.

**Remark 20.** Since \( \lim_{t \to 0} \nu_e = 0 \), the previous result shows that one can obtain the limit variance of \( p(t) \) as small as desired by choosing \( \epsilon \) small enough.

**Proof.** Notice that the definitions of \( \alpha \) and \( \beta \) give

\[
1 - \alpha = \epsilon \lambda_2, \quad 1 - \beta = \epsilon (2 \lambda_2 - \epsilon \mathbb{E}(\lambda_2 (\tilde{L}(t))^2)),
\]

\[
1 + \alpha = 2 - \epsilon \lambda_2, \quad \beta - \alpha^2 = \epsilon^2 (\mathbb{E}(\lambda_2 (\tilde{L}(t))^2) - \lambda_2^2).
\]

Then, the first equation is straightforward. The second is derived as follows:

\[
\begin{align*}
\sigma^2(p(t)) &= \epsilon^2 \left( \frac{\beta - \alpha^2}{(1 - \alpha)^2} \right) g(0)^2 + o(t) \\
&= \epsilon^2 \frac{(\mathbb{E}(\lambda_2 (\tilde{L}(t))^2) - \lambda_2^2 \|\delta(0)\|^2)}{\lambda_2^2} + o(t) \\
&= \nu_e \frac{\|\delta(0)\|^2}{\lambda_2^2} + o(t).
\end{align*}
\]

The fact that \( \nu_e \geq 0 \) can be deduced from \( \sigma^2(p(t)) \geq 0 \). The inequality \( \nu_e \leq 1 \) comes from \( \epsilon \mathbb{E}(\lambda_2 (\tilde{L}(t))^2) < \lambda_2 \) (see proof of Lemma 18), which gives \( \lambda_2 < 2 \lambda_2 - \epsilon \mathbb{E}(\lambda_2 (\tilde{L}(t))^2) \) and

\[
\begin{align*}
\nu_e &= \epsilon \frac{(\mathbb{E}(\lambda_2 (\tilde{L}(t))^2) - \lambda_2^2)}{\lambda_2} \leq \epsilon \frac{\mathbb{E}(\lambda_2 (\tilde{L}(t))^2)}{\lambda_2} < 1.
\end{align*}
\]

We can now give the proof of the central theorem of this section.

**Proof of Theorem 12.** According to Theorem 10, the probability of flocking is higher than the probability of the event: \( p(t) \leq \frac{\rho}{\sqrt{2}} \) for all \( t \in \mathbb{N} \). Denote \( \mathcal{A}_i = \{ \omega \in \Omega | p(t) \leq \frac{\rho}{\sqrt{2}} \} \) where \( \Omega \) is the set of probabilistic events. Since \( p \) is increasing, \( \mathcal{A}_i \) is a decreasing sequence of events. Thus, we have

\[
\begin{align*}
P(\forall t, p(t) \leq \frac{\rho}{\sqrt{2}}) &= P(\cap_{t \geq 2} \mathcal{A}_t) \\
&= \lim_{t \to +\infty} P(\mathcal{A}_t) = \lim_{t \to +\infty} P(p(t) \leq \frac{\rho}{\sqrt{2}}) \\
&= 1 - \lim_{t \to +\infty} P(p(t) > \frac{\rho}{\sqrt{2}}).
\end{align*}
\]

The bound on the probability of flocking comes from the one-sided Chebyshev’s inequality:

\[
P(p(t) > \frac{\rho}{\sqrt{2}}) \leq \frac{1}{1 + k(t)}
\]

where \( k(t) = \left( \frac{\rho - \mathbb{E}(p(t))}{\sigma^2(p(t))} \right)^2 \). We are only interested in the limit when \( t \) diverges to infinity. We use Corollary 19 to derive a lower bound on the limit of \( k(t) \):

\[
\left( \frac{1}{\sqrt{2\|\delta(0)\|}} \right)^2 \leq \frac{1}{\nu_e \left( \frac{\rho \lambda_2}{\sqrt{2\|\delta(0)\|}} - 1 \right)^2}.
\]

\[\square\]

**VI. Numerical validation**

In this section we show that our theoretical result can be implemented. As mentioned in remark 13, the system where agents interact within a fixed communication radius (see section V-A) is a particular case of the stochastic setting when the diameter of possible radii is reduced to 0. Thus, we only deal with the latter setting in the present section.

**A. Computation and optimization of the bound**

Theorem 12 gives a lower bound on the probability that a trajectory of system (1) reaches velocity alignment. To be useful, this bound should be computable. In this section, we explicit the quantities appearing in the bound which are not direct to compute: \( \mathbb{E}(\lambda_2 (\tilde{L}(t))^2) \) and \( \mathbb{E}(\lambda_2 (\tilde{L}(t))^2) \). Since the radiuses \( R_i(t) \) for \( i \in N \) are i.i.d., these two quantities are independent of time. Thus, we drop the time dependency notation. The computation method will be the same for both \( \mathbb{E}(\lambda_2 (\tilde{L}(t))^2) \) and \( \mathbb{E}(\lambda_2 (\tilde{L}(t))^2) \), for this reason, we consider a function \( \phi : M_n(\mathbb{R}) \to \mathbb{R} \) such that \( \phi(L) \) is summable.

We assume that \( \rho \in [0, \tilde{R} + R/2] \) is fixed unless otherwise mentioned. Denote \( R_{\max} = \tilde{R} + R \) and \( R_{\min} = \tilde{R} - R/2 \). Denote, for \( (j, i) \in N \), \( r_{ij} = \|x_j - x_i\| + \rho \). Also denote, for \( i \in N \), the set of uncertain neighbors of \( i \) as

\[
\mathcal{U}_i = \{ j \in N | R_{\min} \leq r_{ij} \leq R_{\max} \}.
\]

Denote \( d_i \) the cardinal of set \( \mathcal{U}_i \). For a given \( i \), we sort the \( d_i \) values in \( \mathcal{U}_i \) in increasing order and we denote \( (r_i^1, r_i^2, \ldots, r_i^{d_i}) \) the resulting sequence.

Denote \( \rho_0 = R_{\min} \) and \( \rho_{d_i+1} = R_{\max} \). These notation allow to state that \( \tilde{L} \) is a piecewise constant function of \( R_i \) for \( i \in N \) :

**Lemma 21.** Let \( k_i \in \{ 0, \ldots, d_i \} \) for \( i \in N \). Then, for a fixed \( \rho \), \( \tilde{L} \) is constant when radiuses \( R_i \) vary in \([r_i^k, r_i^{k+1}]\). Precisely, \( \tilde{L} \) is given by

\[
\tilde{a}_{ij} = \chi(r_{ij} \leq \min(r_i^k, r_j^k))
\]

We denote \( \tilde{L}(k_1, k_2, \ldots, k_d) \) this constant.

**Proof of lemma 21.** Assume that \( k_i \in \{ 0, \ldots, d_i \} \) for \( i \in N \) fixed. Let \( R_i \in [r_i^k, r_i^{k+1}] \) for \( i \in N \). Let \( i, j \in N \) distinct. We show that \( \tilde{a}_{ij} \) is independent of the \( R_i \). We have

\[
\tilde{a}_{ij} = \chi(\|x_j - x_i\| + \rho \leq \min(R_i, R_j))
\]

If \( r_{ij} > R_{\max} \), \( \tilde{a}_{ij} = 0 \). If \( r_{ij} \leq R_{\min} \), \( \tilde{a}_{ij} = 1 \). In both cases, \( \tilde{a}_{ij} \) is independent of \( R_i \) and \( R_j \). Assume that \( r_{ij} \in [R_{\min}, R_{\max}] \). Also assume that \( R_i \leq R_j \) so that

\[
\tilde{a}_{ij} = \chi(r_{ij} \leq R_i)
\]

If \( R_i > R_j \), we apply a similar reasoning. Denote \( k \in \{ 1, \ldots, d \} \) such that \( r_{ij} = r_i^k \). If \( k \leq k_i \), then, since \( R_i \geq r_i^k \), \( \tilde{a}_{ij} = 1 \) (by the
assumption of the lemma). If \( k \geq k_i + 1 \), then, since \( R_t < r_i^{k_i+1} \), \( \bar{a}_{ij} = 0 \). In each case, \( \bar{a}_{ij} \) is independent of the value of \( R_t \) for \( i \in \mathbb{N} \). Weight \( \bar{a}_{ij} \) is independent of \( R_t \) for \( R_t \in [r_i^{k_i}, r_i^{k_i+1}] \), \( l \in \mathbb{N} \). Thus, we may assume that \( R_t = r_i^{k_i} \) and \( R_t = r_i^{k_i+1} \) to compute \( \bar{a}_{ij} \). So, for \( R_t \in [r_i^{k_i}, r_i^{k_i+1}] \) and \( R_t \in [r_i^{k_i}, r_i^{k_i+1}] \),

\[
\bar{a}_{ij} = \chi\left(r_{ij} \leq \min(R_t, R_i)\right) = \chi\left(r_{ij} \leq \min(r_i^{k_i}, r_i^{k_i+1})\right).
\]

\( \Box \)

We now introduce the main result of the section.

**Proposition 22.** The quantity \( \mathbb{E}(\phi(L)) \) has exact formulation:

\[
\mathbb{E}(\phi(L)) = \frac{1}{R^n} \sum_{k_1=0}^{d_1} \cdots \sum_{k_n=0}^{d_n} \left( \prod_{i=1}^{n} (r_i^{k_i+1} - r_i^{k_i}) \phi(L(k_1, k_2, \ldots, k_n)) \right).
\]

To obtain the exact expression of \( \mathbb{E}(\lambda_2(L(t))) \) or \( \mathbb{E}(\lambda_2(L(t))^2) \), one needs to replace \( \phi(L) \) by these quantities in proposition 22.

**Remark 23.** Proposition 22 gives an exact expression to the product \( \mathbb{E}(\lambda_2(L(t)))p \). As a consequence, obtaining the maximum probability of flocking according to Theorem 12 comes down to maximizing this expression in function of \( p \), which can be done using standard numerical methods. Once the optimal value of \( p \) is obtained, proposition 22 also gives a value for \( v_c \).

**Remark 24.** If we assume that degrees \( d_i \) are homogenous, the number of constant \( L(k_1, k_2, \ldots, k_n) \) to be computed increases as \( O(d^n) \) where \( d \) is the average node degree. The computation can thus be done when \( n \) is small. When \( n \) is too large, one rather choose to compute an approximate value for \( \mathbb{E}(\phi(L)) \) using a Monte-Carlo method [MU49].

**Proof of proposition 22.** To stress that the matrix \( L \) is a function of radiuses \( R_t \), we use notation \( L(R_t) \). The radiuses \( R_t \) for \( i \in \mathbb{N} \) are independent random processes, therefore the probability density function of vector \( (R_{t_1}, R_{t_2}, \ldots, R_{t_n}) \) is the product of the probability density functions of radiuses \( R_t \) for \( i \in \mathbb{N} \). Thus, we have

\[
\mathbb{E}(\phi(L)) = \int_{R_{\min}}^{R_{\max}} \cdots \int_{R_{\min}}^{R_{\max}} \phi(L(R_1, \ldots, R_n))dR_1 \cdots dR_n.
\]

\[
= \int_{R_{\min}}^{R_{\max}} \cdots \int_{R_{\min}}^{R_{\max}} (r_i^{k_i+1} - r_i^{k_i}) \phi(L(k_1, k_2, \ldots, k_n))dR_1 \cdots dR_n.
\]

We can then use lemma 21 so that

\[
\mathbb{E}(\phi(L)) = \frac{1}{R^n} \sum_{k_1=0}^{d_1} \cdots \sum_{k_n=0}^{d_n} (r_i^{k_i+1} - r_i^{k_i}) \phi(L(k_1, k_2, \ldots, k_n)).
\]

\( \Box \)

**B. Simulations**

In this section we use a simple 6-agent system to illustrate our theoretical results. The agents evolve in \( \mathbb{R}^2 \) and initially divide in two groups with velocities bearing opposite \( x \)-coordinates. The initial positions induce a connected communication network with positive probability. We wonder with which probability the group will overcome the initial conflict and eventually stay together achieving a flocking behavior. According to Theorem 12, our bound on the probability of flocking depends on the ratio \( \sqrt{\delta} / 2 \). The numerator is completely determined by the agents’ positions (vector \( x_0 \)) while the denominator is a function of the initial velocities (vector \( v_0 \)). In order to explore the different outcomes of the system, we fix the initial positions and vary the initial velocities. Precisely, we choose \( x_0 = (-3.5, -2.3, -1.5, 1.5, 2.3, 3.5) \) and \( v_0 = (1.5, 0.9, 0.0, 0.9, 1.5) \). \( R = 3.1 \), \( \bar{R} = 2 \) (which makes the initial interaction graph \( G(0) \) connected when all communication radiuses \( R_t(0) > \bar{R} \). We set a reference vector of initial velocity disagreement \( d = \frac{1}{\sqrt{3}}(1, -1, 1, 1, 1, 1)^T \) so that \( \|d\| = 1 \). We choose the \( x \)-coordinate of the initial velocity vector \( v_0 = yd \) where \( y \) is the parameter we use to tune the system. We take the \( y \)-coordinate \( v_0 = c1 \) where \( c > 0 \) is an arbitrary constant which does not influence the flocking outcome of the dynamics and serves only for visualization purposes. We have \( \|\delta(0)\| = \|d(1-I)\|v_0\| = \|yd\| = y \gamma \) so \( \gamma \) represents the amplitude of the initial velocity disagreement.

Since \( \chi \) is fixed, we can determine the optimal product \( \mathbb{E}(\lambda_2(L)p) \) for \( p \in [R_{\min}, R_{\max}] \). The optimization gives \( p_{opt} = 0.34 \) and \( \mathbb{E}(\lambda_2(p_{opt})) = 0.018 \). We choose the time step \( \epsilon = 0.2 \) as suggested in Remark 3 which gives a value \( v_c = 0.0026 \).

To illustrate the results, we ran some simulations. First, we chose \( \|\delta(0)\| = 0.9043 \), which leads to a lower bound on the probability of flocking of 0.82. Then, we chose \( \|\delta(0)\| = 10.43 \), for which Theorem 12 does not provide any information regarding the asymptotic behavior. Figure 1 presents snapshots of the evolution of the system for a realization of the random process for the two different choices of \( \|\delta(0)\| \) exhibiting different outcomes. In the first case, the group asymptotically converges to flocking despite that the graph does not remain connected at all times. The second part of the figure presents a case where the initial velocity disagreement is too high and the two subgroups split apart, never reaching the flocking behavior.

**C. Parameter exploration**

We consider the system 1 with random communication radiuses as described in section V-B. Our goal is to explore the influence of the width of the communication range on the bound given by Theorem 12. To make the discussion more concrete, we assume that agents in system (1) represent robots using wifi communication. The initial positions are the ones described in section VI-B. The agents have the possibility to increase their maximal communication radius, but this comes at the cost of decreasing the minimal radius so that the average radius remains a constant. Using the notation defined in section V-B, this means that the radius diameter \( \bar{R} \) is allowed to vary whereas the average radius \( \bar{R} \) is fixed. We wonder whether this possibility may increase the critical threshold \( \sqrt{\delta} / 2 \). This threshold is the limit on the initial velocity disagreement vector norm \( \|\delta(0)\| \), beyond which no probability of flocking is guaranteed by Theorem 12.

The answer depends on the choice of the initial mean communication radius \( \bar{R} \). We illustrate this fact using two
Fig. 1. The upper part of the figure presents an instantiation of the dynamics for $\|\delta(0)\| = 0.9\rho \tilde{\lambda}_2^{\sqrt{2}}$. The lower part is an instantiation when $\|\delta(0)\| = 10\rho \tilde{\lambda}_2^{\sqrt{2}}$. The figure shows the trajectories of the 6 agents and their positions, velocities and connections for 5 specific times. The six extreme top red dots are the initial agents' positions. The blue arrows represent the velocities (their amplitude has been increased 2 times for visualization purposes). The black lines between dots represent communication links.

distinct values for $\bar{R} : 2.7$ and $3.1$. If we assume that all radiiues $R_i(0) = \bar{R}$, in the first case, the graph $G(0)$ with $R_i(0) = \bar{R}$ is unconnected, whereas in the second case, $G(0)$ starts connected. Using these two mean radiiues, we then vary $\bar{R}$. For each couple $(\bar{R}, \hat{R})$, we computed the optimal authorized perturbation $\rho$ maximizing the product $\rho \tilde{\lambda}_2$. Figure 2 presents the results for the two different $\bar{R}$.

In the upper part of figure 2, $\bar{R} = 2.7$. We see that the probability of flocking is null for small $\hat{R}$ values, which comes from the fact that $\rho \tilde{\lambda}_2$ is null, this is consistent with the fact that the graph is disconnected when communication radiiues $R_i$ are close to 2.7 and thus $\tilde{\lambda}_2 = 0$. The increase in diameter $\hat{R}$ allows for larger $R_i$ values, which in turns gives a more connected graph on average (i.e. $\tilde{\lambda}_2$ is higher). The initial communication graph is also more robust, so that $G$ remain connected even for higher $\rho$ values, giving a higher $\rho_{opt}$ value. This example illustrates that when $\bar{R}$ is such that $G(0)$ is disconnected for small value of $\hat{R}$, the increase of $\hat{R}$ can only increase the bound for flocking, given in Theorem 12.

The lower part of figure 2 demonstrates that the previous comment does not hold for all $\bar{R}$ values. Here, $\bar{R} = 3.1$ so that $G(0)$ is connected for small value of $\hat{R}$. As mentioned, the increase of the diameter $\hat{R}$ allows for higher $R_i$ values but also smaller ones. So that in the instance where a small decrease on $R_i$ is sufficient to disconnect $G(0)$, increasing $\hat{R}$ may lead to decreasing the average connectivity $\tilde{\lambda}_2$. In turn, this may decrease the lower bound on the probability of flocking. This is what is seen in the lower part of figure 2, for small $\hat{R}$ values.

In this instance, reducing the communication radius variance gives the highest bound on the probability of flocking.

Remark 25. Before closing the section on numerical validation, we comment the conservativeness of our results. Regarding the result we have obtained in the deterministic setting (Theorem 11), it can be shown (see [Mar12]) that the bound on the velocity disagreement vector is tight. This is, there exists a sequence of systems $(S_n)$ of $n$ agents whose largest $\|\delta(0)\|$ leading to flocking converges to the bound given in Theorem 11 when $n$ goes to $+\infty$. Regarding the stochastic case, the bound in Theorem 12 is not as tight as the one in Theorem 11. The reason why this is the case comes from the
following intuition. We use $1 - e^\epsilon(\lambda_2(\tilde{L}))$ in order upper bound the convergence speed of $\|\delta(t)\|$. However, if $\epsilon$ is small enough, the effect of communications are averaged over time and $\|\delta(t)\|$ converges according to $1 - e^\epsilon(\lambda_2(\tilde{L}))$ instead. For instance, $\tilde{L}$ may correspond to a graph never connected but still connected on average; this gives $E(\lambda_2(\tilde{L})) = 0$ but $\lambda_2(\tilde{L}) > 0$. In this case, we expect $\|\delta(t)\|$ to converge to 0 but Theorem 12 would fail to predict it.

VII. Conclusion

In this paper, we have considered a multi-agent system consisting of mobile agents with second-order dynamics, where the communication network is determined by a general metric rule. Our approach extends earlier work from Martin and Girard [MG10] and Martin et al. [MFJG12]. It links algebraic connectivity of the communication network to the speed of convergence towards consensus.

We have established a lower bound on the probability of velocity alignment depending on the initial positions and velocities of the agents. Our main contribution has been to propose a suitable bounding process to the original system. Our main theoretical result states that flocking occurs whenever the initial velocity disagreement is smaller than a threshold (formed with the robustness and the algebraic connectivity of the graph of the bounding process). This result allowed us to derived practical bounds for flocking for two distinct communication rules. In the first case, agents communicate when their distance is smaller than a certain fixed communication radius. In a second application, we have allowed the communication radii to be different for each agent and to vary randomly over time. The deterministic system is thus a limit case of the stochastic one. For the stochastic system, we showed that the probability of flocking can be made higher than any constant arbitrarily close to 1 by choosing an appropriate initial velocity disagreement or by setting the system time step small enough. Finally, we have investigated the impact of the communication radius mean and variance on the bound for flocking. The main interest of our approach is the possibility of ensuring flocking a priori. The condition can be easily verified through numerical computation.

One limitation of our approach is to require symmetry in the interactions. In fact, it is possible to assume other types of interactions which are not-symmetric. For instance, one may assume that agents communicate with their $m$ closest neighbors, with $m$ a constant parameter; this is the so-called topological interaction rule. See [Mar13] for an analysis of the flocking behavior under topological interactions. Another way to break the symmetry is the following. The value of $\epsilon$ in system (1) can be viewed as the discretization time step of the equivalent continuous-time flocking system. This is why it is a constant. However, we may also think of $\epsilon$ as the susceptibility of one agent to be influenced by the rest of the group. Taking a small $\epsilon$ for some agents and a big one for others would mean that some agents are more stubborn than others. This leads to non-symmetric interactions. The consequence of this are explored for the first-order case in [YAO11].

Before switching to different class of systems, we plan to improve the tightness of the bound by taking into account two facts; we will relate velocities with positions because two agents with opposite velocities have more chance to agree on their velocities if they point toward each other, than if they point away from each other. Also, a subgroup of agents with high connectivity is intuitively more inclined to agree on their velocities than a subgroup of low connectivity. Thus, agents belonging to a highly connected local neighborhood should be allowed higher initial velocities (see for instance [FM12]). Finally, assuming connectivity of the union of graphs rather than connectivity at all time is sufficient for flocking [BHT05]. Taking into account this fact may lead to a less conservative bound. However, only having connectivity on the union of graphs over some time interval would lead to a slower convergence of the velocity disagreement. Thus, it is not clear whether this approach would lead to a better bound.

Also, our general theoretical result providing a bound for flocking may be applied to many different metric communication rules such as the Cucker-Smale type [CS07].

Another possible extension to the present work is to derive the probability that the initial configuration realize the bound given in Theorem 7. This may be done assuming the positions and velocities are uniformly distributed in a region of the space. To do so, we could for use ideas from the random geometric graphs literature [Pen03].
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