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#### Abstract

The shallow water magnetohydrodynamic system involves different families of physically relevant steady states. In this paper, we design a well-balanced numerical scheme for the shallow water magnetohydrodynamic system with topography, that resolves exactly a large family of steady states. It is obtained by a generalized hydrostatic reconstruction algorithm involving the magnetic field. It is positive in height and semidiscrete entropy satisfying, which ensures the robustness of the scheme.
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## 1 Introduction

The shallow water magnetohydrodynamic (SWMHD) system has been introduced in [20] to describe the thin layer evolution of the solar tachocline. It is written in 2 d in the tangent plane approximation as

$$
\begin{gather*}
\partial_{t} h+\nabla \cdot(h \mathbf{u})=0,  \tag{1.1}\\
\partial_{t}(h \mathbf{u})+\nabla \cdot(h \mathbf{u} \otimes \mathbf{u}-h \mathbf{b} \otimes \mathbf{b})+\nabla\left(g h^{2} / 2\right)+g h \nabla z+f h \mathbf{u}^{\perp}=0,  \tag{1.2}\\
\partial_{t}(h \mathbf{b})+\nabla \cdot(h \mathbf{b} \otimes \mathbf{u}-h \mathbf{u} \otimes \mathbf{b})+\mathbf{u} \nabla \cdot(h \mathbf{b})=0, \tag{1.3}
\end{gather*}
$$

where $g>0$ is the gravity constant, $h \geq 0$ is the thickness of the fluid, $\mathbf{u}=(u, v)$ is the velocity, $\mathbf{b}=(a, b)$ is the magnetic field, $z(x)$ is the topography, $f(x)$ is the Coriolis parameter, and $\mathbf{u}^{\perp}$ denotes the vector obtained from $\mathbf{u}$ by a rotation of angle $\pi / 2$. The notation $\nabla \cdot(\mathbf{b} \otimes \mathbf{u})$ is for the vector with index $i$ given by $\sum_{j} \partial_{j}\left(b_{i} u_{j}\right)$. The system has to be completed with the entropy (energy) inequality

$$
\begin{align*}
& \partial_{t}\left(\frac{1}{2} h|\mathbf{u}|^{2}+\frac{1}{2} g h^{2}+\frac{1}{2} h|\mathbf{b}|^{2}+g h z\right) \\
& +\nabla \cdot\left(\left(\frac{1}{2} h|\mathbf{u}|^{2}+g h^{2}+\frac{1}{2} h|\mathbf{b}|^{2}+g h z\right) \mathbf{u}-h \mathbf{b}(\mathbf{b} \cdot \mathbf{u})\right) \leq 0, \tag{1.4}
\end{align*}
$$

[^0]that becomes an equality in the absence of shocks. We recall that extra term $\mathbf{u} \nabla \cdot(h \mathbf{b})$ in the induction equation (1.3), that has been proposed in [16], is put for 2 d numerical purposes only, while the physically relevant situation is $\nabla \cdot(h \mathbf{b})=0$.

In the one and a half dimensional setting, i.e. if dependency is only in one spatial variable $x$, the system simplifies to

$$
\begin{align*}
\partial_{t} h+\partial_{x}(h u) & =0  \tag{1.5}\\
\partial_{t}(h u)+\partial_{x}\left(h u^{2}+P\right)+g h \partial_{x} z-f h v & =0  \tag{1.6}\\
\partial_{t}(h v)+\partial_{x}\left(h u v+P_{\perp}\right)+f h u & =0  \tag{1.7}\\
\partial_{t}(h a)+u \partial_{x}(h a) & =0  \tag{1.8}\\
\partial_{t}(h b)+\partial_{x}(h b u-h a v)+v \partial_{x}(h a) & =0 \tag{1.9}
\end{align*}
$$

with

$$
\begin{equation*}
P=g \frac{h^{2}}{2}-h a^{2}, \quad P_{\perp}=-h a b \tag{1.10}
\end{equation*}
$$

and the energy inequality (1.4) becomes

$$
\begin{align*}
& \partial_{t}\left(\frac{1}{2} h\left(u^{2}+v^{2}\right)+\frac{1}{2} g h^{2}+\frac{1}{2} h\left(a^{2}+b^{2}\right)+g h z\right) \\
& +\partial_{x}\left(\left(\frac{1}{2} h\left(u^{2}+v^{2}\right)+g h^{2}+\frac{1}{2} h\left(a^{2}+b^{2}\right)+g h z\right) u-h a(a u+b v)\right) \leq 0 \tag{1.11}
\end{align*}
$$

According to [17], the eigenvalues of the system (1.5)-(1.9) are $u, u \pm|a|, u \pm$ $\sqrt{a^{2}+g h}$. The associated waves are called respectively material (or divergence) waves, Alfven waves and magnetogravity waves. It is classical in shallow water systems to consider the topography $z$ as an additional variable to the system, satisfying $\partial_{t} z=0$. In this setting there is an additional eigenvalue which is 0 , and we shall call the associated wave the topography wave. The presence of the zero-order Coriolis terms proportional to $f$ induces indeed more complex nonlinear waves [27]. These are studied numerically in [9]. In the present work, from now on we shall always assume that $f \equiv 0$.

The system (1.5)-(1.9) is nonconservative in the variables $h a, h b$. However, $h a$ jumps only through the material contacts, where $u$ and $v$ are continuous. Therefore, there is indeed no ambiguity in the non conservative products $u \partial_{x}(h a)$ and $v \partial_{x}(h a)$, that are well-defined. Concerning the nonconservative term $h \partial_{x} z$ in (1.6), it is well-defined for continuous topography $z$. Piecewise constant discontinuous $z$ is considered however for discrete approximations.

A striking property of the system (1.5)-(1.9) is that four out of six of the waves are contact discontinuities, corresponding to linearly degenerate eigenvalues: the material contacts associated to the eigenvalue $u$, the left Alfven contacts associated to $u-|a|$, the right Alfven contacts associated to $u+|a|$, and the topography contacts associated to the eigenvalue 0 . Resonance can occur, which means that these waves can collapse. It happens in particular when $u=0$ or $u \pm|a|=0$.

Multidimensional simulations of the SWMHD system have been performed in $[23,24,25]$. As for the compressible MHD system, one-dimensional solvers that are accurate on contact waves are needed in order to reduce significantly the numerical diffusion in complex and multidimensional settings, that generically
involve Alfven waves, see for example [18, 5]. At the same time, the robustness of the scheme must be maintained.

Well-balanced finite volume schemes for solving shallow water type models with topography have been extensively developed, see [6] and the references therein. A main principle in such schemes is to resolve exactly some steady states, in order to reduce significantly the numerical viscosity. The same question arises for hydrodynamic systems without topography, when linearly degenerate eigenvalues are involved. Indeed, in the numerical simulation of conservation laws, shocks are generally better resolved than contact discontinuities because of their compressive nature. This is why it is important to resolve well the contact discontinuities, that do not benefit of any compressive effect. In the SWMHD system (1.5)-(1.9), we have at the same time "dynamic" linearly degenerate eigenvalues (material and Alfven contact waves), and the "static" linearly degenerate eigenvalue (steady topography contact waves). The aim of this paper is to build a well-balanced scheme for the SWMHD system (1.5)-(1.9) that is accurate on all these contact waves. It follows [8], where we built an entropy satisfying approximate Riemann solver for the SWMHD system without topography that is accurate on all contact waves.

A generic tool for building well-balanced schemes that we use is the hydrostatic reconstruction method, that has been introduced in [1]. One of its strengths is that it enforces a semi-discrete entropy inequality, ensuring the robustness of the scheme and the computation of entropic shocks. Several variants and extensions have been proposed in $[6,13,10,11,7]$. Other approaches are the Roe method [2, 22, 21, 14, 12], the approximate Riemann solver method [19, 4, 3]. Central schemes are used also, and can handle multi steady states [15]. Higher-order extensions are reviewed in [26].

The paper is organized as follows. In Section 2 we describe the steady states of the SWMHD system with topography. In Section 3 we write down our numerical scheme, and in particular the reconstruction involved in the numerical fluxes, and our main result Theorem 3.1. Section 4 is devoted to the proof of this theorem. Finally, in Section 5 we perform numerical tests.

## 2 Steady states

As mentioned above, the system with topography (1.5)-(1.9) with $f \equiv 0$ has four linearly degenerate eigenvalues $u-|a|, u, u+|a|$ and 0 , that can be resonant. We would like to build a scheme that is well-balanced for some contact waves for the eigenvalue 0 , that are in particular steady states. Several cases can be considered. For each of them, it is straightforward to check that the following relations define steady states.

- Non-resonant case $(u \neq 0$ and $u \pm a \neq 0)$. The relations are

$$
\begin{gather*}
h u=c s t(\neq 0), \quad h a=c s t(\neq \pm h u), \quad v=c s t, \quad b=c s t, \\
\frac{u^{2}}{2}-\frac{a^{2}}{2}+g(h+z)=c s t . \tag{2.1}
\end{gather*}
$$

As in the classical shallow water system, we shall not consider these steady states for the well-balanced property, because they are too complicate to handle (see however [10]).

- Material resonant case ( $u=0$ and $a \neq 0$ ). The differential relations are

$$
\begin{gather*}
u=0, \quad v=c s t, \quad h a b=c s t \\
\partial_{x}\left(g \frac{h^{2}}{2}-h a^{2}\right)+g h \partial_{x} z=0 . \tag{2.2}
\end{gather*}
$$

Note that in contrast with the other cases, the second line in (2.2) is not integrable. It implies that for discontinuous data, this differential relation can have different possible interpretations in terms of nonconservative products.
We shall consider indeed a particular subfamily of steady states from (2.2), characterized by the relation $\sqrt{h} a=c s t$, which yields

$$
\begin{equation*}
u=0, \quad v=c s t, \quad h+z=c s t, \quad \sqrt{h} a=c s t(\neq 0), \quad \sqrt{h} b=c s t . \tag{2.3}
\end{equation*}
$$

- Alfven resonant case $(u \neq 0$ and $u \pm a=0)$. The relations are

$$
\begin{equation*}
h u=c s t(\neq 0), \quad h a=\mp h u, \quad h+z=c s t, \quad v \pm b=c s t . \tag{2.4}
\end{equation*}
$$

- Material and Alfven resonant case $(u=a=0)$. The relations are

$$
\begin{equation*}
u=0, \quad a=0, \quad h+z=c s t \tag{2.5}
\end{equation*}
$$

## 3 Formulas for the numerical fluxes, and main result

A finite volume scheme for the nonconservative system (1.5)-(1.9) with $f \equiv 0$ can be written

$$
\begin{equation*}
U_{i}^{n+1}=U_{i}^{n}-\frac{\Delta t}{\Delta x_{i}}\left(F_{l}\left(U_{i}^{n}, U_{i+1}^{n}, \Delta z_{i+1 / 2}\right)-F_{r}\left(U_{i-1}^{n}, U_{i}^{n}, \Delta z_{i-1 / 2}\right)\right) \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
U=(h, h u, h v, h a, h b), \tag{3.2}
\end{equation*}
$$

and as usual $n$ stands for the time index, $i$ for the space location, and $\Delta z_{i+1 / 2}=$ $z_{i+1}-z_{i}$. Thus we need to define the left and right numerical fluxes $F_{l}\left(U_{l}, U_{r}, \Delta z\right)$, $F_{r}\left(U_{l}, U_{r}, \Delta z\right)$, for all left and right values $U_{l}, U_{r}, z_{l}, z_{r}$ with $\Delta z=z_{r}-z_{l}$.

We use the hydrostatic reconstruction method of [1]. Denoting the left and right states by $U_{l}=\left(h_{l}, h_{l} u_{l}, h_{l} v_{l}, h_{l} a_{l}, h_{l} b_{l}\right), U_{r}=\left(h_{r}, h_{r} u_{r}, h_{r} v_{r}, h_{r} a_{r}, h_{r} b_{r}\right)$, we define the reconstructed heights

$$
\begin{equation*}
h_{l}^{\#}=\left(h_{l}-(\Delta z)_{+}\right)_{+}, \quad h_{r}^{\#}=\left(h_{r}-(-\Delta z)_{+}\right)_{+} \tag{3.3}
\end{equation*}
$$

with the notation $x_{+} \equiv \max (0, x)$. We also define new reconstructed magnetic states

$$
\begin{array}{ll}
a_{l}^{\#}=\kappa_{l} a_{l}, & a_{r}^{\#}=\kappa_{r} a_{r} \\
b_{l}^{\#}=\kappa_{l} b_{l}, & b_{r}^{\#}=\kappa_{r} b_{r} \tag{3.5}
\end{array}
$$

with

$$
\begin{equation*}
\kappa_{l}=\min \left(\sqrt{\frac{h_{l}}{h_{l}^{\#}}}, \gamma\right), \quad \kappa_{r}=\min \left(\sqrt{\frac{h_{r}}{h_{r}^{\#}}}, \gamma\right) \tag{3.6}
\end{equation*}
$$

and where $\gamma \geq 1$ is a cutoff parameter. We define finally the left and right reconstructed states as
$U_{l}^{\#}=\left(h_{l}^{\#}, h_{l}^{\#} u_{l}, h_{l}^{\#} v_{l}, h_{l}^{\#} a_{l}^{\#}, h_{l}^{\#} b_{l}^{\#}\right), \quad U_{r}^{\#}=\left(h_{r}^{\#}, h_{r}^{\#} u_{r}, h_{r}^{\#} v_{r}, h_{r}^{\#} a_{r}^{\#}, h_{r}^{\#} b_{r}^{\#}\right)$.
Note that we use the notation \# instead of * in order to avoid confusions with intermediate states of Riemann solvers. Then the numerical fluxes are defined by

$$
\begin{align*}
& F_{l}\left(U_{l}, U_{r}, \Delta z\right)=\mathcal{F}_{l}\left(U_{l}^{\#}, U_{r}^{\#}\right) \\
& +\left(0, g \frac{h_{l}^{2}}{2}-g \frac{h_{l}^{\# 2}}{2}, 0,\left(\kappa_{l}(h a)_{l}^{\#}-(h a)_{l}\right) u_{l},\left(\kappa_{l}(h a)_{l}^{\#}-(h a)_{l}\right) v_{l}\right) \\
& +\left(\kappa_{l}-1\right)\left(0,0,0, \mathcal{F}_{l}^{h a}\left(U_{l}^{\#}, U_{r}^{\#}\right), \mathcal{F}_{l}^{h b}\left(U_{l}^{\#}, U_{r}^{\#}\right)\right) \\
& +\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right)\left(0,0,0, \frac{a_{l}}{2}\left(1-\kappa_{l}^{2}\right), \frac{b_{l}}{2}\left(1-\kappa_{l}^{2}\right)\right)  \tag{3.8}\\
& F_{r}\left(U_{l}, U_{r}, \Delta z\right)=\mathcal{F}_{r}\left(U_{l}^{\#}, U_{r}^{\#}\right) \\
& +\left(0, g \frac{h_{r}^{2}}{2}-g \frac{h_{r}^{\# 2}}{2}, 0,\left(\kappa_{r}(h a)_{r}^{\#}-(h a)_{r}\right) u_{r},\left(\kappa_{r}(h a)_{r}^{\#}-(h a)_{r}\right) v_{r}\right) \\
& +\left(\kappa_{r}-1\right)\left(0,0,0, \mathcal{F}_{r}^{h a}\left(U_{l}^{\#}, U_{r}^{\#}\right), \mathcal{F}_{r}^{h b}\left(U_{l}^{\#}, U_{r}^{\#}\right)\right) \\
& +\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right)\left(0,0,0, \frac{a_{r}}{2}\left(1-\kappa_{r}^{2}\right), \frac{b_{r}}{2}\left(1-\kappa_{r}^{2}\right)\right)
\end{align*}
$$

where $\mathcal{F}_{l}$ and $\mathcal{F}_{r}$ are the numerical fluxes of [8] associated to the problem without topography, and $\mathcal{F}^{h}$ is its common left/right height flux.

Theorem 3.1. The scheme (3.1) with the numerical fluxes $F_{l}, F_{r}$ defined by (3.8) satisfies the following properties.
(i) It is conservative in the variables $h$ and $h v$,
(ii) It is consistent with (1.5)-(1.9) for smooth solutions,
(iii) It keeps the positivity of $h$ under the CFL condition $\Delta t A\left(U_{l}^{\#}, U_{r}^{\#}\right) \leq$ $\frac{1}{2} \min \left(\Delta x_{l}, \Delta x_{r}\right)$ with $A(.,$.$) the maximum speed of the homogeneous solver,$ defined by [8, eq. (4.8)],
(iv) It satisfies a semi-discrete energy inequality associated to (1.11),
(v) It is well-balanced with respect to steady material and Alfven contact discontinuities without jump in topography,
(vi) Under the condition

$$
\begin{equation*}
\gamma \geq \max \left(\sqrt{\frac{h_{l}}{h_{l}^{\#}}}, \sqrt{\frac{h_{r}}{h_{r}^{\#}}}\right) \tag{3.9}
\end{equation*}
$$

on the parameter $\gamma$ appearing in (3.6), it is well-balanced with respect to the steady states (2.3) corresponding to material resonance,
(vii) It is well-balanced with respect to the steady states (2.5) corresponding to material and Alfven resonance.

The proof of Theorem 3.1 is given in Section 4, and we give here some comments on this result.

- The formulas (3.8) for the numerical fluxes are defined exactly so that the proof of the entropy inequality is an identity. Then it follows that the scheme is consistent.
- The cutoff parameter $\gamma$ is put in order to prevent $\kappa_{l}, \kappa_{r}$ to be too large. Without it one would have possibly large $a_{l}^{\#}, a_{r}^{\#}$ and as a consequence a very restrictive CFL condition stated in (iii).
- The particular values (3.6) of $\kappa_{l}, \kappa_{r}$ are involved only in the well-balanced property (vi), and do not matter for the other properties. We only need that their value is 1 when $\Delta z=0$. In particular, if $\gamma=1$, we get $\kappa_{l}=$ $\kappa_{r}=1$ (but then we loose the property (vi)). One can use also different formulas like

$$
\begin{equation*}
\kappa_{l}=\min \left(\frac{h_{l}}{h_{l}^{\#}}, \gamma\right), \quad \kappa_{r}=\min \left(\frac{h_{r}}{h_{r}^{\#}}, \gamma\right) \tag{3.10}
\end{equation*}
$$

the idea being to have, if $\gamma$ is large enough, $\kappa_{l}=h_{l} / h_{l}^{\#}, \kappa_{r}=h_{r} / h_{r}^{\#}$, $h_{l}^{\#} a_{l}^{\#}=h_{l} a_{l}, h_{r}^{\#} a_{r}^{\#}=h_{r} a_{r}$. However, with (3.10) or with (3.6), the scheme does not leave invariant the data satisfying $h a=c s t$, unfortunately.

- Instead of (2.3), one can consider another subfamily of steady states from (2.2), characterized by the relation $h a=c s t$. It leads to consider the steady states

$$
\begin{equation*}
u=0, \quad v=c s t, \quad h a=c s t(\neq 0), \quad b=c s t, \quad h-\frac{a^{2}}{2 g}+z=c s t \tag{3.11}
\end{equation*}
$$

which are indeed the limit of (2.1) when $h u \rightarrow 0$. An interesting question would be to design a scheme that is well-balanced with respect to this family instead of (2.3).

## 4 Proof of Theorem 3.1

The proof of (i), i.e. $F_{l}^{h}=F_{r}^{h}, F_{l}^{h v}=F_{r}^{h v}$, is obvious from formulas (3.8) since the homogeneous solver already satisfies this property. We omit the proof of (iii), which follows the proof of Proposition 4.14 in [6].

The property (v) is inherited from the homogeneous solver that is described in [8], since

$$
\begin{equation*}
\Delta z=0 \quad \text { implies } \quad F_{l}\left(U_{l}, U_{r}, 0\right)=\mathcal{F}_{l}\left(U_{l}, U_{r}\right), F_{r}\left(U_{l}, U_{r}, 0\right)=\mathcal{F}_{r}\left(U_{l}, U_{r}\right) \tag{4.1}
\end{equation*}
$$

We recall more explicitly that, defining

$$
\begin{equation*}
F(U)=\left(h u, h u^{2}+P, h u v+P_{\perp}, 0, h b u-h a v\right), \tag{4.2}
\end{equation*}
$$

this property of well-balancing for the homogeneous solver means that $\mathcal{F}_{l}\left(U_{l}, U_{r}\right)=$ $F\left(U_{l}\right)$ and $\mathcal{F}_{r}\left(U_{l}, U_{r}\right)=F\left(U_{r}\right)$ for all data of the form:

$$
\begin{equation*}
u_{l}=u_{r}=0, v_{l}=v_{r}, P\left(U_{l}\right)=P\left(U_{r}\right), P_{\perp}\left(U_{l}\right)=P_{\perp}\left(U_{r}\right), \tag{4.3}
\end{equation*}
$$

or

$$
\begin{equation*}
h_{l}=h_{r}, a_{l}=a_{r} \neq 0, u_{l}=u_{r}=\left|a_{l}\right|, b_{l} \operatorname{sgn}\left(a_{l}\right)-v_{l}=b_{r} \operatorname{sgn}\left(a_{r}\right)-v_{r}, \tag{4.4}
\end{equation*}
$$

or

$$
\begin{equation*}
h_{l}=h_{r}, a_{l}=a_{r} \neq 0, u_{l}=u_{r}=-\left|a_{l}\right|, b_{l} \operatorname{sgn}\left(a_{l}\right)+v_{l}=b_{r} \operatorname{sgn}\left(a_{r}\right)+v_{r}, \tag{4.5}
\end{equation*}
$$

or

$$
\begin{equation*}
h_{l}=h_{r}, u_{l}=u_{r}=0, a_{l}=a_{r}=0 \tag{4.6}
\end{equation*}
$$

For the proof of (vi), consider data $U_{l}, U_{r}, z_{l}, z_{r}$ satisfying (2.3), i.e. $u_{l}=u_{r}=0$, $v_{l}=v_{r}, h_{l}+z_{l}=h_{r}+z_{r}, \sqrt{h_{l}} a_{l}=\sqrt{h_{r}} a_{r}, \sqrt{h_{l}} b_{l}=\sqrt{h_{r}} b_{r}$. Then from (3.3) we get

$$
\begin{equation*}
h_{l}^{\#}=h_{r}^{\#} \equiv h^{\#}, \tag{4.7}
\end{equation*}
$$

the common value $h^{\#}$ being $h_{r}$ if $\Delta z \geq 0$, or $h_{l}$ if $\Delta z \leq 0$. Using condition (3.9), according to (3.4), (3.5), (3.6), we get $\kappa_{l}=\sqrt{h_{l} / h_{l}^{\#}}, \kappa_{r}=\sqrt{h_{r} / h_{r}^{\#}}$, $\sqrt{h_{l}^{\#}} a_{l}^{\#}=\sqrt{h_{l}} a_{l}, \sqrt{h_{r}^{\#}} a_{r}^{\#}=\sqrt{h_{r}} a_{r}, \sqrt{h_{l}^{\#}} b_{l}^{\#}=\sqrt{h_{l}} b_{l}, \sqrt{h_{r}^{\#}} b_{r}^{\#}=\sqrt{h_{r}} b_{r}$. Thus

$$
\begin{equation*}
\sqrt{h_{l}^{\#}} a_{l}^{\#}=\sqrt{h_{r}^{\#}} a_{r}^{\#}, \quad \sqrt{h_{l}^{\#}} b_{l}^{\#}=\sqrt{h_{r}^{\#}} b_{r}^{\#} . \tag{4.8}
\end{equation*}
$$

Using (4.7), (4.8), we get

$$
\begin{equation*}
U_{l}^{\#}=U_{r}^{\#} \equiv U^{\#} \equiv\left(h^{\#}, 0, h^{\#} v^{\#}, h^{\#} a^{\#}, h^{\#} b^{\#}\right) \tag{4.9}
\end{equation*}
$$

We observe that then $\mathcal{F}_{l}\left(U_{l}^{\#}, U_{r}^{\#}\right)=\mathcal{F}_{r}\left(U_{l}^{\#}, U_{r}^{\#}\right)=F\left(U^{\#}\right)$, and that indeed

$$
\begin{equation*}
F\left(U^{\#}\right)=\left(0, g\left(h^{\#}\right)^{2} / 2-h^{\#}\left(a^{\#}\right)^{2},-h^{\#} a^{\#} b^{\#}, 0,-h^{\#} a^{\#} v^{\#}\right) . \tag{4.10}
\end{equation*}
$$

The formulas (3.8) yield

$$
\begin{gather*}
F_{l}=\left(0, g\left(h_{l}\right)^{2} / 2-h_{l}\left(a_{l}\right)^{2},-h_{l} a_{l} b_{l}, 0,-h_{l} a_{l} v_{l}\right)=F\left(U_{l}\right),  \tag{4.11}\\
F_{r}=\left(0, g\left(h_{r}\right)^{2} / 2-h_{r}\left(a_{r}\right)^{2},-h_{r} a_{r} b_{r}, 0,-h_{r} a_{r} v_{r}\right)=F\left(U_{r}\right), \tag{4.12}
\end{gather*}
$$

which proves the claim.
For the proof of (vii), consider data $U_{l}, U_{r}, z_{l}, z_{r}$ satisfying (2.5), i.e. $u_{l}=$ $u_{r}=0, h_{l}+z_{l}=h_{r}+z_{r}, a_{l}=a_{r}=0$. Then we get $h_{l}^{\#}=h_{r}^{\#}, u_{l}^{\#}=u_{r}^{\#}=0$, $a_{l}^{\#}=a_{r}^{\#}=0$, and the fluxes $\mathcal{F}_{l}, \mathcal{F}_{r}$ are evaluated on states $U_{l}^{\#}, U_{r}^{\#}$ of the type (4.6). Thus $\mathcal{F}_{l}\left(U_{l}^{\#}, U_{r}^{\#}\right)=F\left(U_{l}^{\#}\right)$ and $\mathcal{F}_{r}\left(U_{l}^{\#}, U_{r}^{\#}\right)=F\left(U_{r}^{\#}\right)$. Plugging this in (3.8), we obtain $F_{l}=F\left(U_{l}\right), F_{r}=F\left(U_{r}\right)$, which proves the claim.

### 4.1 Consistency

In order to get (ii) in Theorem 3.1 in the sense of Definition 4.2 in [6], we need to prove that

$$
\begin{equation*}
F_{l}(U, U, 0)=F_{r}(U, U, 0)=F(U) \tag{4.13}
\end{equation*}
$$

and that as $U_{l} \rightarrow U, U_{r} \rightarrow U, \Delta z \rightarrow 0$,

$$
\begin{align*}
& F_{r}\left(U_{l}, U_{r}, \Delta z\right)-F_{l}\left(U_{l}, U_{r}, \Delta z\right)=-B(u, v)\left((h a)_{r}-(h a)_{l}\right) \\
& \quad+(0,-g h \Delta z, 0,0,0)+o\left(\left|U_{l}-U\right|+\left|U_{r}-U\right|+|\Delta z|\right), \tag{4.14}
\end{align*}
$$

with

$$
\begin{equation*}
B(u, v)=(0,0,0, u, v) . \tag{4.15}
\end{equation*}
$$

The consistency with the exact flux (4.13) is obviously satisfied because of the property (4.1). In order to prove the consistency with the source (4.14), we write

$$
\begin{align*}
& F_{r}\left(U_{l}, U_{r}, \Delta z\right)-F_{l}\left(U_{l}, U_{r}, \Delta z\right) \\
= & \mathcal{F}_{r}\left(U_{l}^{\#}, U_{r}^{\#}\right)-\mathcal{F}_{l}\left(U_{l}^{\#}, U_{r}^{\#}\right) \\
& +B\left(u_{r}, v_{r}\right)\left(\kappa_{r}(h a)_{r}^{\#}-(h a)_{r}\right)-B\left(u_{l}, v_{l}\right)\left(\kappa_{l}(h a)_{l}^{\#}-(h a)_{l}\right) \\
& +\left(\kappa_{r}-1\right)\left(0,0,0, \mathcal{F}_{r}^{h a}\left(U_{l}^{\#}, U_{r}^{\#}\right), \mathcal{F}_{r}^{h b}\left(U_{l}^{\#}, U_{r}^{\#}\right)\right) \\
& -\left(\kappa_{l}-1\right)\left(0,0,0, \mathcal{F}_{l}^{h a}\left(U_{l}^{\#}, U_{r}^{\#}\right), \mathcal{F}_{l}^{h b}\left(U_{l}^{\#}, U_{r}^{\#}\right)\right)  \tag{4.16}\\
& +\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right)\left(0,0,0, \frac{a_{r}}{2}\left(1-\kappa_{r}^{2}\right), \frac{b_{r}}{2}\left(1-\kappa_{r}^{2}\right)\right) \\
& -\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right)\left(0,0,0, \frac{a_{l}}{2}\left(1-\kappa_{l}^{2}\right), \frac{b_{l}}{2}\left(1-\kappa_{l}^{2}\right)\right) \\
& +\left(0, g \frac{h_{l}^{\# 2}}{2}-g \frac{h_{1}^{2}}{2}+g \frac{h_{r}^{2}}{2}-g \frac{h_{r}^{\# 2}}{2}, 0,0,0\right) .
\end{align*}
$$

Let us denote $\Delta=\left|U_{l}-U\right|+\left|U_{r}-U\right|+|\Delta z|$. When $U_{l}, U_{r} \rightarrow U$ and $\Delta z \rightarrow 0$ one has from (3.3)-(3.7) $\kappa_{l}-1=O(\Delta), \kappa_{r}-1=O(\Delta)$, and thus $U_{l}^{\#}-U=O(\Delta)$, $U_{r}^{\#}-U=O(\Delta)$ (we consider only the case $h>0$ here). Then the consistency of the numerical flux without source obtained in [8] gives

$$
\begin{equation*}
\mathcal{F}_{r}\left(U_{l}^{\#}, U_{r}^{\#}\right)-\mathcal{F}_{l}\left(U_{l}^{\#}, U_{r}^{\#}\right)=-B(u, v)\left((h a)_{r}^{\#}-(h a)_{l}^{\#}\right)+o(\Delta) \tag{4.17}
\end{equation*}
$$

Next, we have

$$
\begin{equation*}
B\left(u_{r}, v_{r}\right)\left(\kappa_{r}(h a)_{r}^{\#}-(h a)_{r}\right)=B(u, v)\left(\kappa_{r}(h a)_{r}^{\#}-(h a)_{r}\right)+o(\Delta) \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
B\left(u_{l}, v_{l}\right)\left(\kappa_{l}(h a)_{l}^{\# \#}-(h a)_{l}\right)=B(u, v)\left(\kappa_{l}(h a)_{l}^{\#}-(h a)_{l}\right)+o(\Delta) \tag{4.19}
\end{equation*}
$$

Summing up (4.17), (4.18), (4.19), we obtain

$$
\begin{align*}
& \mathcal{F}_{r}\left(U_{l}^{\#}, U_{r}^{\#}\right)-\mathcal{F}_{l}\left(U_{l}^{\#}, U_{r}^{\#}\right) \\
& +B\left(u_{r}, v_{r}\right)\left(\kappa_{r}(h a)_{r}^{\#}-(h a)_{r}\right)-B\left(u_{l}, v_{l}\right)\left(\kappa_{l}(h a)_{l}^{\#}-(h a)_{l}\right) \\
= & B(u, v)\left(\kappa_{r}-1\right)(h a)_{r}^{\#}-B(u, v)\left(\kappa_{l}-1\right)(h a)_{l}^{\#} \\
& -B(u, v)\left((h a)_{r}-(h a)_{l}\right)+o(\Delta) .  \tag{4.20}\\
= & B(u, v)\left(\kappa_{r}-1\right)(h a)-B(u, v)\left(\kappa_{l}-1\right)(h a) \\
& -B(u, v)\left((h a)_{r}-(h a)_{l}\right)+o(\Delta) .
\end{align*}
$$

Now we look at the terms in the right-hand side of (4.16) from the third to the sixth line. Using that $\mathcal{F}_{l}^{h a}(U, U)=\mathcal{F}_{r}^{h a}(U, U)=0$ and $\mathcal{F}_{l}^{h b}(U, U)=\mathcal{F}_{r}^{h b}(U, U)=$ $h b u$ - hav, we deduce

$$
\begin{align*}
& \left(\kappa_{r}-1\right)\left(0,0,0, \mathcal{F}_{r}^{h a}\left(U_{l}^{\#}, U_{r}^{\#}\right), \mathscr{F}_{r}^{h b}\left(U_{l}^{\#}, U_{r}^{\#}\right)\right)  \tag{4.21}\\
& =\left(\kappa_{r}-1\right)(0,0,0,0, h b u-h a v)+o(\Delta)
\end{align*}
$$

and

$$
\begin{align*}
& -\left(\kappa_{l}-1\right)\left(0,0,0, \mathcal{F}_{l}^{h a}\left(U_{l}^{\#}, U_{r}^{\#}\right), \mathcal{F}_{l}^{h b}\left(U_{l}^{\#}, U_{r}^{\#}\right)\right)  \tag{4.22}\\
& =-\left(\kappa_{l}-1\right)(0,0,0,0, h b u-h a v)+o(\Delta)
\end{align*}
$$

Writing $1-\kappa_{r}^{2}=\left(1+\kappa_{r}\right)\left(1-\kappa_{r}\right)$, we get asymptotically

$$
\begin{equation*}
\frac{a_{r}}{2}\left(1-\kappa_{r}^{2}\right)=a\left(1-\kappa_{r}\right)+o(\Delta) \tag{4.23}
\end{equation*}
$$

Similarly, we have

$$
\begin{align*}
& \frac{a_{l}}{2}\left(1-\kappa_{l}^{2}\right)=a\left(1-\kappa_{l}\right)+o(\Delta)  \tag{4.24}\\
& \frac{b_{r}}{2}\left(1-\kappa_{r}^{2}\right)=b\left(1-\kappa_{r}\right)+o(\Delta)  \tag{4.25}\\
& \frac{b_{l}}{2}\left(1-\kappa_{l}^{2}\right)=b\left(1-\kappa_{l}\right)+o(\Delta) \tag{4.26}
\end{align*}
$$

Using (4.23), (4.24), (4.25), (4.26) and the property $\mathcal{F}^{h}(U, U)=h u$, we obtain

$$
\begin{align*}
& \mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right)\left(0,0,0, \frac{a_{r}}{2}\left(1-\kappa_{r}^{2}\right), \frac{b_{r}}{2}\left(1-\kappa_{r}^{2}\right)\right)  \tag{4.27}\\
= & \left(0,0,0, \operatorname{hua}\left(1-\kappa_{r}\right), h u b\left(1-\kappa_{r}\right)\right)+o(\Delta), \\
& -\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right)\left(0,0,0, \frac{a_{l}}{2}\left(1-\kappa_{l}^{2}\right), \frac{b_{l}}{2}\left(1-\kappa_{l}^{2}\right)\right)  \tag{4.28}\\
= & -\left(0,0,0, \operatorname{hua}\left(1-\kappa_{l}\right), \operatorname{hub}\left(1-\kappa_{l}\right)\right)+o(\Delta) .
\end{align*}
$$

The sum of (4.21), (4.22), (4.27), (4.28) gives the asymptotic formula

$$
\begin{align*}
& \left(\kappa_{r}-1\right)\left(0,0,0, \mathcal{F}_{r}^{h a}\left(U_{l}^{\#}, U_{r}^{\#}\right), \mathcal{F}_{r}^{h b}\left(U_{l}^{\#}, U_{r}^{\#}\right)\right) \\
& -\left(\kappa_{l}-1\right)\left(0,0,0, \mathcal{F}_{l}^{h a}\left(U_{l}^{\#}, U_{r}^{\#}\right), \mathcal{F}_{l}^{h b}\left(U_{l}^{\#}, U_{r}^{\#}\right)\right) \\
& +\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right)\left(0,0,0, \frac{a_{r}}{2}\left(1-\kappa_{r}^{2}\right), \frac{b_{r}}{2}\left(1-\kappa_{r}^{2}\right)\right)  \tag{4.29}\\
& -\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right)\left(0,0,0, \frac{a_{l}}{2}\left(1-\kappa_{l}^{2}\right), \frac{b_{l}}{2}\left(1-\kappa_{l}^{2}\right)\right) \\
& =-B(u, v)\left(\kappa_{r}-1\right)(h a)+B(u, v)\left(\kappa_{l}-1\right)(h a)+o(\Delta) .
\end{align*}
$$

Adding (4.20) and (4.29), we obtain the consistency of the nonconservative magnetic terms

$$
\begin{align*}
& \mathcal{F}_{r}\left(U_{l}^{\#}, U_{r}^{\#}\right)-\mathcal{F}_{l}\left(U_{l}^{\#}, U_{r}^{\#}\right) \\
& +B\left(u_{r}, v_{r}\right)\left(\kappa_{r}(h a)_{r}^{\#}-(h a)_{r}\right)-B\left(u_{l}, v_{l}\right)\left(\kappa_{l}(h a)_{l}^{\#}-(h a)_{l}\right) \\
& +\left(\kappa_{r}-1\right)\left(0,0,0, \mathcal{F}_{r}^{h a}\left(U_{l}^{\#}, U_{r}^{\#}\right), \mathcal{F}_{r}^{h b}\left(U_{l}^{\#}, U_{r}^{\#}\right)\right) \\
& -\left(\kappa_{l}-1\right)\left(0,0,0, \mathcal{F}_{l}^{h a}\left(U_{l}^{\#}, U_{r}^{\#}\right), \mathcal{F}_{l}^{h b}\left(U_{l}^{\#}, U_{r}^{\#}\right)\right)  \tag{4.30}\\
& +\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right)\left(0,0,0, \frac{a_{r}}{2}\left(1-\kappa_{r}^{2}\right), \frac{b_{r}}{2}\left(1-\kappa_{r}^{2}\right)\right) \\
& -\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right)\left(0,0,0, \frac{a_{l}}{2}\left(1-\kappa_{l}^{2}\right), \frac{b_{l}}{2}\left(1-\kappa_{l}^{2}\right)\right) \\
& =-B(u, v)\left((h a)_{r}-(h a)_{l}\right)+o(\Delta) .
\end{align*}
$$

Finally, as in the unmodified hydrostatic reconstruction scheme, the last line in (4.16) gives the nonconservative topography term

$$
\begin{equation*}
\left(0, g \frac{h_{l}^{\# 2}}{2}-g \frac{h_{l}^{2}}{2}+g \frac{h_{r}^{2}}{2}-g \frac{h_{r}^{\# 2}}{2}, 0,0,0\right)=(0,-g h \Delta z, 0,0,0)+o(\Delta) \tag{4.31}
\end{equation*}
$$

With (4.30), all the terms in (4.16) have been expanded, and we get (4.14).

### 4.2 Entropy inequality

Let us finally prove the property (iv) in Theorem 3.1. At the continous level, the energy inequality (1.11) can be written

$$
\begin{equation*}
\partial_{t} \tilde{E}+\partial_{x} \tilde{G} \leq 0 \tag{4.32}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{E}(U, z)=E(U)+g h z, \quad \tilde{G}(U, z)=G(U)+g h z u \tag{4.33}
\end{equation*}
$$

and

$$
\begin{gather*}
E(U)=\frac{1}{2} h\left(u^{2}+v^{2}\right)+\frac{1}{2} g h^{2}+\frac{1}{2} h\left(a^{2}+b^{2}\right)  \tag{4.34}\\
G(U)=E(U) u+P(U) u+P_{\perp}(U) v
\end{gather*}
$$

As before, $U=(h, h u, h v, h a, h b)$ and $P, P_{\perp}$ are defined by (1.10). As proved in [8], the scheme without topography satisfies a fully discrete energy inequality. According to [6, section 2.2.2], it implies that it satisfies also a semi-discrete energy inequality, under the form

$$
\begin{align*}
& G\left(U_{r}\right)+E^{\prime}\left(U_{r}\right)\left(\mathcal{F}_{r}\left(U_{l}, U_{r}\right)-F\left(U_{r}\right)\right) \leq \mathcal{G}\left(U_{l}, U_{r}\right), \\
& \mathcal{G}\left(U_{l}, U_{r}\right) \leq G\left(U_{l}\right)+E^{\prime}\left(U_{l}\right)\left(\mathcal{F}_{l}\left(U_{l}, U_{r}\right)-F\left(U_{l}\right)\right), \tag{4.35}
\end{align*}
$$

for all values of $U_{l}, U_{r}$, where $E^{\prime}$ is the derivative of $E$ with respect to $U, F$ is defined in (4.2), and $\mathcal{G}\left(U_{l}, U_{r}\right)$ is a consistent energy flux.

Then, for the scheme with topography, the characterization of the semidiscrete energy inequality writes

$$
\begin{gather*}
\tilde{G}\left(U_{r}, z_{r}\right)+\tilde{E}^{\prime}\left(U_{r}, z_{r}\right)\left(F_{r}-F\left(U_{r}\right)\right) \leq \tilde{\mathcal{G}}\left(U_{l}, U_{r}, z_{l}, z_{r}\right),  \tag{4.36}\\
\tilde{\mathcal{G}}\left(U_{l}, U_{r}, z_{l}, z_{r}\right) \leq \tilde{G}\left(U_{l}, z_{l}\right)+\tilde{E}^{\prime}\left(U_{l}, z_{l}\right)\left(F_{l}-F\left(U_{l}\right)\right),
\end{gather*}
$$

where $\tilde{E}$ and $\tilde{G}$ are defined by (4.33), $\tilde{E}^{\prime}$ is the derivative of $\tilde{E}$ with respect to $U$, and $\tilde{\mathcal{G}}$ is an unknown consistent numerical energy flux. Let us choose

$$
\begin{equation*}
\tilde{\mathcal{G}}\left(U_{l}, U_{r}, z_{l}, z_{r}\right)=\mathcal{G}\left(U_{l}^{\#}, U_{r}^{\#}\right)+\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) g z^{\#} \tag{4.37}
\end{equation*}
$$

where $\mathcal{F}^{h}$ is the common h-component of $\mathcal{F}_{l}$ and $\mathcal{F}_{r}$, and for some $z^{\#}$ that is defined below. Then, noticing that $\tilde{E}^{\prime}(U, z)=E^{\prime}(U)+g z(1,0,0,0,0)$, we can write the desired inequalities (4.36) as

$$
\begin{align*}
& G\left(U_{r}\right)+E^{\prime}\left(U_{r}\right)\left(F_{r}-F\left(U_{r}\right)\right)+\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) g z_{r}  \tag{4.38}\\
\leq & \mathcal{G}\left(U_{l}^{\#}, U_{r}^{\#}\right)+\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) g z^{\#} \\
& \mathcal{G}\left(U_{l}^{\#}, U_{r}^{\#}\right)+\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) g z^{\#}  \tag{4.39}\\
\leq & G\left(U_{l}\right)+E^{\prime}\left(U_{l}\right)\left(F_{l}-F\left(U_{l}\right)\right)+\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) g z_{l} .
\end{align*}
$$

By using (4.35) evaluated at $U_{l}^{\#}, U_{r}^{\#}$ and comparing the result with (4.38) and (4.39), we get the sufficient conditions

$$
\begin{align*}
& G\left(U_{r}\right)+E^{\prime}\left(U_{r}\right)\left(F_{r}-F\left(U_{r}\right)\right)+\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) g z_{r} \\
\leq & G\left(U_{r}^{\#}\right)+E^{\prime}\left(U_{r}^{\#}\right)\left(\mathcal{F}_{r}\left(U_{l}^{\#}, U_{r}^{\#}\right)-F\left(U_{r}^{\#}\right)\right)+\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) g z^{\#},  \tag{4.40}\\
& G\left(U_{l}^{\#}\right)+E^{\prime}\left(U_{l}^{\#}\right)\left(\mathcal{F}_{l}\left(U_{l}^{\#}, U_{r}^{\#}\right)-F\left(U_{l}^{\#}\right)\right)+\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) g z^{\#}  \tag{4.41}\\
\leq & G\left(U_{l}\right)+E^{\prime}\left(U_{l}\right)\left(F_{l}-F\left(U_{l}\right)\right)+\mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) g z_{l} .
\end{align*}
$$

Let us focus on (4.40), that can be rewritten as

$$
\begin{align*}
& {\left[G-E^{\prime} F\right]_{r \#}^{r}+E^{\prime}\left(U_{r}\right) F_{r}-E^{\prime}\left(U_{r}^{\#}\right) \mathcal{F}_{r}\left(U_{l}^{\#}, U_{r}^{\#}\right) }  \tag{4.42}\\
&+g\left(z_{r}-z^{\#}\right) \mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) \leq 0
\end{align*}
$$

with

$$
\begin{equation*}
\left[G-E^{\prime} F\right]_{r \#}^{r} \equiv\left(G\left(U_{r}\right)-E^{\prime}\left(U_{r}\right) F\left(U_{r}\right)\right)-\left(G\left(U_{r}^{\#}\right)-E^{\prime}\left(U_{r}^{\#}\right) F\left(U_{r}^{\#}\right)\right) \tag{4.43}
\end{equation*}
$$

We compute now

$$
\begin{equation*}
E^{\prime}(U)=\left(-\left(u^{2}+v^{2}\right) / 2+g h-\left(a^{2}+b^{2}\right) / 2, u, v, a, b\right) \tag{4.44}
\end{equation*}
$$

and using (4.34), (4.2), we deduce the identity

$$
\begin{equation*}
G(U)-E^{\prime}(U) F(U)=-g \frac{h^{2}}{2} u+h a(a u+b v)=-P(U) u-P_{\perp}(U) v \tag{4.45}
\end{equation*}
$$

Then, according to the definition (3.8) of $F_{r}$,

$$
\begin{align*}
E^{\prime}\left(U_{r}\right) F_{r}= & E^{\prime}\left(U_{r}\right) \mathcal{F}_{r}\left(U_{l}^{\#}, U_{r}^{\#}\right) \\
+ & E^{\prime}\left(U_{r}\right)\left(0, g \frac{h_{r}^{2}}{2}-g \frac{h_{r}^{\# 2}}{2}, 0\right.  \tag{4.46}\\
& \left.\left(\kappa_{r}(h a)_{r}^{\#}-(h a)_{r}\right) u_{r},\left(\kappa_{r}(h a)_{r}^{\#}-(h a)_{r}\right) v_{r}\right)+Q_{r}
\end{align*}
$$

with

$$
\begin{align*}
Q_{r}= & E^{\prime}\left(U_{r}\right)\left(\kappa_{r}-1\right)\left(0,0,0, \mathcal{F}_{r}^{h a}\left(U_{l}^{\#}, U_{r}^{\#}\right), \mathcal{F}_{r}^{h b}\left(U_{l}^{\#}, U_{r}^{\#}\right)\right) \\
& +E^{\prime}\left(U_{r}\right) \mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right)\left(0,0,0, \frac{a_{r}}{2}\left(1-\kappa_{r}^{2}\right), \frac{b_{r}}{2}\left(1-\kappa_{r}^{2}\right)\right) . \tag{4.47}
\end{align*}
$$

Using (4.44) and (4.45), we can rewrite (4.46) as

$$
\begin{equation*}
E^{\prime}\left(U_{r}\right) F_{r}=E^{\prime}\left(U_{r}\right) \mathcal{F}_{r}\left(U_{l}^{\#}, U_{r}^{\#}\right)-\left[G-E^{\prime} F\right]_{r \#}^{r}+Q_{r} . \tag{4.48}
\end{equation*}
$$

Thus the required inequality (4.42) simplifies to

$$
\begin{equation*}
\left(E^{\prime}\left(U_{r}\right)-E^{\prime}\left(U_{r}^{\#}\right)\right) \mathcal{F}_{r}\left(U_{l}^{\#}, U_{r}^{\#}\right)+Q_{r}+g\left(z_{r}-z^{\#}\right) \mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) \leq 0 \tag{4.49}
\end{equation*}
$$

Now, one the one side, one can compute

$$
\begin{align*}
Q_{r}= & \left(\kappa_{r}-1\right) a_{r} \mathcal{F}_{r}^{h a}\left(U_{l}^{\#}, U_{r}^{\#}\right)+\left(\kappa_{r}-1\right) b_{r} \mathcal{F}_{r}^{h b}\left(U_{l}^{\#}, U_{r}^{\#}\right) \\
& +\left(1-\kappa_{r}^{2}\right) \mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) \frac{a_{r}^{2}+b_{r}^{2}}{2} \tag{4.50}
\end{align*}
$$

On the other side, according to (4.44), we have

$$
\begin{align*}
& E^{\prime}\left(U_{r}\right)-E^{\prime}\left(U_{r}^{\#}\right) \\
= & \left(g\left(h_{r}-h_{r}^{\#}\right)-\frac{a_{r}^{2}+b_{r}^{2}}{2}+\frac{\left(a_{r}^{\#}\right)^{2}+\left(b_{r}^{\#}\right)^{2}}{2}, 0,0, a_{r}-a_{r}^{\#}, b_{r}-b_{r}^{\#}\right)  \tag{4.51}\\
= & \left(g\left(h_{r}-h_{r}^{\#}\right)-\left(1-\kappa_{r}^{2}\right) \frac{a_{r}^{2}+b_{r}^{2}}{2}, 0,0,\left(1-\kappa_{r}\right) a_{r},\left(1-\kappa_{r}\right) b_{r}\right) .
\end{align*}
$$

Using both (4.50) and (4.51), we get

$$
\begin{equation*}
\left(E^{\prime}\left(U_{r}\right)-E^{\prime}\left(U_{r}^{\#}\right)\right) \mathfrak{F}_{r}\left(U_{l}^{\#}, U_{r}^{\#}\right)+Q_{r}=g\left(h_{r}-h_{r}^{\#}\right) \mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) \tag{4.52}
\end{equation*}
$$

Plugging this in (4.49), we obtain the sufficient right inequality

$$
\begin{equation*}
g\left(h_{r}-h_{r}^{\#}+z_{r}-z^{\#}\right) \mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) \leq 0 \tag{4.53}
\end{equation*}
$$

A symmetric analysis for the left inequality (4.41) gives similarly

$$
\begin{equation*}
g\left(h_{l}-h_{l}^{\#}+z_{l}-z^{\#}\right) \mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) \geq 0 \tag{4.54}
\end{equation*}
$$

We choose $z^{\#}=\max \left(z_{l}, z_{r}\right)$, so that (4.53), (4.54) can be finally put under the form

$$
\begin{gather*}
g\left(h_{r}-h_{r}^{\#}-(-\Delta z)_{+}\right) \mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) \leq 0,  \tag{4.55}\\
g\left(h_{l}-h_{l}^{\#}-(\Delta z)_{+}\right) \mathcal{F}^{h}\left(U_{l}^{\#}, U_{r}^{\#}\right) \geq 0 .
\end{gather*}
$$

Taking into account (3.3), we observe that if $h_{l}-(\Delta z)_{+} \geq 0$ then the second line of (4.55) is trivial. Otherwise $h_{l}^{\#}=0$ and the second inequality of (4.55) holds because $\mathcal{F}^{h}\left(0, U_{r}^{\#}\right) \leq 0$ by the $h$-nonnegativity of the numerical flux. The same argument is valid for the first inequality of (4.55), which concludes the proof of Theorem 3.1.

## 5 Numerical tests

In this section we perform numerical computations in order to evaluate the properties of the scheme, in relation with Theorem 3.1. First and second order methods in time and space are evaluated, the latter using an ENO reconstruction, as described in [6, section 4.13]. The conservative variable is $U$ as in (3.2), and the slope limitations are performed on the variables $h, h+z, u, v, h a, b$. We also compare different values of the parameter $\gamma$, which is a key to obtain the well-balanced property for steady states of material resonance. We take 200 points, and plot a reference solution obtained by a second order computation with 3300 points. The CFL-number is taken $1 / 2$ in all tests.

Test case - The space variable $x$ is taken in $[0,1], g=9.81$. Neumann boundary conditions are applied. The test consists of two steady states:

- On $[0,1 / 2)$, we take initial data corresponding to a steady state in the case of material resonance.
- On $(1 / 2,1]$, we take initial data corresponding to a steady state in the case of material and Alfven resonance.

The initial data is sketched on Figure 1 and the numerical values are given in Tables 2 and 3. The solution consists of, from left to right, a material contact, a left rarefaction wave, a left Alfven contact, a resonant material - right Alfven contact, and a right shock. We observe that the second order resolution improves the sharpness of contact discontinuities. On Figure 12, we observe that the solution computed with $\gamma=1$ looses the well-balanced property for the resonant material contact, whereas with $\gamma=2$ it is well-balanced, which is coherent with point (vi) of Theorem 3.1.


Figure 1: Initial data configuration

| Values of $x$ | $z$ | $h$ | $u$ | $v$ | $a$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{x} \leq 0.2$ | 0.5 | 1.5 | 0.0 | 2.0 | $1 / \sqrt{1.5}$ | $2 / \sqrt{1.5}$ |
| $0.2<\mathrm{x} \leq 0.5$ | 0.0 | 2.0 | 0.0 | 2.0 | $1 / \sqrt{2}$ | $2 / \sqrt{2}$ |

Figure 2: Initial data for Material resonance

| Values of $x$ | $z$ | $h$ | $u$ | $v$ | $a$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0.5<x \leq 0.625$ | 0.0 | 0.5 | 0.0 | 0.5 | 0.0 | 1.0 |
| $0.625<\mathrm{x} \leq 1$ | $d(x)$ | $(0.5-d(x))_{+}$ | 0.0 | $0.5+d(x)$ | 0.0 | $1.0+d(x)$ |

Figure 3: Initial data for Material and Alfven resonance, $d(x)=4.0(x-0.625)$


Figure 4: Reference solution at time $t=0.02$ computed at second order with 3300 points


Figure 5: Reference solution at time $t=0.08$ computed at second order with 3300 points


Figure 6: Solution $h+z$ at time $t=0.02$ computed at first and second order with 200 points. The reference solution is the continuous line.


Figure 7: Solution $v$ at time $t=0.02$ computed at first and second order with 200 points. The reference solution is the continuous line.


Figure 8: Solution $b$ at time $t=0.02$ computed at first and second order with 200 points. The reference solution is the continuous line.


Figure 9: Solution $h+z$ at time $t=0.08$ computed at first and second order with 200 points. The reference solution is the continuous line.


Figure 10: Solution $v$ at time $t=0.08$ computed at first and second order with 200 points. The reference solution is the continuous line.


Figure 11: Solution $b$ at time $t=0.08$ computed at first and second order with 200 points. The reference solution is the continuous line.


Figure 12: Solution $b$ at time $t=0.02$ computed at first order with 200 points with different values of $\gamma$. The reference solutions are the continuous lines.
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